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KEYWORDS:

**ambiguity seeking:**

**ambiguity seeking for losses:**

**ambiguity seeking for unlikely:**

**ambiguous outcomes vs. ambiguous probabilities:** some authors make this distinction
  although I favor that by definition all uncertainty is modeled through the state space.

**ambiguity attitude taken to be rational:**

Ambiguity = amb.av = source.prf, ignoring insensitivity:

Arrow’s voting paradox ==> ordinality does not work:

**backward induction/normal form, descriptive:**

**Best core theory depends on error theory:** Starting 2000, many empirical studies in decision
  theory do not just fit a deterministic decision theory to data with statistics such as t-tests done at
  the end, but they use a probabilistic choice model with errors in choice incorporated, and have this
  probabilistic choice model integrated with the deterministic decision model. The latter is then
called the core theory.

**binary prospects identify U and W:** For binary prospects, most nonexpected utilities agree,
  and are rank-dependent utility. These prospects suffice to identify utility U and the weighting
  function W.
bisection > matching: Since the 1980s, with a revival in experimental economics starting around 2005, decision theorists have compared choice-based methods such as bisection and the choice list with direct matching. Now (2012) most people prefer choice-based methods.

biseparable utility: the rank-dependent utility (RDU) model for binary prospects;

biseparable utility violated: the models that do not agree with RDU for binary prospects;

calculating RDU: means to calculate RDU and new prospect theory

calculation costs incorporated: incorporating calculation costs into decision making

cancellation axioms: axioms necessary for additively decomposable representations on product sets, studied by Krantz et al. (1971) and many others;

CBDT: case-based decision theory;

CE bias towards EV: certainty equivalent measurements generate biases towards expected value maximization;

Choice enhances noncompensatory heuristics:

coalescing: A prospect written as (1/3:2, 1/3:2, 1/3:0) may be evaluated differently than (2/3:2, 1/3:0). Similar terms are collapsing or event splitting (or outcome splitting);

cognitive ability related to discounting:

cognitive ability related to risk/ambiguity aversion:

cognitive ability related to likelihood insensitivity (= inverse-S):

coherentism: Representational view of utility is that all that it should do is represent choice consistently, and this is the only requirement. No external criteria should be imposed. This is like coherentism. See also; paternalism/Humean-view-of-preference; see also search keys starting with “risky utility”;

Compare different measurement methods:

confirmatory bias: of new evidence, people select only what reinforce their opinions, leading to divergence of opinions rather than the rational convergence;

completeness-criticisms: completeness means requiring a preference between every pair of prospects/choice options;

collapse: see coalescing;

concave utility for gains, convex utility for losses: (see also “risk averse for gains, risk seeking for losses,” and please don’t confuse risk aversion with concave utility etc. unless expected utility is the explicit working hypothesis!);

consequentialism/pragmatism: putting everything relevant in consequences makes model intractable;

conservation of influence: not explained here (see preference for flexibility for future influence);

correlation risk & ambiguity attitude:
criticism of monotonicity in Anscombe-Aumann (1963) for ambiguity: see also the more general: restrictiveness of monotonicity/weak separability
criticisms of Savage's basic framework; (see also: R.C. Jeffrey model)
criticizing Knight (1921) for low quality:
criticizing the dangerous role of technical axioms such as continuity:
crowding-out:
deception:
deception when implementing real incentives: (usually done to protect subjects from suffering losses);
decreasing ARA/increasing RRA: ARA = absolute risk aversion, and RRA = relative risk aversion;
decreasing/increasing impatience:
derived concepts in pref. axioms:
DFE-DFD gap but no reversal: Decision from experience usually finds less pronounced inverse-S probability weighting than decision from description, but the reversal (S-shape iso reversed S-shape) claimed in first papers on DFE does not hold. (Or it does?)
discharging normative:
dominance violation by pref. for increasing income: (see also: preferring streams of increasing income);
Dutch book: (see also “ordered vector space” or “reference-dependence test”);
dynamic consistency:
dynamic consistency. NonEU & dynamic principles by restricting domain of acts:
dynamic consistency: favors abandoning time consistency, so, favors sophisticated choice:
dynamic consistency: favors abandoning forgone-event independence, so, favors resolute choice:
dynamic consistency: favors abandoning RCLA when time is physical:
DC = stationarity: confusing dynamic consistency (= time consistency) with stationarity (or not) :
edogenous midpoints:
equate risk aversion with concave utility under nonEU: Under EU, risk aversion (preferring expected value of prospect to prospect) can be equated with concave utility. Under nonEU this is no longer correct. Unfortunately, many authors, the majority of economists and finance people today, continue to equate risk aversion and concave utility under nonEU. An
explanation can be that people want to use a term for concave utility but want to avoid “diminishing marginal utility” because, in the ordinal spirit, they do not want to give empirical meaning to marginal utility. (Thus Arrow, 1951, ECMA, p. 423 wrote: “diminishing marginal utility had lost its meaning.”) ]Well, it is just incorrect under nonEU, unfortunately.

equity-versus-efficiency:
EU+a*sup+b*inf:
event/outcome driven ambiguity model: event-driven: ambiguity primarily modeled through an event function (e.g., Schmeidler’s 1989 RDU/CEU). Savage’s P4 then usually holds.
event/outcome driven ambiguity model: outcome-driven: ambiguity primarily modeled through an outcome function, utility (mostly recursive EU, e.g., KMM’s smooth model).
event splitting: see coalescing;
finite additivity:
foundations of probability:
foundations of quantum mechanics:
foundations of statistics:
free will/determinism:
game theory can/cannot be viewed as decision under uncertainty: (see also: game theory as ambiguity)
game theory as ambiguity:
gender differences in risk attitude:
gender differences in ambiguity attitudes:
Harsanyi’s aggregation:
homebias:
inconsistency in repeated risky choice:
independence/sure-thing principle due to mutually exclusive events:
information aversion: (see also “value of information”):
insurance frame increases risk aversion:
intertemporal separability criticized:
intuitive versus analytical decisions: (see also “reflective equilibrium”);
inverse-S: (see also (“risk seeking for small-probability gains”)
inverse-S (= likelihood insensitivity) related to emotions:
R.C. Jeffrey model:
just noticeable difference: (other terms used in the literature are minimally perceptible threshold/difference or just noticeable increment);
law and decision theory:
linear utility for small stakes:

**loss aversion without mixed prospects**: people who think to obtain estimates of loss aversion without considering mixed prospect, which is impossible (see also loss aversion: erroneously thinking it is reflection);

**loss aversion: erroneously thinking it is reflection**: (see also loss aversion without mixed prospects);

**losses from prior endowment mechanism**: implementing real incentives for losses by first giving subjects prior endowment and then letting them later pay back from that.

**losses give more/less noise**:

**marginal utility is diminishing**:

**measure of similarity**:

Monty Hall’s problem: see **three-doors problem**:

**Nash equilibrium discussion**:

**natural-language-ambiguity**:

**natural sources of ambiguity**:

Newcomb’s problem:

**nonadditive measures are too general**:

**nonconstant discount = nonlinear time perception**: deviations from constant discounting may not so much be nonconstant discounting of well-perceived time, but rather constant discounting of misperceived time.

**normal/extensive form**:

**one-dimensional utility**:

**optimal scale levels**:

**ordered vector space**:

**ordering of subsets**: (see also preference for flexibility);

**own small expertise = meaning of life**: In 2022 this has been renamed as: **ubiquity fallacy**: Many researchers try to suggest that their small expertise can answer all the main questions in life; they confuse ubiquity with explanatory power. There is an explanation at [https://www.youtube.com/watch?v=FDvBrcytU7Q&t=52s](https://www.youtube.com/watch?v=FDvBrcytU7Q&t=52s) 1:10 – 3:25 for the special case of ergodic theory.

**part-whole bias**: (special case for uncertainty: coalescing);

**parametric fitting depends on families chosen**:

**paternalism/Humean-view-of-preference**: whether preferences should always be taken as is, or whether one may change them to improve them; see also: coherentism
PE doesn’t do well: the probability equivalent, also called standard gamble, does not perform well.

PE higher than CE: (see also “PE higher than others” and “CE bias towards EV”): the standard gamble gives (assuming expected utility) higher utilities than the certainty equivalent method.

PE higher than others: (see also “PE higher than CE”); the standard gamble gives higher utilities than other methods.

preferring streams of increasing income: (see also: dominance violation by pref. for increasing income);

present value:

principle of complete ignorance:

probability elicitation: (see also “proper scoring rules” and “survey on belief measurement”);

probability communication:

probability intervals:

probability triangle:

probability weighting depends on outcomes: (other than sign-dependence);

producing random numbers: (people are not able to produce really random numbers);

proper scoring rules: (see also “probability elicitation”);

proper scoring rules-correction:

qualitative probability: see ordering of subsets;

PT, applications: applications of prospect theory;

PT falsified: see also probability weighting depends on outcomes;

PT/RDU most popular for risk:

QALY overestimated when ill:

quasi-concave so deliberate randomization:

questionnaire for measuring risk aversion:

questionnaire versus choice utility: see also “coherentism”; compares utility based on revealed preference only with utility measured in different ways, such as using introspection.

random incentive system:

random incentive system between-subjects: (paying only some subjects):

ranking economists:

ratio bias: In a task of an algebraic nature, some people use an additive procedure and others use a multiplicative one. Thus, in tasks where addition is appropriate, a bias is observed in the direction of multiplication, and vice versa. And thus, we usually observe a risk attitude between constant absolute and constant relative risk aversion. A prominent psychologist once told me that this bias
was the best kept secret in decision experiments, and that it explained the majority of all empirical findings in the field;

**ratio-difference principle**: (see also ratio bias)

**RCLA**: (= reduction of compound lotteries assumption): is called collapse independence when for uncertainty (events iso probabilities)

**real incentives/hypothetical choice**: (see also “crowding-out” and “losses from prior endowment mechanism,” “stated preference” is a common term for hypothetical choice);

**real incentives/hypothetical choice: for time preferences**:  

**real incentives/hypothetical choice, explicitly ignoring hypothetical literature**:  

**reference-dependence test**: (= asset-integration test: see also losses from prior endowment mechanism);

**relative curvature**:  

**reflection at individual level for risk**: (positive or negative correlation between risk aversion for gains and losses);

**reflection at individual level for ambiguity**: (positive or negative correlation between ambiguity aversion for gains and losses);

**restrictiveness of monotonicity/weak separability**:  

Explanation: Monotonicity w.r.t. money outcomes in the sense of the more money the better is trivial, using the objective ordering on real numbers that everyone agrees on. However, if monotonicity concerns a subjective ordering, as when outcomes are complex multiattribute things, then monotonicity implies weak separability and can be more restrictive than many people are aware of. Btw., many interactions between attributes can be taken as a violation here. See also: criticism of monotonicity in Anscombe-Aumann (1963) for ambiguity;

**revealed preference**: violations of the RIS (random incentive system) can also be related to this point.

**risk averse for gains, risk seeking for losses**: see also “concave utility for gains, convex utility for losses”;

**risk seeking for small-probability gains**;

**risk seeking for symmetric fifty-fifty gambles**;

**risky utility u = strength of preference v** (or other riskless cardinal utility, often called value);

**risky utility u = transform of strength of preference v**;

**risky utility u = transform of strength of preference v, latter doesn’t exist**;

**SEU = risk**: argue (where I disagree) that Savage (1954) justified considering SEU to be risk;

**second-order probabilities**:  

**second-order probabilities to model ambiguity**:
SEU = SEU: People, mostly psychologists, who erroneously think that the subjective probabilities of Ramsey (1931)/Savage (1954) are equal to transformed objective probabilities; Ramsey and Savage only provide arguments supporting EU and against transforming objective probabilities.

SPT iso OPT: Many authors, seeking to use OPT (original prospect theory of 1979) for nonmixed prospects \((p_1; x_1, \ldots, p_n; x_n)\) with multiple gains, \(x_1 > \ldots > x_n \geq 0\), do not use the formula that Kahneman & Tversky had in mind: \(U(x_n) + \sum_{1 \leq j \leq n-1} w(p_j)(U(x_j) - U(x_1))\), but instead use what Camerer & Ho (1994) called separable prospect theory (SPT): \(\sum_{1 \leq j \leq n} w(p_j)U(x_j)\). The latter formula is the separate-probability transformation model that psychologists including Edwards often used. That K&T did not have this in mind follows because for \(n = 2\) they use the former formula and not the latter, and because on p. 18 of their 1975 working paper (extending their p. 12) version they use the analog of the former and not of the latter formula. The latter text, as well as their 1981 paper, show that they did have the analog of SPT in mind for mixed prospects.

SIIA/IIIA: comparisons between the condition called independence of irrelevant alternatives in social choice and the different condition of the same name in individual choice;

simple decision analysis cases using EU: nice didactical examples to illustrate expected utility;

small probabilities:

small risks overinsured:

small worlds: Savage’s (1954) topic;

social risks > nature risks in coordination games:

social sciences cannot measure:

sophisticated choice:

source-dependent utility: this topic concerns not only utility-driven, but also event-driven ambiguity models because there it can still happen empirically that utility is source dependent.

source-preference directly tested:

standard-sequence invariance: (see also Tradeoff method);

state-dependent utility:

state space derived endogeneously:

strength-of-preference representation:

substitution-derivation of EU:

survey on belief measurement:

survey on nonEU:

suspicion under ambiguity: in Ellsberg-urn type experiments, subjects may fear that the experimenter rigged the urns against them (“suspicion”);

testing color symmetry in Ellsberg urn:
time consistency stated ambiguously: of the three relevant time durations (time of decision, time of consumption, and difference between the two) only stating that one changes, without stating which of the other two then also changes

time preference:

time preference: comparing risky and intertemporal utility:

time preference, fungibility problem: (money received at some timepoint in an experiment may not be consumed immediately, but instead saved at market interest rate; leading many researchers to prefer consumption outcomes rather than monetary payment outcomes when studying discounting)

three-doors problem: (also known as Monty Hall’s three doors problem or three-prisoners problem);

tradeoff method: see also standard-sequence invariance;

tradeoff method’s error propagation:

total utility theory:

ubiquity fallacy: (formerly called “own small expertise = meaning of life”): Many researchers try to suggest that their small expertise can answer all the main questions in life. They confuse ubiquity with explanatory power. There is an explanation at https://www.youtube.com/watch?v=FDvBrcytU7Q&t=52s | (1:10 – 3:25)

for ergodic economics.

uncertainty amplifies risk:

universal ambiguity aversion: authors assuming that people are always averse to ambiguity, modulo noise;

utility concave near ruin:

utility depends on probability:

utility elicitation:

utility elicitation: different EU methods give different curves: (see also: PE higher than CE);

utility families parametric:

utility measurement: correct for probability distortion:

utility of gambling:

updating: mistakes in using Bayes’ formula:

updating: nonadditive measures: (see also: updating under ambiguity)

updating: testing Bayes’ formula:

updating under ambiguity: (see also: updating: nonadditive measures)
updating under ambiguity with sampling: (how ambiguity attitudes are updated after sampling info; not included are: theoretical papers; general papers on updating without explicit mention of ambiguity; general dynamic decisions; decisions from experience; see also: updating: nonadditive measures); studies on decision from experience (DFE) are not always included

updating: discussing conditional probability and/or updating:

value-induced beliefs:

value of information: (see also “information aversion”);

violation of certainty effect: (see also “risk seeking for symmetric fifty-fifty gambles”);

violation of risk/objective probability = one source: (see also “PT falsified; probability weighting depends on outcomes”)

SLEEPING KEYWORDS: AHP: anonymity protection; adaptive utility elicitation; PT:
data on probability weighting; Christiane, Veronika & I; common knowledge; decision under stress; equilibrium under nonEU: see also game theory for nonexpected utility; error theory for risky choice; game theory for nonexpected utility (see also equilibrium under nonEU); games with incomplete information; HYE; Kirsten&I; maths for econ students; methoden & technieken; Nash bargaining solution; preference for flexibility (since 2000 there is much literature on choice menus); reflective equilibrium; PE gold standard;

Notation and Terminology:

Prospect can refer to choice options in every choice situation. Mostly prospect refers to lotteries (probability distributions over outcomes, which mostly are money amounts), or to acts (mapping states to outcomes, as in Savage 1954).

\[ \alpha_p \beta = (p: \alpha, 1-p: \beta) \] denotes a prospect (lottery) giving outcome \( \alpha \) with probability \( p \) and outcome \( \beta \) with probability \( 1-p \).

\[ \alpha_{E\beta} = (E: \alpha, E^c: \beta) \] denotes a prospect (act) giving outcome \( \alpha \) under event \( E \) and outcome \( \beta \) under event \( E^c \).

ABBREVIATIONS:

AER: American Economic Review
ARA: absolute risk aversion
AHP = analytical hierarchy process
BDM: Becker-DeGroot-Marschak
C/E = cost-effectiveness
CE = certainty equivalent
CEU = Choquet expected utility
CPT = cumulative prospect theory (I usually write PT)
DC = dynamic consistency
def. = definition
DFD: decision from description
DFE: decision from experience
DUR = decision under risk
DUU = decision under uncertainty
EU = expected utility
EV = expected value
HYE = healthy years equivalent
IIA = independence of irrelevant alternatives
inverse-S: inverse-S shaped probability transformation
JRU: Journal of Risk and Uncertainty
KMM: Klibanoff, Marinacci, & Mukerji (2005)
nonEU = nonexpected utility
OPT: original prospect theory of 1979 (if you like: old prospect theory)
PE: probability equivalent method, used to measure utility under EU, and alternative there to the certainty equivalent method (CE). In the health domain, people often use the term standard gamble iso PE; in other domains standard gamble often refers to both PE and CE.
PT = prospect theory; I prefer to use this term for the new 1992 version of prospect theory, also often called cumulative prospect theory
QALY = quality adjusted life years
RA: risk aversion
RCLA: reduction of compound lotteries
RDU: rank-dependent utility
RIS: random incentive system
RRA: relative risk aversion
SEU = subjective expected utility
TTO = time tradeoff method
WTA: willingness to accept
WTP: willingness to pay

REFERENCES

{% Particular ways of processing samples are in plausible agreement with rank-dependent deciding. %}

{% free will/determinism %}

{% equity-versus-efficiency; A discussion follows after this paper. %}

{% %}

{% one-dimensional utility; Analyzes the case where expected-utility, multiattribute-utility, etc., preferences remain unaffected after transformations of the arguments. Does this as a general principle, with constant absolute risk aversion and constant relative risk aversion as two special cases. %}


**PT: data on probability weighting:**

Find that probability transformation for gains ≠ for losses.  


**PT: data on probability weighting:**

 **utility elicitation:**

**tradeoff method:** First, the tradeoff method is used to elicit utility. Then these are used to elicit the probability weighing function. More precisely, first a sequence $x_0, ..., x_6$ is elicited that is equally spaced in utility units. Then equivalences $x_i \sim (p_i, x_6; 1-p_i, x_0)$ elicit $p_i = w^{-1}(i/6)$ and, thus, the weighting function.

**concave utility for gains, convex utility for losses:** P. 1506 Finds concave utility for gains (power 0.89), convex utility for losses (power 0.92).

 P. 1508 finds more pronounced deviation from linearity of probability weighting for gains than for losses.

**inverse-S:** this is indeed found for 62.5%. 30% had convex prob transformation, rest linear. P. 1507: bounded SA is confirmed.

 P. 1510: finds nonlinearity for moderate probabilities, so, not just at the boundaries.

 P. 1502: uses real incentives for gains but not for losses.
P. 1504: finds 19% inconsistencies, which is less than usual, but this may be because the consistency questions were asked shortly after the corresponding experimental questions (inconsistency in repeated risky choice).

P. 1506: fitting power utilities gives median 0.89 for gains and 0.92 for losses.

P. 1510: no reflection, $w^+$ (for gains) is different (less elevated) from $w^-$ for losses, also different than dual, so, PT is better than RDU. This goes against complete reflection. It supports the, today commonly believed, partial reflection. reflection at individual level for risk: correlations at individual level are not reported. Preference patterns not for risk attitude but for utility and probability weighting. For utility found a bit (Table 3; 21 concave for gains is in majority, 13, convex for losses; 8 convex for gains have no convex for losses but mostly mixed). For probability weighting not reported. %


{% tradeoff method: is applied theoretically in a dual manner, on probability transformation; %}


{% Hypothetical choice was used, and discussed on pp. 851 & 862.

tradeoff method: use it in intertemporal context. Now not subjective probabilities, but discount weights, drop from the equations.

P. 847: the asymmetry found between discounting for gains and for losses may have resulted from the assumption, common in the early days, of linear utility, which works out differently for gains (where utility is concave) than for losses (where utility is close to linear and even some convex). This paper corrects for utility but still finds asymmetry (p. 859). They find, though not very clearly, that discounting is less for losses than for gains, but the deviation from constant discounting is the same.

risky utility $u =$ strength of preference $v$ (or other riskless cardinal utility, often called value): Measure intertemporal utility, not going to the unnatural
detour of risky choice as for instance Andersen et al. (2008 Econometrica) did, but, more naturally, using only intertemporal choice. Find that it agrees well with utility as commonly measured under risk (p. 860).

P. 855: **convex utility for losses**: Do it in an intertemporal context. With nonparametric analysis, they find linear utility for losses (slightly more convex but insignificant), and concave utility for gains. With parametric analyses, they have no significant deviations from linearity although it is in direction of concavity for gains and convexity for losses. There it agrees with utility as commonly measured under risk.

P. 857: For gains 55 had decreasing impatience and 12 had increasing.

For losses, 47 decr, 18 incr., and 2 constant. They find almost no evidence for the immediacy effect, which drives quasi-hyperbolic discounting.

P. 860: if not correcting for utility curvature, then overly strong discounting, but the deviation is not big at the aggregate level.

Note that this paper measured both utility and discounting using merely intertemporal choice, also with parametric fitting, and is probably the first to do so. It precedes the Andreoni & Sprenger (2012) papers on this point.}


{% https://doi.org/10.1257/aer.101.2.695

**probability elicitation; inverse-S; ambiguity seeking for unlikely; natural sources of ambiguity;**

**event/outcome driven ambiguity model: event-driven**

**correlation risk & ambiguity attitude**: reported in Figures 12 and 13 p. 715. Correlations between risk aversion on the one hand, and ambiguity aversion and a-insensitivity (ambiguity-generated insensitivity) on the other, are significantly positive and high for all three ambiguity sources (between 0.5-0.86). Figure A3-A4 in the web-appendix do the same for the Ellsberg experiment. The correlations are lower (0.37-0.53) but still significant.

**source-dependent utility**: Although this paper uses an event-driven ambiguity model, it would still be possible that utility were source-dependent. But it is not found empirically here.
testing color symmetry in Ellsberg urn: §III.C confirms it.

random incentive system between-subjects: In a pilot we asked subjects, given the same expected value, if they preferred high payments to some or rather lower payments to all. They clearly indicated a preference for the former. This (+ classroom experiments giving me the same impression) makes me in general, given the same expected value, prefer the between-implementation of high payment for some to the common moderate-payment-for-all. We describe our finding in our Online Appendix (§A.2): “For the second experiment, we asked subjects in a pilot study which form of the random incentive system would motivate them better, the traditional form paying one randomly selected choice for each subject, in which case prizes will be moderate, or one were only one choice of one subject will be played for real but the prize is very large. The subjects expressed a clear preference for the single-large prize system that accordingly was implemented in our experiment.”

P. 701 top: “Source functions reflect interactions between beliefs and tastes that are typical of nonexpected utility and that are deemed irrational in the Bayesian normative approach.”


[Link to paper](https://doi.org/10.1016/j.jeconom.2006.05.025)

tradeoff method: PE higher than CE; typo on p. 363 (definition of expo-power): z should be x. %


[Link to paper](https://doi.org/10.1007/s11238-022-09886-9)

An introduction to the special issue in honor of me (Wakker), which I like of course. The authors clearly know me and my peculiarities well. Several of the papers collected here have a special meaning for me, showing more how the organizers know me well. %


{\% Measure prospect theory, using the well-known method of Abdellaoui, Bleichrodt, & Paraschiv (2007), which can also find loss aversion. The novelty is that they do it for professional managers iso students. N = 46. They did some tests of prospect theory, and the theory was never violated.

Hypothetical choice. Find, as usual:

**concave utility for gains, convex utility for losses**: They find this (p. 421).

As usual, utility is less convex for losses than it is concave for gains.

**risk averse for gains, risk seeking for losses**: they find this (p. 420)

Unusual: find less loss aversion, and even quite some of the opposite: gain seeking.

But they find almost no loss aversion (p. 423). The increased rationality of their subjects may have mad this as the first move to EU.

**reflection at individual level for risk**: they find the opposite, a negative correlation between the powers for gains and those for losses (p. 422).

Pp. 424-425: compares the professional managers to the students of Abdellaoui, Bleichrodt, & Paraschiv (2007). Utilities for gains are similar, utilities for losses are less convex, and, obviously, loss aversion is much less. %}


{\% This paper measures utility for different sources that should give the right utility for all models considered. It does so by using the Wakker-Deneffe TO method (tradeoff method), using only two-outcome prospects where all theories agree, being bisparable. More precisely, it uses a sign-dependent generalization that also
Loss aversion is measured by taking the kink of the overall utility at the reference point, or \(-\frac{U(-\alpha)}{U(\alpha)}\) for several \(\alpha\)'s > 0. More precisely, they get \(\alpha \beta \sim 0\) for \(\alpha > 0 > \beta\), then \(\gamma \sim \alpha \varepsilon 0\) and \(\delta \sim \alpha \varepsilon \beta\), from which it follows that \(U(\gamma) = -U(\delta)\). Then \(\gamma / \delta\) is an approximation of loss aversion, under the reasonable assumption of locally linear utility at either side of 0 (but kink at 0).

So, it can see whether utility is really different for different sources. (I take loss aversion as part of utility here. This is debatable and it can also be taken as a separate component, besides basic utility.) The most sensitive point of utility curvature is loss aversion, and the paper develops a special technique for measuring it. It finds that utility does not depend on the source. As sources it uses the classical Ellsberg known/unknown urn. The paper does find ambiguity aversion, so, the utility-based theories are really falsified here.

Find same loss aversion for risk as for ambiguity.

They test sign-comonotonic tradeoff consistency, a necessary and (under richness assumptions) sufficient preference condition for PT. Find it satisfied. 


natural sources of ambiguity;

This paper considers the source method of Abdellaoui et al. (2011 American Economic Review). It considers New York & Rotterdam temperature. Unlike the 2011 paper, it does not measure subjective probabilities on a continuum in a parameter-free way, but it uses parametric fitting. Beta-distributions fit best, better than normal or others. Given that cross-checks in the 2011 paper revealed no violations of probabilistic sophistication under real incentives, this paper does not do such cross-checks. It interprets the subjective (so, choice-based; I prefer the term a-neutral) probabilities as beliefs.

The paper also fits the smooth ambiguity model (= recursive expected utility). They use a finite mixture model with the smooth model and PT (the latter done for binary-gain prospects so that it is biseparable utility and captures CEQ, MP,
and most event-driven ambiguity models). 80% of subjects did PT and 20% did smooth. Utilities did not change across sources (such changes is what smooth does, having different U for first and second stage and combining it with backward induction), but the source function did, showing source dependence of that. Calibration of choice-based probabilities was good.

The authors obtain inverse-S source functions, with Rotterdam (where the experiment was done) slightly but still significantly more elevated than New York. 


Discuss pros and cons of parametric fitting.

First paper to use the method to elicit PT as follows: First consider a subset of prospects with one fixed probability and fit PT with some parametric utility (usually log-power), where the probability weight is just one parameter. This gives reliable estimates of probability weighting. Then this parameter is used to estimate utilities of other outcomes.

**random incentive system between-subjects:** One subject is paid. They used very large outcomes, such as 10,000 euros, in the experiment, but for real incentives scaled down by a factor 10 (oh well). For losses they found slightly concave utility, but yet risk seeking.

**concave utility for gains, convex utility for losses:** find concave utility for gains, and slightly concave utility for losses.

**risk averse for gains, risk seeking for losses:** they find this.

**reflection at individual level for risk:** Table 4 p. 256 gives weak counterevidence, not counting mixed or neutral: of 25 risk averse for gains, 15 are risk averse for losses and only 10 are risk seeking; of 3 risk seeking for gains, all 3 are risk seeking for losses.

They also estimated power of utility (under PT) but do not report correlations. The finding of concave utility for losses, but risk seeking, is a nice empirical counterpart to Chateauneuf & Cohen (1994).

**inverse-S:** find it, both for gains and losses, fully in agreement with the predictions of PT.
Use a measurement method where utility is measured through parametric fitting, assuming power utility. \%


\%

Exemplary study into intertemporal choice, providing the first complete quantification. One good thing is that they derive both discounting and utility from intertemporal choice, which is the obvious natural way to go and first thing to try for anyone who thinks about it. Abdellaoui, Attema, & Bleichrodt (2010) and Andreoni & Sprenger (2012 AER, “Estimating Time Preference from Convex Budgets”) also did such a thing, only using intertemporal choice, but less completely than this paper. In retrospect it is hard to understand why papers such as Andersen et al. (2008 Econometrica) detoured to risky choice to get utility from there.

First, in Rotterdam, intertemporal choices were measured with both gains and losses, and then this is best done hypothetically, as the authors argue on p. 229 bottom and I agree. Use only two nonzero payoffs, one always at present, and for gains and losses measure present values. For mixed they match a loss outcome; always done by bisection-choice (p. 230 last para). Use linear-exponential utility.

P. 235 Table 3 lists the other discount families tested, besides generalized hyperbolic: its special cases of constant discounting, proportional, and power; further families that are no special cases: quasi-hyperbolic, fixed cost, constant sensitivity, and constant absolute.

P. 236: For gains utility is close to linear. Moderate loss aversion, of 1.3 or so.

P. 237: moderate discounting. §2.1.7: Data fitting much better with sign-dependent discounting. The (rational) discount factors for gains and losses were strongly correlated (0.7 corelation), but the (irrational) deviation from constant discounting not at all, with more deviation for losses (p. 238)

P. 238 (footnote 6 cites personal communication with Prelec on it) generalized hyperbolic fits the data poorly, with especially the α parameter (deviating from constant discounting) unstable.

P. 238 §2.1.8: Mixed model gives ¾ subjects linear U for gains, concave for
losses (**concave utility for gains, convex utility for losses**), modest discounting and loss aversion. ¼ had concave U for both gains and losses, and much discounting and loss aversion.

P. 239-240, §2.1.9 (with Table 7 on p. 241): Constant sensitivity fitted the data best, although its superiority over quasi-hyperbolic and fixed-costs was not significant. The authors corrected for number of parameters using AIC.

Given present value, it can only be constant sensitivity and not the extension by Bleichrodt, Rohde, & Wakker (2009).

P. 239, here in hypothetical, only one subject had increasing impatience. **reflection at individual level for risk** (positive or negative correlation between risk aversion for gains and losses): Find positive correlation between concavity of utility for gains and convexity for losses (0.32; p = 0.007), but this is utility for intertemporal choice, and not for risky choice. They also find positive correlation (0.70; p < 0.001) for discounting for gains and losses.

P. 240 ff.: 2nd experiment in Paris, repeated only gains, but now with real incentives and individual interviews. (Details of future payment: p. 242 top, before §2.2.1. Every subject had a 1/20 chance of real play (**random incentive system between-subjects**)).

P. 244 §2.2.3: data similar to hypothetical, except for two differences: way higher discount parameter β (so, less discounting), and now more (26%) subjects had increasing impatience.

P. 246 §2.2.6 (Table 11): again constant sensitivity fitted best, now ex aequo with generalized hyperbolic, and superiority over fixed-cost was not significant.

P. 247 §3 (discussion) and §4 (conclusion, p. 248): sign-dependence, and possibility to accommodate increasing impatience, are desirable. %}


% The first disseminated and citable working paper version of this was in March 2010.

Most choices were done hypothetically. The authors considered losses and intertemporal choices, and for those hypothetical is best I think. In the Rotterdam
half of the experiment (N = 65), all was done hypothetically (p. 2157), also for
gain-risks (here real incentives could have been implemented with no problem),
so as to have ceteris paribus in comparisons. In the Paris half of the experiment
(N = 50), real incentives were used for gain-risks, paying 1/20 subjects stakes up
to €200. (**random incentive system between-subjects**)

**risky utility** \( u = \text{transform of strength of preference} \ v \): this paper
investigates the question empirically, with mature interpretations and discussions.

§2, p. 2154 last para, suggests separability over states of nature, but they mean
so in a rank-dependent (comonotonic) manner, as explained a few lines below.

They use the method of Abdellaoui et al. (2008) to measure utility and
probability weighting. The same method can obviously be used in intertemporal
choice, with the discount value of a time point rather than the decision weight of
a probability as unknown parameter. It is strange that until recently people never
treated time just the same as risk before in the literature when doing parametric
fitting to get utility, but here it is done. Abdellaoui, Attema, & Bleichrodt (2010)
and Andreoni & Sprenger (2012 AER) preceded them in this regard.

P. 2156, Eq 3 seems to assume that a future payoff automatically involves
uncertainty, captured by a decision weight, but unlike most works in the literature
this decision weight is not taken as part of the discount weight, but is taken as a
separate parameter, which may be hard to identify. In the Kreps-Porteus (1978)
model, the authors interpret the late utility function as purely capturing risk
attitude, and the early one to capture intertemporal attitude.

The authors use exponential U to fit data with loss aversion so as to avoid the
mathematical problems of power utility when estimating loss aversion.

Find more noise for risk than for time (p. 2159). Paris experiment, unlike
Rotterdam, did personal interviewing, leading to less noise (p. 2159).

Rotterdam results:

P. 2159: Utility was different for risk than for time. For risk it was usual S-
shape, but for time it was linear for gains and concave (iso convex) for losses. An
explanation of the latter could be an underestimation of the discount factor of the
future time (always 1 year), because the authors always considered a larger
gain/loss at the later time point (Table B.2 in appendix). This can make utility
extra convex for gains and extra concave for losses, so as to amplify the effects of
extreme outcomes.

P. 2160: Loss aversion might be the same for risk and time. Utilities and loss aversion for risk and time were not significantly correlated, which is a negative result, suggesting much noise.

P. 2160: Paris results did not find significant convexity for loss-utility. More loss aversion for risk than for time.

P. 2162: violation of time separability can distort results.

P. 2163 footnote 6 proposes how to measure utility unaffected by probability weighting for risk, or, in general, to measure one parameter unaffectedly by another. It elaborates the point if one probability p is used, as is the case here. The idea is as follows: (1) Take any indifference, and use it to express w(p) in terms of utilities. (2) Next, replace every appearance of w(p) by that expression. What results is equalities with only utilities, giving utility without speculation on w(p). A difference with the tradeoff method is that the authors’ method does not disentangle probability weighting and utility, but is a general method for solving equalities. In the tradeoff method, if one makes a mistake in probability weighting w(p) and, for instance, erroneously assumes expected utility (w(p) = p) whereas the subject does prospect theory with nonlinear probability weighting, then mistakes in utility assessment might slip in when deriving the utilities of what is called the gauge outcomes. However, utility inferences of the gauge outcomes are simply not used in the tradeoff method. In the authors’ method, if one erroneously assumes expected utility, whereas the subject perfectly well satisfies PT, then one erroneously thinks that there are inconsistencies in the utility measurements, which one will try to capture by partly changing the estimated utility values and partly capturing the deviations through an error term.

The conclusion (p. 2163) nicely summarizes the paper, and here it is:

“Utility under risk and utility over time were different and uncorrelated with utility curvature more pronounced for risk than for time. Utility under risk was concave for gains and convex to linear for losses. Utility for losses was closer to linear than utility for gains. Intertemporal utility was close to linear. Our subjects were loss averse both in decision under risk and in decision over time, but it was stronger for risk. Loss aversion for risk and time were uncorrelated, suggesting that even though loss aversion is important in both domains, it is volatile and affected by framing.” %}

% concave utility for gains, convex utility for losses: find concave utility for gains, convex for losses

reflection at individual level for risk: p. 1667 Table 3: Of people with concave utility for gains, by far most (26) have convex utility for losses and only 1 has concave. Of people with convex utility for losses, still quite some (6) have convex utility for losses, but now 3 have concave utility. They also fitted power utility and, nicely, report correlation between gains and losses (p. 1669), being 0.389 (which means reflection at the individual level).

Table 1 gives a nice summary of the various definitions of loss aversion used in the literature.

They first measure some utilities for gains and losses through the *tradeoff method*, getting some utility midpoints. Using that, they measure $w^{-1}(0.5)$ for both gains and losses. Then they know so much that from indifferences between mixed prospects they can measure loss aversion efficiently. %


% probability intervals: Hill (2019) showed that $\alpha$ in the $\alpha$ maxmin model can be identified if one adds events with objective probability intervals. This paper reports an experiment using this. For every subjective event $E$ one can specify an objective “matching probability-interval,” bringing all the same preferences and, hence, the same probability interval. It is the probability-interval analog of matching probabilities. It takes quite some effort to implement this in an incentive compatible manner in an experiment, but this paper does it. The paper finds plausible results, supporting the method. It should be noted though that the paper only does this for (many) partitions \{$E, E^c\}, so that it in fact elicits probability intervals and not sets of priors.
I often argued that the multiple priors model in its generality is too general to be elicited. An exception is the very simple case of two states of nature, with an event E and its complement $E^c$. Then multiple priors models are biseparable utility, and it can be elicited. This paper considers this very simple case, but for several events. Put differently, it elicits upper and lower probabilities of some events. This is different than multiple priors, which involves entire probability distributions!\%}


\% $N=52$. Bisection to get indifference of 2-outcome prospects, always risk resolved at the time of payoff, this being at different times (latest in a year from now), one time of payment ambiguous. Use the Abdellaoui et al. (2008) method to elicit PT, with the fixed probability used for utility measurement equal to $1/3$ for the best outcome, following the suggestion of Tversky & Fox (1995 p. 276, 2nd column), because $w(1/3)$ is approximately $1/3$ on average.

**real incentives/hypothetical choice: for time preferences:** don’t explain how they make future payment credible.

Measure PT at two different time points. Utility is not different, but probability weighting is more optimistic at the later time point, confirming similar finding by Noussair & Wu (2006) under EU. It is also more sensitive at later time points.

Find, as usual, concave utility.\%


\% Matching probabilities of lotteries that pay either now or at some fixed future time. Probability weighting better fits/predicts than utility curvature. Insensitivity and pessimism increase as the time of payment gets later (**violation of risk/objective probability = one source**). Here the timing of resolution of uncertainty varies, not of outcome.\%}

{\% N = 39. Do choice list, matching on outcomes rather than on probability, with always one prospect riskles, and fit *biseparable utility*. They use the method used in many papers by Abdellaoui, where the probability p is kept fixed, and then w(p) is derived from data fitting as the only parameter of probability weighting needed, and is then used to obtain the utility function. The main contribution of this paper is to demonstrate, using data, that their method is less dependent on assumptions about probability weighting than methods that use different probabilities.

The paper has some strange claims. For example, the paper writes, 3\(^{rd}\) page penultimate para: “A major strength of the HL probability scale method is that it allows a direct estimation of individual degrees of relative risk aversion on the basis of a specific utility function.” However, as far as I can judge, for ANY data set and method one can fit power utility just as well as for the HL method.

3\(^{rd}\)-4\(^{th}\) page writes, again about HL: “probability scale ... First, the method is highly tractable: only one table has to be used to obtain an indicator of risk aversion, and this can be implemented either through a computer-based questionnaire or through a simple pencil and paper questionnaire.” Again, cannot any indifference obtained by any measurement method be used the same way?

The third main drawback at the end of §2.3 (that “it uses a the probability scale to measure risk attitudes under expected utility.” The autors have put forward that their novelty relative to HL is that they use “the outcome scale rather than the probability scale” (abstract; beginning of §2.3 calls this the main difference between what the authors do and what HL does): doesn’t this same drawback hold for any method assuming EU, also if, as in the case of this paper, matching is in the outcome scale? So, it is assuming that EU, and not matching in the probability scale, matters. Later the paper explains that they use only one fixed probability p, implying that only that one w(p) has to be estimated and in that sense the paper relies less on matching in the probability scale.

The results show that HL type measurements with PE have the resulting utility
function depend much on the parametric probability weighting function assumed, but the authors’ method does not. *(PE doesn’t do well)*


\{ N = 61. Losses and mixed were only hypothetical. For gains, half did hypothetical and for the other half two subjects could play one gain-choice for real (= random incentive system between-subjects). This paper never finds differences between real incentives and hypothetical. (real incentives/hypothetical choice)

Paper assumes PT, with binary prospects. It first uses Abdellaoui’s semi-parametric method to measure utility, where one and the same probability/event is always used for the most extreme nonzero outcome, implying that its weight is the only parameter beyond utility to be fit. Then power utility is fit. With utility available, decision weights for all kinds of events/probabilities are elicited. All up to this is based on measured certainty equivalents. Loss aversion is measured using power utility with the T&K’92 assumption that \( u(1) = u(-1) = 1 \), where \( \epsilon \) is unit of payment.

One difference with usual studies of decision from experience (DFE) is that the subjects are informed beforehand about what the set of possible outcomes is.

**concave utility for gains, convex utility for losses:** find concave \( U \) for gains, close to linear (bit convex) utility for losses, both for DFE and for description (DFD).

**reflection at individual level for risk:** They have the data within-subject but do not report it. §5.1 writes that of the subjects with concave utility for gains, about as many had convex as concave utility for losses. This to some extent suggests independence of gain/loss utility shape. Great majority was loss averse.

**inverse-S:** Find it for DFD. Note that no parametric family was assumed to determine the decision weights. Intersects diagonal at about \( p = 0.25 \). Not really different for gains and losses, though some more elevation and some higher sensitivity to losses (§5.2).

For DFE one can take objective probabilities of events, or observed frequencies from sampling, in the analysis of decision weights. Doing the first,
most results are the same as with DFD. The only differences are: Utility is more concave for losses (slight majority concave here), but still close to linear. Probability is less elevated for gains than with DFD, although still overweighting $p = 0.05$. For losses probability weighting is equally elevated as for DFD, so, it is less elevated than for gains with DFE. Doing the second, sampled frequencies, gives no clear differences.

The abstract summarizes the main comparisons between DFD and DFE: decision weights for gains are lower with DFE, and no big differences otherwise.

The paper claims, in some places, to show that DFE and DFD are different, but it mostly shows that there are almost no differences. Most remarkable is that this study does not find the opposite of inverse-S shaped weighting that most studies on DFE do. The paper does not discuss this point much (DFE-DFD gap but no reversal). This point is probably generated by the methodological difference of telling subjects what the possible outcomes are. The paper cites Erev, Glozman, & Hertwig (2008) on this in §7.2, but not in a very explicit manner. If I understand well, Erev, G&H found this also. \%


\%

PT fits well for married couples, as for individuals. The attitudes for couples are usually a mix of the individuals, with more weight for the female attitude, especially for unlikely events. Use two-stage data-fit method of Abdellaoui, Bleichrodt, & l’Haridon (2008). \%


\%

Propose a parametric probability weighting function family of the form

$$w(p) = \delta^{1-\gamma p}$$ if $0 \leq p \leq \delta$ and

$$w(p) = 1 - (1-\delta)^{1-(1-p)^\gamma}$$ if $p > \delta$

with $0 \leq \delta \leq 1$, $0 < \gamma$.

The function is inverse-S, has many nice properties, is given a preference
foundation, and fits data well. It intersects the diagonal at $\delta$. To get pessimism or optimism, $\delta$ should be chosen 0 or 1 after which the power family results. It seems that $\delta=0$ and $\delta=1$ give about the same curves.

Under inverse-S, $\delta$ reflects elevation (anti-index of pessimism, because $w$ is concave and above diagonal up to $\delta$) and $\gamma$ reflects sensitivity (curvature; anti-index of inverse-S).

For gains the neo-additive weighting function (called linear by the authors) fitted data better, but for losses their function did. %}


{% updating under ambiguity with sampling %}


{% real incentives/hypothetical choice: find no difference in patterns, but less error for real incentives. %}

Do decision under risk both with monetary outcomes and with time as outcome. For time, subjects were told beforehand that the experiment would last approximately 2 hours, where it might be 1 or 3. The time unit designated a time to wait in the lab with no amusing/useful things like computers or mobile phones available. They were anchored to think 2 hours, but then it could become more (gains) or less (losses).

**concave utility for gains, convex utility for losses:** (§5.1) They find pronounced concavity for gains, and moderate concavity, and not convexity, for losses. For time less concavity for gains than for money. Loss aversion lower for time than for money (end of §5.1).

**inverse-S:** (§5.2) confirmed for time and money, and for gains and losses.

On average more inverse-S for time than for money, both for gains and for losses. For time, probability weighting has more elevation for both gains (optimism) and losses (pessimism). Which is not very nice for PT. Probability weighting depending on outcomes can be taken as a violation of PT (PT
falsified; probability weighting depends on outcomes). The symmetry for gains and losses is nice for reflection. Would be interesting to see if at the individual level there is much difference between probability weighting for time and for money, but the paper does not report it. (Statistics may not be easy.)

losses from prior endowment mechanism: this they do. For money there is the usual problem that subjects may integrate the prior endowment with the loss and, hence, not perceive losses, which is why they do money only hypothetically, something that I agree with. For time such integration is less likely because time loss is not so easily integrated with the prior endowment OF MONEY (they are paid for the time loss). This makes this paper the most convincing implementation of real incentives for losses that I have seen in the literature (in 2022). Abdellaoui, Gutierrez, & Kemel (2018) will use similar incentives. %}


Subjects choose between lotteries paid at different times. The resolution of uncertainty always is immediate. They find the usual inverse-S probability weighting, even while they chose a design where random errors go against inverse-S; see, e.g., p. 468 middle para. (inverse-S) This is useful to show that inverse-S is not (just) noise. They also do find present bias in the presence of risk. Some may have suggested that it disappears under risk, but this study finds it doesn’t. They fit power utility to the data, but assume it to be the same for risk and time, an assumption that I like. They discuss this on p. 468 3rd para. They use Prelec’s two-parameter family.

Every subject had 1/10 probability of real incentive, but stakes were up to €500. (random incentive system between-subjects) The authors explain on p. 463 bottom that this is necessary to get real curvature of utility, and I fully agree.

P. 468 2nd para explains that the EU-utility correction of Andersen et al. (2008) may do more harm than good.

P. 468: “Together, these studies underline the importance of explicitly designing experimental stimuli in a way that allows the different dimensions to be identified. Estimating complex models on data that are not especially designed for that purpose is bound to generate biased inferences if the resulting estimations are accepted without question.” This is a good
observation, relevant for many data fittings. The conclusion (p. 463), 1st para, explains that they took their stimuli with plenty variations in outcomes and probabilities to properly estimate separately probability weighting and utility curvature.

P. 463 last para: if doing the EU correction for utility, then discounting is 6% per year. Bringing in probability weighting increases it to 14%.

The authors considered hyperbolic, quasi-hyperbolic, but also the constant-sensitivity family of Ebert & Prelec (2007) for discounting, but do not report which fitted better. %}


{%
%
Halevy (2007) found an almost perfect relation between ambiguity aversion and violation of RCLA. This paper finds some relation, but only weak, with much else going on. They find that compound risk aversion is increasing in the winning probability, nice in harmony with likelihood insensitivity, as they point out on pp. 1306-1307. %}


{%
Abdellaoui, Mohammed, Chen Li, Peter P. Wakker, & George Wu (2020) “A Defense of Prospect Theory in Bernheim & Sprenger’s Experiment,” working paper.
%
N = 101 student-subjects. random incentive system between-subjects: described in §3.4.1.
**losses from prior endowment mechanism**: they use the same good system as Abdellaoui & Kemel (2014)

Consider discounted utility when the outcomes refer to time duration, which is time to work, and also when it is money. A reference point is framed and then gains or losses are considered. It is a contract specifying that one is supposed to work for four hours, but then it can reduced or increased. It can concern 4 work hours on an early date, or on a late date. They allow for nonconstant discounting and nonlinear utility. They use the tau-discounting of Bleichrodt, Potter van Loon, & Prelec (2022), and also constant sensitivity of Ebert & Prelec (2007).

Bleichrodt, Kothiyal, Prelec, & Wakker (2013 p. 69) preferred the term unit invariance for this family. P. 17 writes that all parametric families performed similarly well, but that the authors prefer the constant sensitivity family because it is the only one that allows for both insensitivity and over-sensitivity.

For losses, they find many violations of impatience, preferring an early to a late loss. There is more heterogeneity for utility and discounting for time duration than for money. %)


{\% Describes how different heuristics apply to different regions of the probability triangle. \%


{\% tradeoff method: Test it when formulated dually, i.e., directly on probability weighting. Find that rank-dependence does sometimes provide a useful generalization of EU. A more detailed test than Abdellaoui & Munier (1999, in Machina & Munier, eds), which preceded this one. \%


{\% tradeoff method: Test it when formulated dually, i.e., directly on probability weighting. Reports an indirect test in probability triangles whose consequences are a standard sequences \((u(x_3) - u(x_2) = u(x_2) - u(x_1))\). With this at hand probability tradeoff consistency can be tested across triangles. \%


{\% \%

natural sources of ambiguity;

real incentives/hypothetical choice: used flat payment and hypothetical choice, because utility measurement is only interesting for large amounts that cannot easily be implemented.

inverse-S & uncertainty amplifies risk: confirm less sensitivity to uncertainty than to risk. This implies: ambiguity seeking for unlikely

tradeoff method to elicit utility, (concave utility for gains, convex utility for losses) gives concave utility for gains (power-fitting gives power of about 0.88 on average) and some convex, but close to linear, utility for losses. They use mixed prospects, and thus can let the standard sequence start at 0 and they get utility over a domain \([0, x_6]\), including 0 (see just before §3.1, p. 1387). They use an uncertain event \(E\), not given probability, to measure the standard sequence. They measure matching probabilities, \(x_0 \sim x_E\).

Test two-stage model of PT with \(W(E) = w(B(E))\), axiomatized by Wakker (2004). Here \(W\) is measured from PT by first measuring utility using the tradeoff method (§3.1), and then extending Abdellaoui’s (2000) and Bleichrodt & Pinto’s (2000) method for measuring probability weighting to uncertainty: \(1_E \sim x\) then \(W(E) = U(x)\), assuming \(U(0) = 0\) and \(U(1) = 1\) (§3.2). \(B\), called choice-based probability by the authors, is measured through matching probabilities: \(1_E \sim 1_p\) then \(B(E) = p\) (§3.3). (That is, they do this only for gains.) They then derive \(w\) as \(w(p) = W(B^{-1}(p))\).

\(W\) satisfies bounded SA (= inverse-S extended to uncertainty) for almost all subjects. Bounded SA is similar for gains and losses, but elevation is larger for losses. Bounded SA also holds for the factor \(B\) (p. 1395 bottom of first column), and for \(w\). Hence all common hypotheses of diminishing sensitivity of Fox & Tversky (1998), Tversky & Fox (1995), Wakker (2004), and others are confirmed. One small deviation is that for losses they find overweighting of unlikely events but no significant underweighting of likely events (§5.4, p. 1394).

ambiguity seeking for unlikely gains and ambiguity seeking for losses are confirmed by bounded SA

tradeoff method’s error propagation: do so on p. 1394, §5.3 end.

reflection at individual level for ambiguity: Although they have the data at
the individual level, they do not report these. They do it neither for utility (§5.2), where they even fitted power and exponential utility, so could (but do not) correlate parameters, nor for ("overall") decision weights (§5.3), nor for the estimations of the risky probability weighting functions in §5.5.

For example, p. 1397 2nd para (about the function carrying matching probabilities into decision weights, which should be the probability weighting function under risk) mentions "at the level of individual subjects," but it is paired t-tests. Those, while corrected for errors at the individual level, only test hypotheses about group averages. No correlations between gain-loss parameters are given, for instance, and nothing in their results suggests that these would be positive or negative.

For group averages, they find the same insensitivity (inverse-S, called bounded subadditivity by the authors) for gains as for losses, both for overall decision weights $W^+$ and $W^-$ and for the risky probability weighting functions $w^+$ and $w^-$ derived from $W^+(E) = w^+(B(E))$ and $W^-(E) = w^-(B(E))$ with $B$ the matching probabilities. But elevations are higher for losses than for gains.

Although the beginning of the paper takes matching probabilities $B$ as beliefs (so that ambiguity attitude is entirely belief), as commonly done in the Tversky et al. two-stage approach, the paper later points out that it will also incorporate source preference (p. 1386 2nd column middle) and said more firmly at bottom of p. 1398, where it nicely follows on p. 1399 with Tversky’s view that source preference may not be central for transitive individual preference but rather a contrast effect.

P. 1398: “The similarity of the properties of judged probabilities and choice-based probabilities comes as good news for the link between the psychological concept of judged probabilities and the more standard economic concept of choice-based probabilities.”


This is the best paper I ever co-authored. Unfortunately, the journal printed its papers taking twice as many pages as other journals. In the days of paper copying this was perfectly OK because two journal pages together
made up one A4 page, but after the year 2000 where we work with pdf files and printing it deters many people not aware of this. Whereas in any other journal the paper would have taken 37 pages, in this journal it takes 73.


[Link to paper](https://doi.org/10.1016/j.jet.2020.104991)


[Link to paper](https://doi.org/10.1016/j.jet.2020.104991)

The authors use a tradeoff-consistency-type preference tool in a recursive uncertainty model to provide, at one end of the spectrum, a new axiomatization of Anscombe-Aumann that does not use probability mixing. At the other end of the spectrum, they provide a recursive RDU model that generalizes recursive EU (including the smooth model) and Schmeidler’s (1989) RDU by allowing non-EU for risk. Every intermediate model, covering almost the whole domain of recursive models, can be characterized by turning on or off the corresponding tradeoff consistently condition. The paper shows how to incorporate sign dependence and how to do comparative concavity of utility.


[foundations of statistics]: proposes a test statistic based on likelihood ratios, but also considering their performance under the alternative hypothesis, and claimed to agree with Bayesian principles (I did not check).


[About associativity-functional equation]

Abel, Niels H. (1826) “Untersuchungen der Functionen Zweier Unabhängigen Veränderlichen Grössen x and y, wie f(x,y), Welche die Eigenschaft Haben, dass

{\% Workers on tedious tasks agree with Köszegi & Rabin’s (2006) expectation-based theories. \%}


{\% PE doesn’t do well: surely not if evaluated using EU;\%}

Typical of decision analysis is that simple choices are used to (derive utilities and other subjective parameters and then) predict more complex decisions. This paper performs this task in an exemplary explicit manner. The authors first use simple choice questions (PE with risk for chronic health states and TTO with time tradeoffs for chronic health states; if I remember right, they use the term standard gamble and SG iso my PE) to get basic utility assessments. For PE they calculate utility both assuming EU and assuming PT. Then they use the findings to predict preferences between more complex risky prospects (involving no real intertemporal tradeoffs), and between more complex (nonchronic) health profiles (involving no real risk). For decisions under risk, PT better predicts future choices than EU. It does so both when PE-PT utilities are used as inputs, and when TTO-based (riskless!) utility measurements are used as inputs. Bleichrodt (08Jan10, personal communication) told that TTO utility inputs and then PT work as well as PE inputs (no significant differences), which supports risky utility $u =$ strength of preference $v$ (or other riskless cardinal utility, often called value) with intertemporal utility iso strength of pr. But if I understand well, for intertemporal decisions TTO utilities did somewhat better than PE utilities, although with one exception the differences were not significant. \%}

Find that power utility fits best for EQ-5D, better than linear or exponential. That is, they take model QT with Q quality of life and T duration for chronic health states. They also consider nonchronic health profiles. Optimal fitting r is r = 0.65. Impressive sample of about N = 1300 (see p. 668), representative of Spanish population.


For the fusion operation a Choquet integral is used. The paper shows how to identify the capacities, connecting between different levels of complexity.


Tradeoff method: Used in hypothetical choices on risky choices with number of fatalities (0-1000). They find mostly convex utility functions, as often happens with losses.


Foundations of probability: Proposes a variation of the frequency definition of probability that cannot be applied to single events.

anonymity protection; uses Choquet integral to determine distances when linking data, applying fuzzy measure (= nonadditive measure) to subsets of attributes. Nice connection of two things I worked on in my youth.%


foundations of quantum mechanics%


https://doi.org/10.1007/s10679-005-7594-2

Seem to find competence effect. %


ubiquity fallacy: opening sentence: “If this is the age of information, then privacy is the issue of our times.” The closing sentence of the paper is in the same style: “should be sufficiently flexible to evolve with the emerging unpredictable complexities of the information age.” So are expressions such as “seismic nature” (p. 509 1st column last line). It is a style that, apparently, impresses average researchers and attracts many citations from them.

P. 509 3rd column middle para gives as example of privacy intrusion (physical privacy): “such as when a stranger encroaches in one’s personal space.” But I think that then there are more important concerns (safety, health, wealth) than privacy.

The paper distinguishes between social sciences and behavioral sciences (abstract: “connect insights from social and behavioral sciences”); but I would think that the second is a small subset of the first, and this writing overestimates the role of behavioral sciences.

The paper organizes studies around three themes: (1) that people are uncertain about privacy threats, and their preferences over them; (2) that people’s concerns are context dependent (psychologists’ favorite conclusion); (3) malleability of privacy concerns.

The paper uses the, overly broad, term privacy paradox for the apparent
findings that people’s verbal expressions of their concerns about privacy deviate much from their actual behavior. This finding will not be surprising to economists, especially given the vagueness of privacy risks.

Several reported findings may be due to experimenter demand. %}


{% three-doors problem: The funny popular paradoxes such as the three-door problem, the waiting-time paradox, etc. %}


{% Theorem 2.1.1.1 (on p. 34) and top of p. 35: Cauchy equation implies that f is linear as soon as f is continuous at one point or bounded from one side on a set of positive measure. Only stated there for functions on R. Stated for functions on R^n in Theorem 5.1.1.1 on p. 215. 

P. 151 (also 240, with \( f^{-1} \) iso f): Quasi-linear mean is CE (certainty equivalent) under EU of 2-outcome prospects with fixed probabilities. Translativity is constant absolute risk aversion and homogeneity is constant relative risk aversion (both only of CEs but then it follows for preference). Theorem 3.1.3.2 then gives linear-exponential (CARA) and log-power (CRRA).

Section 5.3.1 gives functional equations characterizing arithmetic means. That is, they characterize subjective expected value as in Ch.1 of my 2010 book in terms of properties of certainty equivalents.

§5.3.2 (Theorem on p. 242) characterizes quasilinear weighted means, which are the CEs of EU for all binary probability-contingent prospects. The main axiom used is bisymmetry.

§6.2 studies associativity, \( F(Fx,y),z) = F(x,F(y,z)) \) and the like. They usually give additive representation \( F(x,y) = f^{-1}(f(x) + f(y)) \) and the like. Readers who know Gorman’s (1968) theorem may recognize separability of \( (x,y) \) and of \( (y,z) \) in \( (z,y,z) \), and then the result comes as no surprise.

§6.4 uses bisymmetry to get \( f^{-1}(qf(x)+(1-q)f(y)) \) (Theorem on p. 287) and nonsymmetric generalizations (Theorem 1 on p. 287).
§6.5 has the autodistributivity property $F[x,F(y,z)] = F[F(x,y), F(x,z)]$ as a nice alternative to bisymmetry, still axiomatizing $f^{-1}(qf(x)+(1-q)f(y))$ (Theorem on p. 298).

§7.1, 7.2 have many equations such as $F(G(x,y),z) = H(x,K(y,z))$, with many different functions involved, giving additively decomposable solutions with many different functions involved (Theorem on p. 329). Often differentiability is used.

Ch. 8 considers vectors and matrices but, unfortunately, generalizes the preceding results as binary operations on vectors rather than as n-ary operations on reals. The latter, and not the former, would have given extensions to more than two states of nature. Pity for me. %}

(This book seems to be a translation and updating of a 1961 German edn.)


Aczél’s citation on Catalanian oath of allegiance to Aragonese kings (15th century); I got it in 1992:
“We, who are as good as you, swear to you, who are not better than us, that we do accept you as our king and sovereign lord, provided that you do observe all our liberties and laws—but if you don’t, then we won’t.” %}


Restricting representations to subsets %}

{% Functional equations (interval scale differentiable equation), when crossing boundaries $x_1 = x_2$, “shift.” %}


{% A psychophysical application is given where $w(1) = 1$ is not necessary. %}


{% %}


{% This paper starts from the well-known fact that time inconsistency at household level can be generated from aggregation where all individuals are time consistent. It provides methodological contributions with an empirical application. %}


{% %}


{% He may have shown that Savage’s finitely additive probability measures lead to violations of strict pointwise monotonicity and other things? %}


Foundations of statistics: The authors mention many drawbacks of p-values, and propose an alternative that also concerns power (probably close to likelihood ratio) and that allows determination of the maximally likely effect.


Individual decisions versus group decisions with many factors analyzed and referenced that amplify or moderate extreme decisions. They study a large data set of people who betted on ice breakups in Alaska. There are of course selection effects with more than average risk seeking, for instance, as the authors point out. P. 885 points out that there is no easy way to interpret the differences found as being closer to rationality.


{% Investigate how receipt of new info affects risk attitude, i.e., how people change consumption of beef after info on mad cow disease. %}


{% %}


{% Use quantum decision theory to analyze Ellsberg’s paradox. I tried to read in 2017 but lacked the prior knowledge of quantum theory to be able to understand. %}


{% Cognitive dissonance: A hungry fox sees delicious grapes but they are too high. He says to himself that they must have been too sour. Retold by La Fontaine (1621-1695.) %}

Aesopos (−600) “The Fox and the Grapes.”

{% Reformulate Popper’s claims about inductive probability probabilistically. %}


{% quasi-concave so deliberate randomization: find evidence for quasi-convexity w.r.t. probabilistic mixing, supporting concave probability weighting in RDU. %}

In one treatment (Part I), subjects get repeated choice, as usually done, separated by other stimuli so they don’t notice. But in another treatment (Part III)
the repeated choices are put together so subjects see it and it is explicitly told to subjects that it is repeated choice. Use RIS for implementation of Parts I & III, but in addition also pay all choices in Parts II and IV, arguing that portfolio (income) effects in these parts are not likely to happen. Also in Part III, subjects have many inconsistencies, well here it is deliberate randomization (71% of subjects had it some times). It is probably rather that subjects want to avoid responsibility for the choice made, something also nicely illustrated by Cettolin & Riedl (2019 JET). When asked, most subjects gave hedging and diversification as reasons.

In Part IV, subjects had an extra option: Not they choose, but the computer chooses randomly; they had to pay a very small amount for choosing this option. It is like avoiding responsibility as in Cettolin & Riedl (2019 JET). 29% sometimes chose this option.

There may be a confound of experimenter demand: Subjects will figure that the experimenters want them to change choice because, why else ask? Same way as if you put a big orange button on the keyboard then subjects will sometimes push it because, why else would it be there? But experimenter demand is often hard to avoid.

P. 56 3rd para, on probabilistic choice: They find that utility difference (as in Luce’s 1959 model) does not predict random choice very well because dominance-or-not, being salient, is important. Rather, questions being easy due to (almost) stochastic dominance or not matters.

Inconsistent choice is correlated with violating EU, but not with risk aversion or violations of RCLA. %}


{%
https://doi.org/10.1257/pandp.20221093
%

quasi-concave so deliberate randomization: a convenient and concise, efficient, summary. %}


Time preference; some nice results, in particular Theorem 11: not! DC = stationarity; they carefully distinguish. Theorem 11 says that stationarity and time consistency (they call it dynamic consistency) are equivalent if we have time invariance (they call it constant time preference).

P. 540, on rationality of preference separability, is naïve, as is the rationality claim on p. 544 2/3. I also disagree with claims on p. 554 because every preference condition involves hypothetical choice in the sense there.

P. 562 1st para points out that every discount model can be taken as nonlinear time perception. %}


Time preference; Seems that pattern of increasing/constant/decreasing impatience was not affected by adding front-end delays. %}


dynamic consistency: favors abandoning RCLA when time is physical._source-dependent utility: empirically test Kreps & Porteus (1978) model, whose predictions are rejected. §1 gives elementary accessible description of the KP model. %}

{ Extends Mertens & Zamir (1985) to multiple priors. %}


{ % **R.C. Jeffrey model; ordering of subsets:** This paper axiomatizes a model of maximization of average expected utility over sets, similar to Jeffrey (1965). The objects are interpreted as probability distributions over outcomes where the set reflects ambiguity over which is the right probability distribution. In this axiomatization, both probability \( \mu \) and utility \( u \) are subjective/endogenous, implying that the model is essentially the same as Jeffrey (1965) and Bolker (1966, 1967) in a mathematical sense. There are some technical differences regarding continuity and Ahn’s model having singletons present in the domain and JBB not.

The model can be considered to be a modification of maxmin EU or its \( \alpha \)-maxmin generalization. The usual Pratt-Arrow characterization of \( \phi^* \) being more concave than \( \phi \) is given in Proposition 4 and is now taken as more ambiguity averse. %}


{ % Consider three states of nature denoted \( x, y, z \). The subjects are told that \( y \) has probability 1/3, and are told that \( x \) and \( z \) have unknown probability. Subjects were not told more. In reality, \( x \) and \( z \) also have objective probability 1/3. (The authors generated event \( x \) by first letting a number \( p_x \) be selected at random (uniform distribution) from \([0,2/3]\), and then let \( x \) be chosen with probability \( p_x \), and \( z \) with probability \( 2/3 - p_x \); see footnote 3 on p. 201). However, this is only a roundabout manner for generating probability 1/3. Given that this procedure was not told to the subjects, so it does not matter for them, and given that any researcher who knows probability calculus knows that it is just objective probability 1/3, no use doing this two-stage procedure.)
Let subjects choose prospects organized similarly as budget sets. The axiom of revealed preference is reasonably well satisfied. (revealed preference)

Consider the following models:

(1) “Kinked,” being RDU (for uncertainty; also known as CEU) with fixed decision weight 1/3 for state y (amounting to EU for known probabilities). Thus RDU for the remaining states is like biseparable utility, and comprises most other models such as Gilboa & Schmeidler’s (1989) maxmin EU, Schmeidler’s (1989) RDU, α-maxmin, and Gajdos et al.’s (2008) contraction expected utility. The authors, fortunately, do combine it with RDU for risk (§8) and not just with EU for risk.

(2) Recursive EU, where as second-order distribution they take the uniform prior over [0,2/3], and where the two utility functions are exponential with possibly different exponents. It is useful to note that the rho parameter of utility for risk can be identified from bets on s2, and then the parameter for ambiguity can be identified from bets on s1 and s3 while keeping the payment under s2 equal 0.

§7, e.g. footnote 11 on p. 212: they favor least-squares data fitting without probabilistic error theory.

The find that RDU (“kinked”) fits better than recursive.

The do not reject the H0 of SEU for 64% of the subjects. Problem with such within-subject tests is that it assumes stochastic independence of within-subject choices, and needs many choices per individual to get statistical power. %} Ahn, David S., Syngjoo Choi, Douglas Gale, & Shachar Kariv (2014) “Estimating Ambiguity Aversion in a Portfolio Choice Experiment,” Quantitative Economics 5, 195–223.

{%

Their model is called partition-dependent SEU.

Consider decision under uncertainty in an Anscombe-Aumann model, with partition-dependent SEU, as follows. They do not take an act as a function from S to outcomes, as Savage did, but (as did Luce) as a 2n-tuple, so that the act and its preference value can depend on the partition chosen. Thus, they can accommodate event splitting (coalescing) and so on. In their model there exists a utility function u and a nonadditive measure v. For a partition (E1,…En) of S,
SEU is maximized w.r.t. $u$ and $P(E_j) = \nu(E_j)/(\nu(E_1) + \cdots + \nu(E_n))$, so, with $\nu$ for single events but normalized.

They present axiomatizations. First, they assume usual axioms giving SEU within each partition. They use Anscombe-Aumann axioms. (I would have preferred tradeoff consistency; oh well …) This within-partition representation does not yet relate between-partition representations in any sense. A monotonicity condition implies the same $u$ for all partitions. For the rest (for the role of $\nu$), they consider two special cases:

**CASE 1.** The collection of partitions considered is nested: For all two partitions, one is a refinement of the other. Then an extra sure-thing principle characterizes the model with $\nu$: if acts $f$ and $g$ agree on event $E$, then the preference between $f$ and $g$ is not changed if the common outcomes on $E$ are replaced by other common outcomes, but also not if the partition outside of $E$ is changed (so, refined or coarsened). This axiom ensures the consistent conditioning in $P(E_j) = \nu(E_j)/(\nu(E_1) + \cdots + \nu(E_n))$, from always the same $\nu$.

**CASE 2.** The collection of partitions considered is the collection of all partitions. Then besides the version of the s.th.pr. of Case 1, also an acyclicity axiom is imposed.

P. 656: To the authors’ knowledge, they are the first to incorporate framing and partition-dependence in a formal model. However, Luce preceded here. A brief but not very accessible account of his ideas is in Luce (1990, Psychological Science 1). A complete account is in the book Luce (2000). Luce also worked on such models in the 1970s, such as in Ch. 8 of Krantz et al. (1971). Luce used the term experiment instead of the term partition, and the elements of Luce’s experiment need not always give the same union (so, they are conditional on their union). Ahn & Ergin always have $S$ as the total union.

The topic of partition dependence is even more central in Birnbaum’s work. He does write formal models but does not do formal work with them such as axiomatizations (although he does give derivations of logical relations between preference conditions). He does comprehensive empirical work, testing every empirical detail of framing. Birnbaum, Michael H. (2008, *Psychological Review* 115, 463–501) provides a comprehensive summary. He usually (always?) assumes known probabilities. There is also much empirical evidence on event
splitting by Loomes, Sugden, Humphrey, and others.

The authors relate their work to support theory. \( \nu \) is indeed an analog of the support function. A difference pointed out by the authors is that support theory focuses on probability judgment (Tversky and I started working on a decision theory but he died too soon) whereas they have preferences between acts. A difference not pointed out by the authors is that in support theory there are not only the (partitions of) hypotheses but also there is another layer, of events, and there is a distinction between implicit and explicit unions. Mainly this distinction between hypotheses and events drives why support theory deviates from classical models. Thus I disagree with the claim on p 663 that this paper provide an extension of support theory to decision theory, or that they provide a decision foundation.

P. 657: The authors relate their model to unforeseen contingencies. A big difference is that in this paper the union of events in a partition is always \( S \), whereas with unforeseen contingencies there are typically events outside of \( S \).

A topic for future research is to what extent the particular partition-dependence proposed here, with consistent conditioning on one nonadditive measure, is of interest empirically or normatively.

The EU assumed within given partitions of course runs into empirical violations of EU, although there is empirical evidence that using the same partition for describing all acts reduces the violations.

The model of this paper is also reminiscent of the source method by Abdellaoui, Baillon, Placido, & Wakker (2011 American Economic Review), where different sources are different partitions. One difference is that the source method does not give up extensionality, and acts are functions from states to outcomes. Another is that the source method allows for violations of EU throughout, also within a source/partition. In the source method, there can be subjective probabilities within each source but they can be transformed differently for different sources. %}

The authors consider time inconsistencies, and then naïve choice making. They propose two indexes of naivity. Naivity shows up if an agent strictly disprefers an a-priori-strictly-beneficial commitment, not for wanting to be sophisticated, but for mispredicting future choice. One comparative notion for being more naïve is if dispreferring more of such commitments. The second is by how much money is lost due to naivity (via indirect utility). These are two preference conditions that do not assume any model. The authors emphasize this point much. They extend the indexes to probabilistic future choice. The two indexes of this paper are equivalent for deterministic choice if two conditions hold: (1) only monetary outcomes matter; (2) choice sets are determined only by how much money one has to spend. The authors on p. 2325 mention the equivalence without mentioning the restrictions.

Footnote 2 explains that the authors consider single-choice choice functions, so that a selection has to be made if there are several optimal, mutually indifferent, choice alternatives. I did not try to find out how the authors then can rule out complete indifference. Probably using some strong monotonicity in money.

The authors see what their conditions mean for some models, primarily quasi-hyperbolic discounting.

In general, different indexes have different pros and cons, and which is most relevant depends on the particular decision situation. To illustrate an alternative index, consider Prelec’s (2004 Scandinavian Journal of Economics). His index concerns time inconsistency. He considers the set of all future timepoints at which a decision is taken deviating from the present decision. The total duration of this set is Prelec’s index. The authors, unfortunately, do not cite Prelec, probably because they consider time inconsistency to be different than naivity. But Prelec’s index can readily be restricted to only naïve choice and, thus, can serve as an index alternative to the ones of this paper. It is also preference-based with no commitment to any model and in this sense precedes this paper. (Prelec, personal communication, explained to me that in the quasi-hyperbolic, also called beta-delta, model, then $\tau = \ln \beta / \ln \tau$ is the relevant index.) Imagine that someone can pay a controller for controlling the future agent and preventing her from time inconsistency, and imagine that this is imperative to be done. Further imagine that
the controller is to be paid per time unit. Then Prelec’s index is the relevant one, and not the indexes of this paper. In the same spirit, in some decisions under risk the relative index of risk aversion is the relevant one, and in others the absolute index is.

The writing of this paper is narrow in the sense that the authors consider alternative definitions, consider examples where those alternatives give different results than those of this paper, but then blame the alternatives for being counterintuitive (p. 2321, p. 2323) or erroneous (p. 2325), just because they deviate from the ones of this paper. Their own approach is called “most reasonable” (p. 2321). Similarly, someone using an absolute index of risk aversion could blame the relative index just for deviating. %}


May have introduced hyperbolic discounting; or was it Chung & Herrnstein (1967)?


**dynamic consistency**


Seems to argue that we are more insensitive with respect to the time dimension that to many other dimensions.


This paper should not have been published. Too much the author not even understands the most basic concepts. He erroneously claims in the abstract and elsewhere that hyperbolic discounting is behavioral and prospect theory is cognitive, and says that behavioral decision theory has two legs: one behavioral and one cognitive.

P. 262 2nd column erroneously claims that expected utility assumes constant discounting.


**real incentives/hypothetical choice: for time preferences:** seems to be.

% Discounting normative: p. 63, 2nd paragraph suggests that (steep) discounting would not be selected in evolution.


% P. 27: “It is well known that Constant Relative Risk Aversion (CRRA) preferences sustain the Black-Scholes model in equilibrium…” and then it gives many references. P. 38 points out that CRRA does not fit data well.


https://doi.org/10.1007/978-1-4612-1694-0_15

Measure of fit is $-2L \ln L + 2k$ where L designates likelihood and k the number of parameters.


% Use RIS.

Problem in data: Of the 92 farmers, 41 were maximally risk averse. The authors write that for them, essentially, no ambiguity aversion can be measured, and had to remove them from the sample, generating a bias. I would, by the way, prefer to think that these farmers cannot be ambiguity averse, and that dropping them has generated a bias towards ambiguity aversion.

Farmers in Ethiopia are more risk averse, and equally ambiguity averse, as Dutch students. Poor farmers are not more risk- and ambiguity averse (decreasing ARA/increasing RRA); poor-health people are. Ambiguity attitude is derived from comparing CE (certainty equivalent) with risk, taking normalized CE differences.

Correlation risk & ambiguity attitude: There is a negative relation, but it is
not written in the paper. Is pointed out in survey chapter by Trautmann & van de Kuilen (2015). %}


Gives many examples of procrastination etc., phenomena where a small initial expense is used day after day to postpone something that on the long run brings way higher expenses. Obedience can be similar such as in Milgram’s famous experiment. Reminds me of the “frog effect” (when heating water at a sufficiently slow speed a frog, supposedly, never jumps and gets boiled, so dies).

P. 2: “Individuals whose behavior reveals the various pathologies I shall model are not maximizing their ‘true’ utility.”

§1 describes how salient information has more effect on decisions than equivalent nonsalient information.

Several places (e.g., §III.a p. 5) express disagreement with Becker et al’s rational addiction, and disagreeing with Becker I take as a good sign.


crowding-out: their model seems to imply that severe punishment of crime may increase crime, because of the crowding-out effect.


§3.4 correctly cites de Finetti on his arguments against countable additivity.

Unfortunately, it also suggests that Savage disliked countable additivity but Savage (1954, §3.4) did not have such an opinion. For Savage it was not central and only a pragmatic matter of convenience. He used all subsets of the state space and not a sigma-algebra only for expositional purposes, actually preferring sigma-algebra other than for exposition. Savage did express a slight preference for not committing to countable additivity but, again, not out of principle but only pragmatically, and not committing clearly. (Probably to quite some extent so as not to get in conflict with de Finetti who was in a less refined league than Savage.)

The paper considers to what extent infinitely many observations necessarily lead to unique probabilities of all events through the law of large numbers. If the set of events considered is complex and large, and way more so than the number of observations, and if probability is finitely additive, then probabilities may not get uniquely determined. This is of course a mathematical result in the sense that it really builds on finite additivity and complexity degrees of infinity.

§4: this paper derives a set of priors from learning, and only then derives decisions from that. %


Establish a model of undescribable events where the best coinsurance is no coinsurance. Assume that any finite description can be given, but complete outcome-relevant description should be infinite. Although the basic point is technical, the authors eloquently give many nice examples.


Something different than bounded rationality. Gives precise formal definitions from logic it seems.

Epstein-Zin but with parameter uncertainty, that the agent is averse to. Give a closed-form representation when discounting approaches $1$.}


**Proper scoring rules:** problem that calibration tests can be passed by charlatans disappears if there are more than one expert.


**Ambiguity attitude taken to be rational:** This paper criticizes the normatively motivated modern ambiguity aversion literature. I, as Bayesian, only and purely study ambiguity for descriptive reasons, and fully agree that the nonEU models (including ambiguity) are not rational. Empirically, though, there is considerable ambiguity seeking (**ambiguity seeking**). The paper, appropriately, writes on p. 252 2nd para that its arguments have been known before by specialists. The paper is written with enthusiasm of a kind that will especially appeal to young readers, but it is informal and not very sophisticated. I disagree with many nuances.

Central to the paper are the rationality problems of ambiguity models in dynamic decision making and **updating** (**dynamic consistency**). However, these are general problems of nonexpected utility and not particularly of ambiguity. Because the paper assumes expected utility for risk (and then can assume payment in utils so that it is risk neutrality), a debate of ambiguity (which is about differences between unknown and known probabilities) is the same as the debate about nonexpected utility. It has been widely known since Hammond (1988), and was explained more clearly before in the impressive Burks (1977, Ch. 5), that nonEU violates convincing principles in dynamic decision making. The best paper to start on this debate is Machina (1989). Ghirardato (2002) is also good. He appropriately used the term folk theorems for the results, because they were widely known. I wrote Wakker (1999) [http://personal.eur.nl/Wakker//pdf/alias.pdf](http://personal.eur.nl/Wakker//pdf/alias.pdf).

The debates are often hard to pin down because the relevant assumptions discussed are so self-evident (surely I as Bayesian think so) that people often assume some of those critical conditions implicitly, and verbal descriptions often
can equally well refer to one condition as to the other.

In the resolute choice approach one gives up what Machina (1989) called consequentialism so as to maintain dynamic consistency. Then one’s decisions depend on risks borne in the past; i.e., on events that could have happened at some stage in the past but are now known to be counterfactual and nonexistent. In Wakker (1999) I described this as believing in ghosts. This was Machina’s preferred way to go, and also McClennen’s who coined the term resolute for it, and also Jaffray’s.

In sophisticated choice one gives up dynamic consistency, so as to maintain consequentialism. Then prior and posterior preferences are not the same, and from a prior perspective one may violate dominance (one is willing to pay for precommitment). This was preferred by Karni & Safra and is the least unconvincing for nonEU in my opinion. In Wakker (1999) I called this split personality.

A third approach is to give up RCLA, which for uncertainty is something like event invariance. These are models about not being indifferent to the timing of the resolution of uncertainty. I will not discuss them further.

Footnote 1, p. 250 suggests that probabilistic sophistication (Machina & Schmeidler’s P4*) is a special case of the sure-thing principle but this is not so. P4* implies Savage’s P4 which is logically and conceptually different from the sure-thing principle (Savage’s P2).

P. 251 ll. 1-2: “The all-consuming concern of the ambiguity aversion literature is the Ellsberg “paradox.”” expresses well my impression: the field is too much focused on the Ellsberg paradox.

P.254 4th para and elsewhere: It is not true that capacities (weighting functions) are interpreted as indexes of belief in nonEU. Some people, especially novices, do so, but experienced people know that this need not be. Abdellaouei et al. (2011 American Economic Review, p. 701 top) wrote, where source functions capture the nonadditivity of capacities/weighting functions: “Source functions reflect interactions between beliefs and tastes that are typical of nonexpected utility and that are deemed irrational in the Bayesian normative approach.” They reference preceding contributions by Winkler (1991), Vernon Smith (1969), and others. Wakker (2004, Psychological Review) suggested that inverse-S/source-sensitivity could be a belief component but pessimism/source-preference/ambiguity-aversion not so.
Also in maxmin EU many are aware of the difference. It is explicit in contraction
expected utility by Gajdos, Hayashi, Tallon, & Vergnaud (2008, JET), for
instance. KMM’s smooth model also has it explicitly.

The paper then assumes risk neutrality, or, in other words, EU plus payment in
utils.

P. 259 discusses what the authors call irrelevance of sunk costs but what
amounts to the additivity axiom (discussed in Wakker, 2010, Ch. 1) restricted to
constant acts in combination with some updating. It is well known that nonEU
can depend on counterfactual risks and costs (see above on resolute choice).

What the authors call fact-based on p. 261 is like sophisticated choice. The
informal presentation does not allow for an exact pinning down.

P. 267, on dynamic inconsistency à la Strotz, takes it purely as externally-
imposed (say ingrained in your genes) and not as decision based, thus ducking the
central questions there. The dynamic inconsistency resulting under ambiguity is
not taken that way in this paper. Hence the difference ...

P. 275 criticizes multiple priors for the concept of unknown true probability,
with which I agree. They then go to self-references, referring to previous
technical work by themselves with limiting theorems on identifying better-
knowing experts versus pretending-phony-experts.

§5 (announced before on p. 255) argues that ambiguity aversion may be a mis-
applied social instinct. In some places it is suggested that it then could be rational,
but misapplications do not seem to be rational I would think. This instinct-
misapplication-interpretation does not invalidate attempts to model things using
ambiguity models. Note also that the considerable ambiguity seeking found
empirically shows that more is going on. Another problem in this explanation is
that most interactions with other human beings can be expected to be favorable
rather than unfavorable, because human beings have more common interests than
conflicting interests. So, I think that the misapplied social instincts should
generate more ambiguity seeking than ambiguity aversion. In the conclusion
section, pp. 280-281, the authors will argue that their mis-applied heuristics
model is descriptively superior to existing models. Such a claim, with almost no
knowledge of the empirical literature, based mostly on theoretical examples on
updating (see their first problem there), is naïve. The second problem on p. 281
has a strange and incomprehensible mix of rational and descriptive requirements.
The third problem seems to be unaware that descriptively working people know well that not only fit but also parsimony are important, a standard fact in statistics in all empirical fields. *


\% DC = stationarity on p. 100 top; Seems to correct a number of mathematical problems of Loewenstein-Prelec (1992). *


\% Critical condition assumes multistage prospects with backward induction and then varies upon Luce’s (2001) condition by taking only two outcomes but three stages. *


\% P. 41: The authors cite Rode et al. (1999) on a finding that, if in the unknown urn subjects are told that all colors have the same probability, then they still prefer the known urn. However, they will not use this assumption in their analysis (Al-Nowaihi 27 March 2018, personal communication).”

§4 & §5 are the heart of the paper, explaining the theory of this paper. Before, they cite interesting literature on quantum probabilities to accommodate Ellsberg. Requires some knowledge of quntum theory. I was not able to understand. *


\% inverse-S: seems to provide counter-evidence.

Propose that \( w \) for choice between \((p, x)\) and \((q, y)\) should depend on both \( p \) and \( q \). Can explain anomalies such as preference reversals but is hard to assess.

Some properties of weighting functions are derived from stylized choices from the literature. Only one nonzero outcome is considered, and, hence, the power is undetermined. *

{% Consider two-outcome prospects, and partition the probability-outcome combinations into subsets with particular “qualities,” which are used to accommodate all kinds of empirical findings. %}


{% Use the KMM smooth ambiguity model, and then give conditions under which ambiguity aversion raises demand for self-insurance and insurance coverage, but decreases demand for self-protection. The effects are different than from increased risk aversion, and are more like increased pessimism. %}


{% %}


{% real incentives/hypothetical choice: for time preferences: delivered future payments in person. Fit data using quasi-hyperbolic discounting. %}


{% Seems to present a theoretical foundation for the positive skewness of individual stocks and underdiversified portfolios. %}

principle of complete ignorance: Concerns approach with only set of outcomes, à la Pattanaik, but assumes ordinal info on likelihood. Is related to Jaffray’s belief-function approach. 


revealed preference 


revealed preference 


ordering of subsets: additive representations for finite subsets, with a simple set of sufficient conditions. 


Study an incomplete order that violates weak anonymity. 


risky utility $u = \text{transform of strength of preference } v$, latter doesn’t exist: 

writes on p. 50: “In effect the utility whose measurement is discussed in this paper has literally nothing to do with individual, social or group welfare, whatever the latter may be supposed to mean.”

Paper gives nice account, didactical with numerical examples etc., of the difference between ordinal utility and cardinal vNM utility. Nice for students with little mathematical background.

P. 31: “Whether or not utility is some kind of glow or warmth, or happiness, is here irrelevant.” Footnote 4 on that page is pessimistic about the step, called
psychological, philosophical, of relating utility to satisfaction, happiness, etc.

P. 34 ll. 2-3 does the naive “expected utilitarianism” of saying that all of life is decision under uncertainty.

**independence/sure-thing principle due to mutually exclusive events**: p. 37

2nd para gives the nice separability argument for vNM independence that goods contingent upon exclusive events are never consumed jointly, which was first put forward by Marschak (see Moscati 2016).

P. 37 last para states that different ways of generating same probability distribution should be equivalent.

Paper makes clear that whether a function is ordinal/cardinal etc. depends on what we want the function to do, such as on p. 40 middle. P. 43 bottom states the **utility of gambling**.

P. 42 already has the **probability triangle**.

P. 44 clearly states the prospect theory/Markowitz idea that outcomes are taken as changes with respect to a reference point, and not as final wealth. He later refers to Markowitz for it.

P. 45 shows this weird past convention of calling convex what is nowadays (1980-2023) called concave.

P. 46: on difficult observability status of reference point theories in absence of theory about location of reference point: “Markowitz recognizes that until an unambiguous procedure is discovered for determining when and to what extent current income deviates from customary income, the hypothesis will remain essentially nonverifiable because it is not capable of denying any observable behavior.”


{ Nice empirical study on asymmetric loss functions. The idea was central in Birnbaum, Coffey, Mellers, & Weiss (1992), p. 325 and Elke Weber (1994), two studies not cited. }

{% inverse-S is found. Bettor’s subjective probabilities are estimated from portion of money bet on a horse. Objective probabilities are estimated from percentage of times that some horse (say favorite, or no. 5-favorite, etc.) wins. Thus, bettors overestimate small probabilities of winning and underestimate large probabilities of winning.

Uses power family to estimate utility and find that bettors are risk seeking (P.s.: no wonder, for horse race bettors! %)


{% maths for econ students. %}


{% Hammond (1976): says that this book was the first to consider endogenously changing tastes: consumer regretting his earlier choice; explicitly restricted attention to the case where no changing or inconsistent choice occurs. %}


{% dynamic consistency: favors abandoning time consistency, so, favors sophisticated choice, through his distinction between ex ante and ex post choice.

Used just noticeable difference for cardinal utility.

biseparable utility: Eq. 19.1, p. 50 in English ’79 translation.

utility elicitation: different EU methods give different curves: Moscati (2019) cites Allais on p. 247 (outside the page range given in the reference below; probably in comments that Allais gave later) for discussing two different
methods under EU to measure utility, being the certainty equivalent method and
the probability equivalent method, and predicting that these will give different
results, thus falsifying expected utility.

Allais did not only provide his eye-opening paradox and make general
empirical claims, but he also provided concrete models aiming at concrete
quantitative predictions. Although some value may be ascribed to his chosen
direction of nonlinear weighting of probability to capture the psychology of risk
attitude, the quality of his models is too low otherwise to deserve further
attention. Allais did not understand enough that models must be specific so as to
have tractability, and not even that parameters should satisfy the minimal
requirement of being identifiable. %}

Allais, Maurice (1953) “Fondements d’une Théorie Positive des Choix Comportant
un Risque et Critique des Postulats et Axiomes de l’Ecole Américaine,”
Colloques Internationaux du Centre National de la Recherche Scientifique
Translated into English, with additions, as “The Foundations of a Positive Theory
of Choice Involving Risk and a Criticism of the Postulates and Axioms of the
American School.” In Maurice Allais & Ole Hagen (1979, eds.) Expected Utility

{% random incentive system: seems to have used that.

P. 539 writes: Notre psychologie est telle que nous préférons plus la sécurité au
voisinage de la certitude qu’au voisinage de grands risques, et nous ne pensons
pas qu’elle puisse être regardée, en quoi que ce soit, comme irrationnelle. [Italics
from ortiginal] Translated into English, where the traditional plurality we is
replaced by the modern singularity I: “My psychology makes me prefer safety more
strongly in the neighbourhood of certainty than I do in the neighbourhood of high risk. I am
absolutely convinced there is nothing about this view that could justify it as being regarded in any
way as irrational.” Allais is referring here to the certainty effect, as appears from the
preceding text. %}

Allais, Maurice (1953) “Le Comportement de l’Homme Rationnel devant le Risque:
Critique des Postulats et Axiomes de l’Ecole Américaine,” Econometrica 21,
503–546.


{\% risky utility \( u \) = strength of preference \( v \) (or other riskless cardinal utility, often called value): according to Bouyssou/Vansnick this paper tries to prove that risky cardinal \( u \) = riskless cardinal \( v \). \%}


{\% %}


{\% Three out of four participants show inverse-S probability weighting.}

P. 243: “The variations of function \( \theta(p) \) [the probability weighting function] of a given subject with respect to the magnitude of the sums at stake and the variations of this function from one subject to the other correspond to the *very great complexity* [italics from original] of the risk psychology, and, as I have constantly stated since 1952, the impossibility to represent by one and the same formulation this psychology over the whole field of random choices for a given subject as well as for all subjects.” \%}


{\% risky utility \( u \) = strength of preference \( v \) (or other riskless cardinal utility, often called value): seems to write, on p. 104: “Today, given the positions taken by some eminent economists which, with some rare exceptions, are as spectacular as they are dogmatic, an intolerant orthodoxy has banished, almost totally, cardinal utility, and, in general, any psychological introspection from economic science.” \%}


cognitive ability related to risk/ambiguity aversion: a very thorough study.


It is well known that nudging people into reducing energy use works well if social comparisons are brought in. This paper examines long-term effects. People slowly react to the nudge, only slowly reducing energy use, but after a prolonged exposure the effect remains long after.


Data from N = 9,789,093 (!) marathon runners shows that round numbers serve as reference points.

Christian, Veronika & I: probability elicitation; compare Roth & Malouf (1979).%}


optimal scale levels: seems to argue that for unipolar scales five answer levels is optimal, and for bipolar scales it is seven.%


P. 155, about cardinal utility, writes: “cannot be expressed in terms of the individual’s acts of choice; it can only be supported by introspection into one’s own experience or by questioning others about their experiences”%


tradeoff method: Uses a weak version of comonotonic tradeoff consistency and axiomatizes a generalization of biseparable utility that is local iso global. It does give one cardinal utility function.%


EU+a*sup+b*inf: A special case of neo-additive RDU for uncertainty. The agent, for every act, adds an “unforeseen” state, which she endows with the worst outcome of the act. It means that the worst outcome is overweighted. The author uses tradeoff consistency and thus escapes from drawbacks of the Anscombe-Aumann model. (tradeoff method)%

A very important improvement of Alon & Schmeidler’s (2014) axiomatization of maxmin EU. They had one problematic axiom, Axiom 7. This paper shows that it can be removed. Now a clean preference axiomatization of maxmin EU results, with simply all the natural analogs in terms of the, tractable, endogenous midpoint operation, of the mixture axioms used by Gilboa & Schmeidler (1989). Thus, Theorem 1 provides the most appealing preference axiomatization of maxmin EU existing today 2022.).


Every individual in society satisfies Savage’s axioms and does SEU, and society is assumed to do maxmin EU. Society’s preferences are maxmin EU with utility an average of the individual utilities and the set of priors the convex hull of the individual priors (Theorem 2), or a subset of it (Theorem 1) if and only if the following two Pareto optimalities: The authors impose Pareto optimality only if there is agreement on the probabilities or on the utilities and, thus, avoid impossibility results by Mongin and others on aggregating SEU. Agreement on probabilities is only needed for exchangeable partitions where all agents agree on this exchangeability, so, it is observable (socially unambiguous partition). Note that these are not subject to source preference because agents do SEU.

They assume at least one such twofold partition to exist, referring to, say, a coin toss. Agreement on utility is ordinal in the sense of ordering the relevant outcomes the same way. P. 1182 middle para suggests that it makes sense that society more than individuals are not ambiguity neutral. My opinion is opposite: it is natural that aggregation at society planning level will be more rational.


Do the Bewley (1986, 2002) model but now for qualitative probability.

\% **tradeoff method:** Is used to obtain the first axiomatization of maxmin EU that I consider to be satisfactory, not needing Anscombe-Aumann. Thus it does not need EU for risk, and, more importantly, does not need the dynamic backward induction assumption of the Anscombe-Aumann framework (p. 384 3rd para). Alon (2022) provided a significant improvement, showing that their most complex Axiom 7 is implied by the other axioms and can be removed. Thus, Alon (2022) provided the nicest axiomatization of maxmin EU that I know (April 2022).

I agree much with the discussion of axioms on pp. 385-386. P. 393 penultimate para explains that the axiomatization in Ghirardato et al. [12] uses an operation which implies that their axioms involve infinitely many variables and in this sense are intractable. This paper avoids this problem by only using, roughly, 50-50 subjective mixtures.

P. 392 Axiom A0* suggests that for the biseparable approach topological separability be needed. However, K"oberling & Wakker (2003, §7) provide several generalizations for this approach, obtained as corollaries of their results using the tradeoff technique. Their Observation 18 shows that topological separability can be dropped, as they point out on p. 407 last line. Hence Axiom A0* is redundant. \%


\% **foundations of quantum mechanics** \%


\% \%


\% https://doi.org/10.1007/s11166-022-09381-0

They investigate how all kinds of candidates for strength-of-preference indexes
(e.g., expected-utility difference which do better than expected value differences) impact choice probabilities. It has often been pointed out that other things matter, such as salient stochastic dominance. I did not read the paper enough to see how the authors handle this.

**risky utility** \( u = \text{strength of preference} v \) (or other riskless cardinal utility, often called value): the authors do not get into the classical cardinal/ordinal debate. %}


{%- https://doi.org/10.1007/s11166-021-09358-5

**updating: testing Bayes’ formula:** Study updating, helped by pupil-dilation measurement. Paradoxically, increasing incentives sometimes leads to more over-focusing on gains versus losses and, hence, worse updating. %}


omitted.


omitted.


omitted.


omitted.


omitted.


omitted.


omitted.


omitted.


omitted.


omitted.


omitted.


omitted.

consistency as I call it). The author argues that the behavior of Samuelson’s colleague can be reconciled with expected utility more than thought before. If I understood well, he does so by taking what is sometimes called utility of income; i.e., at every choice of accepting or not accepting the prospect the reference point is the status quo of that moment, and probably abandoning axiom A1. I did not understand the role of Samuelson’s citation on pp. 65-66. One can of course complicate by bringing in dynamic models such as distinguishing between conditional preference and preference if the event actually happens. %}


{% People are overconfident. %}


{% Subjects can choose in which society their grandchild can live (no real incentives then). Two aspects are specified, being their absolute income and the average income. Subjects evaluate through a mix of absolute and relative income. The authors fit both arithmetic and geometric mix. %}


{% strength-of-preference representation. Gives formal derivation of Ragnar Frisch’s result, with continuity etc. analyzed explicitly. Says it is an open question whether strength of preferences can be observed, but expects a positive answer to come soon. %}

Is often credited as the first real preference axiomatization in the literature (e.g., by Moscati 2019, p. 107). To justify this priority assignment, we accept strength of preference as a kind of preference for this occasion, and we consider Ramsey (1931) as too incomplete to call a preference axiomatization. We must
then also classify de Finetti (1931) (and de Finetti 1937) as too much different from that. Well, de Finetti axiomatized subjective probability and I prefer to give priority to him. Helmholtz (1887) and Hölder (1901) preceded with measurement theorems/representations of ordered structures and could also be given the priority, but they did not interpret their orderings as preferences.

Alt, a mathematician, wrote his paper in reaction to Lange (1934), whose analysis was not tight. %}


{% https://doi.org/10.1136/bmj.311.7003.485

BMJ is a popular weekly medical magazine. %}


{% preference for flexibility: because relevant intermediate information regarding tastes is expected, but also desire for precommitment because of time inconsistency with lack of self-control. Determine optimal levels of flexibility/commitment. %}


{% This paper is typical of the harm come to the field by the lack of communication between people calling themselves experimental economists and people calling themselves behavioral economists, and the harm done to the field by the Holt & Laury (2002) paper. Thus, the authors only cite experimental economists and, following Holt & Laury, completely ignore the literature on violations of expected utility. They seem to assume expected utility throughout, in particular in what they call “structural equations models,” although they never seem to write explicitly what that is and they never state this.

cognitive ability related to risk/ambiguity aversion: They find no relation but
this should come as no surprise because they only study risk aversion and its special case of loss aversion. It is more plausible that likelihood insensitivity is related to cognitive ability, but they authors do not know this concept. 


A prospect is mapped into an affine function on a set of probability measures (similar to Möbius inverse I guess, where a capacity is transformed into an additive measure on a set of larger cardinality), and the representing functional over the prospects then turns into a Choquet integral over the affine functions under fairly weak conditions on that representing functional. Proposition 2: Two linear functions are comonotonic iff they are isotonic. Isotonic means ordinally equivalent; well, a linear function is a nondecreasing nonconstant transformation of another iff it is a strictly increasing transformation, even linear transformation. §3.1 criticizes the separation of ambiguity and ambiguity attitude of Ghirardato, Maccheroni, Marinacci (2004) and says that it is impossible to assign a meaning to the separate components.

Special cases of the general functionals considered here can be interpreted in statistics, hence the title. 


Characterize concepts of ambiguity aversion such as of Epstein & Zhang for maxin EU, criticizing the latter.

Show how ambiguity, analyzed using Schmeidler’s (1989) CEU, can shed new light on contract theory, and when still plausible things can follow. They assume that one of the two sides does SEU, and only one exhibits ambiguity nonneutrality. I conjecture that similar results hold if one side is more/less ambiguity averse than the other. For interesting cases, some ambiguity seeking is needed. The authors explain that this is more plausible than much of the literature believed until recently (p. 2243, §0.1). The main result extends a likelihood ratio result of SEU to ambiguity by a condition called vigilance.


Empirical study to see how subjects in an experiment, who have to play the role of social planner (so, no self interest and, by definition, no real incentives), aggregate ordinal preferences of a group. Condorcet-type rules that seek to ignore cardinal rules fare poorly. Borda rules that score ranks and in this sense seek for cardinal info, fare way better. Can be taken as an argument for: *Arrow’s voting paradox* $\implies$ *ordinality does not work*

*real incentives/hypothetical choice*: this kind of work by definition has to use hypothetical choice.


DOI: [https://doi.org/10.2307/2274314](https://doi.org/10.2307/2274314)

Seems to show that there are algebras on which one can define finitely additive probability measures but it is impossible to have them countably additive. This seems to be on so-called free algebras. It seems to be as follows. One takes a set of basic propositions, I guess denumerably many. One assumes that every intersection and union is nontrivial, so, nothing nested. Then one takes the set of all finite intersections of the basic statements and then all finite unions. Then … I forgot.


Field experiment in India with 1.5 million stock investors. People who received initial public offerings (IPO) of shares randomly allocated, were more likely to keep them than others (others receive equivalent money endowment). Is taken to support the endowment effect for reasons other than reference dependence/loss aversion. However, the authors only consider two very specific forms of reference dependence. In one (backward looking reference point), the difference...
between prior endowment or not is not just a matter of framing but involves real costs, so that it concerns simply different outcomes and not the framing-based endowment effect as commonly defined in the literature. The second (forward looking) is a very specific version of the Köszegi-Rabin model. But then, they formulate their conclusion carefully and modestly: “We do not find conclusive evidence that our results can be fully explained by leading theoretical explanations, such as reference-dependent preferences” (p. 1975).

The effect reduces considerably, but absolutely does not disappear, with experience. %}


{% Uses the nice term contraction consistency
Contains the example of dice A, B, C, where A > B > C > A with > denoting higher probability of giving higher number. %}%


{% Normative arguments against transitivity %}


{% %}


{% %}


{% Comments for version of 29 Nov 2018. %}

This paper measures the ambiguity indexes of Baillon et al. (2018, ECMA) in a
sample of almost 300 people in the Dutch population of the Dutch bank household survey. The sample is representative, however, with the restriction that subjects did financial investments. The paper also measures risk attitudes and has all kinds of demographic info. The indexes are measured for four sources: familiar individual stock (chosen by the subjects themselves), the local stock market index, a foreign stock market index, and the crypto-currency Bitcoin.

What Baillon et al. take as insensitivity index, these authors take as perception of ambiguity. I will continue to use the term insensitivity.

65% of subjects is ambiguity averse, 5% is ambiguity neutral, and 30% is ambiguity seeking. The four aversion indexes are highly correlated for the different sources, with 1 factor explaining 70% of their variance. The insensitivity indexes for the different sources are much less related to each other. It suggests that aversion for financial stocks is only person-dependent but source-independent, whereas insensitivity is also source-dependent.

Insensitivity is lower for financial literacy and better education, supporting its cognitive interpretation. (cognitive ability related to likelihood insensitivity)

**correlation risk & ambiguity attitude:** ambiguity aversion is positively related to risk aversion.

Aversion and insensitivity are almost unrelated, supporting their orthogonality.

For a 0.50 gain probability, 65% of subjects is risk averse. For a 0.33 probability, 56% is risk seeking.

Many subjects are ambiguity seeking for domestic stocks (ambiguity seeking) but ambiguity averse for foreign stocks, showing the desirability of source dependence of ambiguity attitudes, as also shown by Tversky & Fox (1995).%


{% Uses Anscombe-Aumann framework for intertemporal choice, axiomatizing exponential and quasi-hyperbolic discounting. %}


They present a model of the housing market and estimate it using a big unique data set in Denmark. They use Köszegi & Rabin’s (2006) model of loss aversion and assume that utility is linear with a kink at the reference point. They find strong reference dependence and loss aversion of 2 or 2.5.
Consider risky experimental choices from a large representative sample from the Danish population also used in other papers, with varying prior endowments in the lab. They here use a 2009 sample. They also have data on wealth of the subjects, which is possible in Denmark, which they now for the first time bring in and this is a novelty of this paper. This Danish data set is very valuable because it can have such information. Using it, the authors can investigate dependence of risk attitude on wealth. For wealth dependence, they assume homogenous preferences, i.e., a representative agent. Their (claimed) finding is between complete asset integration and none at all, i.e., partial asset integration.

Unsurprisingly, they find asset integration for the prior endowment in the lab, but not for bank account.

With \( w \) denoting wealth and \( y \) denoting experimental money won, they take a two-variate utility function \( U(w,y) \), and do not assume asset integration (which would give \( U(w+y) \)) but use another 3 parameter family

\[
U(w,y) = ((\omega w^\rho + y^\rho)^{1/\rho})^{1-r}
\]

where \( \rho \) is taken to reflect nonlinear asset integration, \( \omega \) reflects importance of \( w \), and \( r \) would be risk aversion if there were perfect asset integration (otherwise \( \rho \) and \( \omega \) also influence risk attitude). For \( \omega = 0 \) the functional has complete asset independence ("nonintegration"), depending only on \( y \). For \( \omega = 1 \) and \( \rho = 1 \), it has perfect asset integration, depending on \( w + y \). I find \( \rho \), elasticity between \( w \) and \( y \), hard to interpret behaviorally. Given that \( w \) will greatly exceed \( y \), a large \( \rho \) means more weight to \( w \) and, hence, \( \omega \) and \( \rho \) interact. \( \omega \) and \( \rho \) will also interact with risk attitude.

The authors fit assuming RDU (with power weighting, unfortunately) or EU as they call it, with utility function \( U(w,y) \). As explained in §8.5 of my 2010 book, I regret this terminology because giving up asset integration is giving up EU. \( w \) plays a similar role as reference point in prospect theory. Thus, what they do theoretically is in fact prospect theory with a particular form of reference dependence. They find a bit of wealth dependence of the curvature of \( U \), but weakly so.

The authors interpret dependence of \( U \)’s curvature on \( w \) (wealth dependence) as reference dependence. However, this cannot be inferred from the data, bit is only the interpretation of the authors. It could also be wealth dependence of a
reference-independent (terminal-wealth) utility function. Their finding of weak reference dependence may also be weakly nonconstant absolute risk aversion. They should more carefully compare different pairs w,y with the same sum w + y, rather than brute-force data fitting with interacting parameters. In the terminology of Bleichrodt, Doctor, Gao, Li, & Meeker (2020 JRU), they should distinguish reference dependence and outcome dependence as in Figs. 1d1 and 1d2 of Bleichrodt et al., so, situations that are identical in terminal wealth but different in reference points/outcomes.

The authors suggest that their data shed new light on Rabin’s (2000) paradox. Well, Rabin himself already pointed out that loss aversion explains much of his paradox, which entails reference dependence, as (possibly) comprised by using U(w,y), and their claims are consistent with that.

They measure probability weighting but use the RIS, something strongly criticized by Harrison & Swarthout (2014).


{\% Considers SEU, with, however, second-order probabilities (interpreted as ambiguity), with bingo cages. The introduction suggests that virtually all ambiguity models model it as second-order probabilities or at least sets of probabilities (multiple priors). Does not mention the other theories that use nonadditive measures. Uses meta-population assumptions about distributions and then fits this to data. Some extreme results are found. P. 179: For probability that experimenter knows to be 20%, the subjective probabilities are about 40%. Assume same utility for risk as for uncertainty. %\}


{\% probability elicitation; elicit choices between prospects with known probabilities, to elicit risk attitudes (probability weighting and utility), and then use those to infer subjective probabilities from proper scoring rules (do QSR, and also the nonproper linear scoring rule). Use error models and econometrically
fit all parameters in one blow, with the usual technique of this team (that cannot handle indifferences and) that takes different choices of the same individual as stochastically independent (given individual characteristics), with subjects only distinguished by their characteristics. Thus for each combination of characteristics they get a global agent. Restrictive is that they assume global probabilistic sophistication, so that they can’t handle ambiguity aversion and the Ellsberg paradox.

They claim repeatedly that with slight risk aversion already an interior solution will result for the linear scoring rule, but this is not so. It is only so for subjective probability 0.5 (and then 0.5 as interior solution). If subjective probability is 0.9, for instance, then under considerable risk aversion still p = 1 is optimal under linear scoring. Rather can the many interior solutions found be explained by the compromise effect.

**decreasing ARA/increasing RRA**: Find strongly increasing RRA. Strangely enough, they find optimistic concave probability weighting (they fitted power weighting and not inverse-S).

Problem of this paper is that scoring rules serve to quickly get beliefs and to circumvent extensive measurements. If the whole uncertainty attitude including subjective probabilities is measured anyhow, then it is not belief measurement but entire uncertainty attitude measurement, and the typical feature of scoring rules is lost. It is interesting to study scoring rules and to also know about entire risk attitudes to know more about scoring rules, which makes this paper valuable, but it cannot go as an improved way to do proper scoring rules.

They measure probability weighting but use the RIS, something strongly criticized by Harrison & Swarthout (2014).

Andersen, Steffen, John Fountain, Glenn W. Harrison, & E. Elisabet Rutström (2014)


{% Detailed study and references on what they call multiple price list but what I prefer to call choice list. §1 discussed the general phenomenon of interval responses. %}

**gender differences in risk attitudes**: no difference %}

{\% time preference; error theory for risky choice; risky utility \( u = \text{strength of preference} \ v \) (or other riskless cardinal utility, often called value)\%

In discounted utility, there are two unknowns, being the subjective discount function and the subjective utility function. This is much like prospect theory that has subjective probability weighting and subjective utility (let us focus on gains, so, no loss aversion) as two unknowns. Estimating the two subjective functions jointly can be done but takes some work in both cases. In intertemporal choice, people have mostly simply assumed linear utility to simplify the task, but some studies sought to generalize and reckon with nonlinear utility.

A big controversial issue has been, since the ordinal revolution of the 1930s, what the status of cardinal utility is, and also if cardinal utility used within expected utility can be equated with that in intertemporal choice. The history is presented in Abdellaoui, Barrios, & Wakker (2007, §2-3). Early allusions to such differences of cardinal utility are in Samuelson (1937 last paragraph of paper, on p. 161) who from the beginning understood this issue, and Baumol (1958). There have been many debates on the issue using a risky-riskless utility distinction (I do not like here the lumping of all nonrisky versions of cardinal utility into one “riskless” class, something like non-elephant zoology). I favored equating all cardinal utilities in Wakker (1994, Theory and Decision), but not to be done naively. It may be done after work, such as handling differences between risk attitude and marginal utility using, for instance, prospect theory. Epper, Fehr-Duda, & Bruhin (2011) do this in a sophisticated manner.

This paper by Andersen et al. is unaware of the mentioned history. It assumes, without any discussion or justification, that cardinal utility is to be measured from risky choice only and take this as almost by definition (why not directly from intertemporal choice by many observations and data fitting, for instance; Abdellaoui, Attema, & Bleichrodt (2010) give a nonparametric method for deriving intertemporal utility from intertemporal preferences, and Bleichrodt, Rohde, & Wakker (2009) give yet another). It further assumes that cardinal utility then is to be used for intertemporal choice. Thus it falls victim to a version of
what Luce & Raiffa (1957, p. 32) called “Fallacy 3.” Comes to it that this paper uses expected utility to measure risky utility, having utility distorted by the other components of risk attitude. Those other components have even less to do with intertemporal. The authors’ position appears for instance from pp. 589-590, or from p. 603: “Although the basic insight that one should elicit risk and time preference jointly seems simple enough” [italics added]. P. 614: “Our results have direct implications for future efforts to elicit time preference. The obvious one is to jointly elicit risk and time preferences, or at least to elicit risk preferences from a sample drawn from the same population, so that inferences about time preferences can be conditioned appropriately.”

In earlier separate papers the authors elicited time preference and risk attitudes separately, for time preference apparently assuming linear utility. In this paper they combine the two, using the risky-utility function that they estimated from risky choice, assuming expected utility (EU), to estimate time preference. This correction for nonlinearity of utility leads to less discounting (because the large late payment now is less valued because of concave utility rather than because of strong discounting) and less deviation from constant discounting. They use power utilities. Using risky choices and expected utility to measure discounting (or, equivalently, its integral, being utility of life duration), and then using this correction of linearity in intertemporal choice, has been done before in the health domain in QALY calculations. Two references are:


Utility functions for risk and time are not taken completely identical in this paper. Risky choice gives instant payments, which is taken to be emotional and driven by temptation. Long-term intertemporal choice is not subject to such emotions. Hence the authors take power (= CRRA) utility, but with initial wealth terms added as extra utility parameters, which may be different for risky choice than for intertemporal (p. 584 3rd para; p. 592 2nd para). The power is taken the
same for both. Why the initial-wealth parameter would be good to capture the difference is not clear to me. The authors argue that the difference between immediate emotional choosing or long-term lies in different ways of integrating payments with initial wealth, but I can imagine many other effects and consider it a question to be tested empirically. The difference between risky and intertemporal utility that they use here is that emotions can generate extra initial wealth for time, and not as it should be that these can be different concepts.

The various parameters are derived from fitting data over the whole group, taking all choices (both within and between subjects; p. 586 2nd para) as independent observations and assuming a representative agent. They later do regressions where demographic variables (gender, age, and so on; p. 604) are added as regressors, which gives some individualization, but still within-subject choices are then taken as statistically independent within same subgroups.

P. 585 footnote 4 on the history of the price list (the authors use the inefficient term multiple price list): Cohen, Jaffray, & Said (1987) preceded Holt & Laury (2002) by 15 years here, and still were not the first I guess. My suspicious mind conjectures that Cohen et al. are not identified as experimental economists (even though Cohen et al. do use real incentives) and, hence, are ignored in the same spirit as the top of p. 585, discussed more below. By such reference conventions, experimental economics has attached the names Holt & Laury to measurements of risk attitudes known long before. (risks utility \( u = \text{strength of preference} \ v \) (or other riskless cardinal utility, often called value))

The paper takes a simple position regarding aggregation. The opening sentence says that there are [only?] three ways of aggregation for utility, being over goods, time, and uncertainty. The authors do not consider other types of aggregation such as over different persons as in welfare and utilitarianism, for instance, or over different locations, and so on. Different body locations to do radiotherapy, to mention yet one more.

real incentives/hypothetical choice, explicitly ignoring hypothetical literature: p. 585 top writes: “There are only a few studies that address the joint elicitation of risk and time preferences directly using monetary incentives and procedures familiar to experimental economists.” So, the authors only cite experimental economists and do not credit others, suggesting that all outside of experimental economics is inferior. It explains holes in their knowledge and makes their priority claims
unreliable. §4 cites two hypothetical-task studies but they are not as close as studies mentioned above.

**random incentive system between-subjects** (paying only some subjects): p. 586 bottom: one of 10 subjects was paid for real.

**equate risk aversion with concave utility under nonEU**: As do so many economists, the authors equate risk aversion with concave utility. Unlike most economists, they are aware of the problematic nature of this equating and mention it in footnote 11 (p. 589). Yet, the confusions continue in their writings. If one uses the term risk aversion for concave utility as they do, then what term to use for what others call risk aversion? P. 591 2nd para claims evidence for risk aversion, which is solid if risk aversion concerns the empirical phenomenon of preference for expected value but less clear (because rarely properly separated and, therefore, concavity of utility usually overestimated) if it concerns concave utility. The confusion is aggravated because the authors cite Holt & Laury (2002) for it, who do not separate risk aversion from concave utility, and then spend 10 lines on their own work, but not on the ocean of other literature reviewed for instance by Starmer (2000). The beginning of §C shows that the authors do need the evidence for the claim of concave utility because they contrast the above with arguments for linear utility for small stakes.

**linear utility for small stakes**: They state it on p. 591, beginning of §C. Selten, Sadrieh, & Abbink (1999) found that the deviations from expected utility are stronger than those from linear utility, which for this context suggests that the approach of this paper generates bigger new deviations than the original deviations that it avoids.

My opinion summarized: Assuming linear utility for measuring discounting is better than the utility correction of this paper because EU utility captures more nonEU risk factors than true utility curvature for risk, let be for intertemporal.

P. 602: more error in risky questions than in intertemporal. %


{The famous Denmark data sets are used to test if risk attitudes change over 17 months. Don’t find systematic changes. Use EU and power utility (CRRA) to fit.}

{% Discussed measurements of risk attitude in a number of tv shows, in particular deal or no deal. Discuss data fitting only for EU, referring to a working paper for PT. %}


{% Argue for more use in psychology of maximum likelihood fitting techniques of econometricians. Do so in the context of DUR with prospect theory. %}


{% Yet another analysis of a Denmark data set, which they continue to call field study. This sampling was done in 2009 (p. 685). This time they focus on the magnitude effect, whose estimation is the contribution of this paper, and they allow for individual heterogeneity.

The abstract writes: “If the magnitude effect is quantitatively significant, it is not appropriate to use one discount rate that is independent of the scale of the project for cost–benefit analysis and capital budgeting.” I do not understand here why a descriptive finding can fully determine a prescriptive procedure.

real incentives/hypothetical choice, explicitly ignoring hypothetical literature: they explicitly ignore studies using hypothetical choice except some early ones, writing on pp. 671 bottom (& p. 678): “We concentrate our review on studies with real monetary rewards, but also discuss the earliest papers on magnitude effects that rely on hypothetical questions, and studies that allow for nonlinear utility functions.” They explicitly use the words “statistically significant” for every result of that kind.

P. 671 writes: “We carefully review the most important contributions here, and every other paper in Appendix A (available from the authors on request).” From that appendix we can learn what are unimportant contributions!

Pp. 684-685 again equates risky utility with utility for discounted utility, as the
authors do in other papers.

P. 685 writes: “This design does not assume that behaviour is better characterized by expected utility theory (EUT) or some other model.” suggesting full generality for their utility measurement, independent of whatever decision model is used. However, they simply use EUT to derive utility on pp. 686-687. P. 689 reiterates the claim: “Nothing in this inferential procedure relies on the use of EUT, or the CRRA functional form.”

P. 685 writes that there were 40 intertemporal choices and 40 risky choices, where each subject had a 1/10 probability to play one for real for each of these two 40 tuples.

They measure probability weighting but use the RIS, something strongly criticized by Harrison & Swarthout (2014).}


{ For N = 413 subjects, representative for Denmark, measure discounting, finding average of 9% annually. Find little evidence of nonconstant discounting. The introductory §2 assumes that the cardinal utility function for intertemporal choice must be the same as for risky choice, via EU or other risk models. Although footnote 6 cites some of the several papers that elicit utility, to be used in intertemporal choice, directly from intertemporal choice, the rest of the paper continues to assume that it must be derived from risky choice. P. 20 seems to take the issue up, writing: “We also assume that the same utility function that governs decisions over risky alternatives is the one that is used to evaluate time-discounted choices. This assumption has been criticized recently, and we take up those issues in Section 7.” However, Section 7 does not discuss this issue. It does discuss risk and time, but not the issue of cardinal utility.

**real incentives/hypothetical choice, explicitly ignoring hypothetical literature:** p. 27 on hypothetical choice: “We ignored all hypothetical survey studies, on the grounds that the evidence is overwhelming that there can be huge and systematic hypothetical biases. It is simply inefficient to take the evidence from hypothetical survey studies seriously.”

%}


Chess players on internet do more effort, and play better, if they are close below their personal best, or some round number times 100. They are more likely to quit playing if they just exceeded the mentioned thresholds. The authors model this through a utility function that jumps discontinuously up at the threshold, when of course it is natural that this happens. The phenomenon is typical of the particular context of these sports, and the salience and special value of personal records. I would not call this loss aversion, for one reason because it involves a term rather than a factor, for another reason because I would call this basic utility. Also, it is not very representative of reference points in general.


Shows experimentally that ambiguity aversion leads to undervaluation of new observations but overpayment of getting info what true probability is.


Asset pricing with not only risk premium but also ambiguity premium. Ambiguity is modeled in two different ways: (1) In a theoretical analysis, the $\mu$ of a
supposed (log?)normal distribution having a 2nd order distribution imposed and then its variance reflects ambiguity. (2) Empirically, discrepancies in published forecasts. %}


{\% utility elicitation \%}


{\% Measure risk attitudes as the low real-payment treatment of Holt & Laury (2002) (take three times higher payments). N = 1094, nonstudent adults. Find similar results. questionnaire for measuring risk aversion: Relate risk aversion to smoking and other things. Risk aversion is negatively related with smoking, heavy drinking, overweight, seat belt non-use, and likelihood of risky behaviors. %}


{\% N = 239 subjects. Use choice list to measure one certainty equivalent per subject and fit EU with power utility to measure risk aversion, as in Holt & Laury (2002). Use real incentives with random incentive system. questionnaire for measuring risk aversion: Use this also, and correlate it with the power of utility. Find some correlation but not much. %}


{\% real incentives/hypothetical choice: for time preferences: professors sign promises. Let subjects make simple risky choices, and intertemporal choices, taking 14, 28, or 56 days delay. They avoid immediacy effect: Every payment is in two
weeks or more (p. 54 last para). They study interactions. People are less patient if there is risk, which is opposite to earlier findings, maybe because the earlier findings had immediacy effect but this paper doesn’t. This can be taken as a violation of generalized stochastic dominance (restrictiveness of monotonicity/weak separability).

I did not find relations between risk attitude and intertemporal attitude reported.


A statistical analysis of weight judgments of fisheries managers. Scale compatibility biases are estimated quantitatively, and are in agreement with qualitative predictions.

**paternalism/Humean-view-of-preference**: the authors argue for quantitative corrections based on estimations of scale compatibility biases.


Try the Rawls/Harsanyi veil of ignorance out empirically. Some participants receive information about probabilities of being each member of society, others don’t get probabilistic information. Rawls minimax criterion could be explained as an extreme degree of uncertainty aversion. Empirically, the participants with unknown probabilities are not more ambiguity averse than those with known, and rather it is the opposite (ambiguity seeking). So, this empirical finding could be contrary to ambiguity aversion. Not very easy to interpret because equity etc. is also going on.

Cognitive ability is related to choice error. In stimuli where choice error, e.g. due to regression to the mean, increases risk aversion, this relation can generate a spurious relation between cognitive ability and risk aversion. This is what this paper shows experimentally.

P. 1132 3rd para: in a choice list with more risk-averse choices provided than risk-seeking, error of the kind of regression to the mean need not increase risk aversion if the mean is risk aversion. 


They suggest an improved way to correct for noise in risky choice data, by reckoning with heterogeneity of noise, although, as they write, the econometric technique is well known. Then cognitive ability is related to noise and not risk preference, similar for age and education. The big five correlate more with risk attitude and less with noise.

They use an old (2008) data set. They only consider 50-50 lotteries. Unfortunately, they assume EU (with logpower, CRRA, utility) and do not consider probability weighting. P. 202 erroneously writes: “By keeping probabilities fixed, we do not address potential effects from probability weighting (Quiggin 1982; Fehr-Duda and Epper 2012).” This would be true under 1979 OPT (at least for mixed prospects or for the separable variation of OPT, and as long as no degenerate prospects (certain outcomes) are involved), but certainly is not true under Quiggin’s RDU or 1992 PT. It also implies that they only consider risk aversion, and not insensitivity.


Uses Siniscalchi’s (2009) vector EU to obtain optimality results.

{Survey among 10,000 economists what they think about their field. Most want more policy relevance and more interdisciplinary, for instance. A problem with this study, which cannot be avoided, is that such majority opinions are predictable and cheap talk and I learn nothing from it. But, as said, this cannot be avoided, and still good that the authors did this survey. May I add that claims of policy relevance are cliché in my field today (2022), maybe because referees and editors think (thought!?) that they should push them, and they usually lead to weak texts.


They essentially test the Machina’s mom example of Machina (1989) experimentally. Here an a priori fair lottery gives a prize to Abigail rather than Benjamin, but after that done Benjamin takes the ex post position and argues that it is unfair to just give to Abigail, and better that the lottery be repeated.


The authors compare the convex-set method for measuring discounting of Andreoni & Sprenger (2012 American Economic Review) with the measurement of Andersen et al. (2008, *Econometrica*). The latter measured utility using risky
choice and EU and then used this to measure discounting. That is, they used risky utility to serve as intertemporal utility. The former method fitted intertemporal utility to intertemporal choice, which is the more natural way to go, as in Abdellaoui, Attema, & Bleichrodt (2010, EJ) or Abdellaoui, Bleichrodt, & L’Haridon (2013 JRU), works not cited by the authors. They use power utility and quasi-hyperbolic discounting to fit. Unsurprisingly, the risky EU utility function is way more concave than the intertemporal utility function. The latter is close to linear. (linear utility for small stakes) As many studies on prospect theory have shown, the EU utility function is too concave because it also captures the risk aversion generated by probability weighting. The authors show no awareness of this literature, nor of the Nobel-awarded prospect theory, following a tradition in experimental economics as in Holt & Laury (2002) and others.

To define their intellectual position and level, the authors side with Andersen, Harrison, Lau, & Rutstrom (2008), as appears from many parts in their paper:

- P. 452: “However, in an important recent contribution,
   Andersen et al. (2008) …”
- P. 452: “This observation has reset the investigation of new
elicitation tools. …”
- P. 452: “Andersen[,] et al. (2008) (henceforth AHLR) offer the
clever use of …”
- P. 463, §4, 1st line describes the two methods as “two
recent innovations”

P. 1 footnote 2 gives a nice discussion of the outside-market arbitrage problem in intertemporal experiments. (time preference, fungibility problem)

Nicely, this paper also does a predictive exercise, where their convex method fares better than the Andersen et al. method.

P. 459: Taking linear utility in binary choice, they estimate an annual discount rate of 102%. This is absurdly high of course. Bringing in the (overly) concave utility reduces it to 47%, which still is extreme. Their convex method instead, gives annual discounting of 74%, which again is very very high.

Section 3.2.3 explains why the authors used no probabilistic model: They considered Luce’s error model but take it up on its weakest point: that it predicts violations of dominance (through irrational switchings), which are not found much in the data.
When justifying a new model by comparing with an existing model in a horse race, one of several difficulties usually is that there is no existing gold standard. So, whatever existing model one takes, many readers will think that it is not interesting because they think that the existing model chosen is not the best one. This happens with me reader here. 


Propose a model of deviation from EU only at certainty, which is enough to expain all kind of data. My difficulty is that I see nothing new in this paper, because these things have been well known and investigated before. My keyword EU+a*sup+b*inf gives references. 


real incentives/hypothetical choice: for time preferences: Students get paid money in some hours and in some months. They use the RIS. 

decreasing/increasing impatience: Find counter-evidence against the commonly assumed decreasing impatience and/or present effect. This may be because they have a front-end delay, as they point out. They give theoretical arguments (p. 3347) but cite no empirical evidence. Attema, Bleichrodt, Rohde, & Wakker (2010, Management Science) find it too and on p. 2026 cite a dozen other studies finding it. The above keyword (decreasing/increasing impatience) gives literature in this annotated bibliography.

SUMMARY
Subjects can do weighted allocations of tokens over one time point near (some hours) and one some months (1, 2, or 3) ahead. The authors assume time-separable discounted utility, and fit the discounted utility model with power utility with a time-dependent transfer parameter that may reflect background
consumption (Stone-Geary utility functions). They find utility close to linear (power 0.921), but still significantly different from linear.

**NOVELTIES**

Until Jan. 2022 I thought that one novelty of this paper for intertemporal choice is that it simultaneously fits discounting and utility to data. January 2022 I realized that Abdellaoui, Attema, & Bleichrodt (2010) had done that before. (They give both parametric and nonparametric estimates.) So then only remains as novelty that it has subjects choose from continua of stimuli.

Regarding the simultaneous measuring of discounting and utility, discounted utility, and prospect theory alike, face the difficulty that there are two subjective functions to be estimated, where to estimate one function one would like to know the other. Thus nonparametric estimations are not so easy to conceive, but have still been found (Abdellaoui 2000 and others for risk; Abdellaoui, Attema, & Bleichrodt 2010 for time; Attema, Bleichrodt, Rohde, & Wakker (2010, Management Science), also for time, writing on p. 2016, on Method 2: “The latter approach is the first one available in the literature that measures the discount function in an entirely utility-free manner.”). Parametric econometric fitting in one blow is of course possible with no problem, and for risk and prospect theory this has often been done. Why it was long time not done before for intertemporal choice is puzzling. This paper does it. But Abdellaoui, Attema, & Bleichrodt (2010) did it also with parametric fitting, before.

As regards the only remaining novelty, not letting subjects choose from pairs but from multiple objects, even continua, has often been done in risky/uncertainty choice. Examples are proper scoring rules, and many experiments that ask subjects to divide money over different risky investments. Choi, Fisman, Gale, & Kariv (2007 American Economic Review) nicely did so with choices from budget sets. Again, this had not yet been done in intertemporal choice, and this paper may be the first to do it. A useful move. A drawback is that this approach has biases of its own, such as the compromise effect, of subjects, partly driven by experimenter demand, too much choosing middle answers and no corner solutions. Thus I expect the number of corner solutions reported on p. 3344 to be an underestimation, and the curvature of utility an overestimation (even if it is already close to linear). I also conjecture that simulations with most models will show that for these stimuli it should nearly always be corner solution.
Thus, the paper is a routine contribution, extending an idea from risk to intertemporal, but it is useful. The implementation of real incentives (p. 3339) is careful, so much that the self-praising “unique steps” (p. 3337 middle) is justified.

PROBLEMS WITH INTERPRETING UTILITY

A difficulty in the writing is that the paper takes Andersen et al. (2008, Econometrica) as the state of the art, probably misled by the prominence of the journal Econometrica (p. 3334 l. 10 ff. “An important step”), and guided by Andersen et al. being experimental economists as are the authors here. I conjectured this difficulty in my comments on this paper in versions of this annotated bibliography before 2015. A confirmation is available since 2015, from Andreoni & Sprenger (2015) “Risk Preferences Are not Time Preferences: Reply (#14),” American Economic Review, p. 2287 2nd para: “the work that we saw as the best and most impressive was that by Andersen et al. (2008).” Andersen et al. “solve” the problem of two unknown intertemporal functions (utility and discounting) by measuring utility from risky choices, assuming expected utility uncritically. This was an unfortunate move. Most people had not done this before because they knew it does not work. Thus Cohen, Jaffray, & Said (1987, p. 11), preceding Holt & Laury (2002) by 15 years, wrote: “The reason why subjects’ risk attitudes are not correctly conveyed by the conventional definitions may simply be that these definitions, despite their intrinsic character, take their origins in the EU [expected utility] model, and therefore share in its deficiencies.” An advanced study separating out intertemporal utility by measuring, yes, intertemporal utility rather than risky utility, is Abdellaoui, Attema, & Bleichrodt (2010, EJ, not cited by Andreoni & Sprenger). See also Epper et al. (2011), cited below.

Utility from EU captures risk attitude (and does not do so very well) and therefore is not suited to be used in other contexts. A number of keywords in this annotated bibliography starting with “risky utility u =“ give over 100 references on this topic, dating back to the 1950s. Sentences such as

“the two elicitation methodologies ostensibly measure the same utility concept” (p. 3353)

and

“require further research on the relationship between risk and time preferences. This work is begun in Andreoni & Sprenger (2012b).” [p. 3349 italics added here]

suggest that the authors are not really aware of these ideas (despite some
literature added on p. 3335 end of 3rd para, with Allais 1953 not fitting there). Their conclusion

“These findings suggest that the *practice* of using HL risk experiments to identify and correct for curvature in discounting may be problematic” [p. 3353; italics added]

therefore will not surprise many people, and again shows their focus on Andersen et al. (2008). P. 3354 writes that there is no correlation between risky HL utility and intertemporal utility.

Epper, Fehr-Duda, & Bruhin (2011 JRU; not cited by Andreoni & Sprenger) use utility, inferred from risky decisions, to measure discounting, but use the better prospect theory instead of Andersen et al.’s (2008) expected utility to measure utility, and so as to have the separation of marginal utility and risk attitude more plausible.

They mostly use CRRA utility with time-dependent location shifts (Stone-Geary) as extra parameter. %}


{% time preference: comparing risky and intertemporal utility. Earlier versions of this paper put central that a utility function measured for intertemporal choice can be different than a utility function measured for risky choice. The naïve title (and some cross references in the accompanying paper Andreoni & Sprenger 2012, *American Economic Review* 3333–3356) still refer to that idea, and it is reiterated by Andreoni & Sprenger (2015 “Risk Preferences Are not Time Preferences: Reply (#14),” *American Economic Review* p. 2292). However, this point has been too well known (see keywords with “risky utility u=” in this annotated bibliography, giving over 100 references). Fortunately, in this published version the authors removed such claims. Nevertheless, quite some novices to the field have been misled, probably by early versions of the paper, to cite Andreoni & Sprenger for the “discovery” that risky utility need not be the same as intertemporal utility. A mature paper with good empirical tests and mature interpretations of the relevant issues is Abdellaoui, Bleichrodt, L’Haridon, & Paraschiv (2013, Management Science).

The contribution that remains is as follows.

The authors use the same, impressive, design as Andreoni & Sprenger (2012,
American Economic Review 3333–3356). Subjects invest part of money received in a, possibly risky, soon payment (in some hours) and the rest in a, possibly risky, late payment (in some months), with the late return per invested unit exceeding the soon return so as to make up for impatience/discounting. The risk is always resolved immediately, also for later payments. Subjects’ choices are used to infer their risk/time attitude. The classical model for these risky intertemporal stimuli is discounted expected utility, with no interactions between risk and time attitude.

The authors focus on three phenomena in this paper. The first is the common ratio effect but with no riskless prospects involved. There they find no violations of classical discounted expected utility, in agreement with most of the literature.

The second phenomenon focused upon is the common ratio with one riskless prospect involved, as in the Allais paradox. For instance, for a sure outcome \(\alpha\) and a risky prospect \(x\), \(\alpha > x\) but \((\alpha_{0.25}0) < (x_{0.25}0)\) is the common ratio paradox, violating expected utility. They find this for \(\alpha\) an intertemporal outcome and \(x\) a lottery over intertemporal outcomes. This phenomenon has often been observed before. The authors point out that this, of course, need not entail a violation of prospect theory. It was one of the main motivations for developing prospect theory.

[Added July 2014: My analysis below follows the theoretical assumptions of this Andreoni & Sprenger paper. Cheung (2015), Epper & Fehr-Duda (2015), and Miao & Zhong (2015), all in AER, pointed out another problem: In the experiment, there was not one joint probability over early-late payments, but those probabilities were always independent. This invalidates the theoretical analysis of A&S. I nevertheless keep the analysis below, showing that there are more problems in A&S’s analysis even if they had done the above right.]

restrictiveness of monotonicity/weak separability: The third phenomenon is interpreted as a special kind of common ratio by the authors, but I prefer to interpret it as a generalized stochastic dominance. Now there are two riskless outcomes. If, for two riskless outcomes, we have \(\alpha > \beta\), then by generalized stochastic dominance we should have \(\alpha_{0.25}0 > \beta_{0.25}0\). (More generally, in every lottery we should prefer replacing \(\beta\) by \(\alpha\) under generalized stochastic dominance.) The authors call this common ratio with the two probabilities 1 in
the first choice but both reduced by the same factor 0.25 for the second choice, and also group it under “direct preference for certainty.” As said, I prefer to relate it to generalized stochastic dominance. The violation does not reflect direct preference for certainty, but instead a changed evaluation of outcomes under certainty than under risk. For monetary outcomes $\alpha, \beta$, generalized stochastic dominance is regular stochastic dominance and is obvious and trivial. For general multiattribute outcomes, generalized stochastic dominance, even if rational, may easily be violated empirically. Diecidue, Schmidt, & Wakker (2004) use the term ordinal equivalence for what I called generalized stochastic dominance here, and describe the phenomenon as follows (their p. 248), giving references that find empirical violations of it:

“For general outcomes, e.g. multiattribute outcomes or commodity bundles, ordinal equivalence is not self-evident because the tradeoffs made between commodities may be different under risk than under uncertainty. For example, chronic health states are two-dimensional outcomes, with one dimension specifying a health state and the other the duration of that health state. Subjects may prefer (blind, 25 years) to (full health, 20 years) but may prefer the riskless gamble $(1/2: (full health, 20 years); 1/2: (full health, 20 years))$ to the more complex gamble $(1/2: (full health, 20 years); 1/2: (blind, 25 years))$. Such discrepancies have often been found when measuring quality of life through the “time-tradeoff method,” a method that uses riskless preferences of the former kind, and the “standard-gamble method,” which uses risky preference of the latter kind (Miyamoto & Eraker, 1988, pp. 17–18; Lenert et al., 1997).

Bleichrodt and Pinto (2002) observed a direct violation of ordinal equivalence. Participants preferred death to a severely impaired health state following stroke. However, if these outcomes resulted with probability .25 (.75 probability of full recovery), then the preferences reversed.” [Death and stroke are not explicitly modeled as multiattribute here but are similar.]

I add here that Bleichrodt & Pinto (2009) found, with FH denoting full health and X some health state, $(FH_{0.75} \text{death}) > (FH_{0.75} X)$ but death $< X$, which can be taken as yet another violation of generalized stochastic dominance. A special case arises if multiattribute outcomes are intertemporal (streams of) money. It is well known that the presence of risk affects the present bias (also called immediacy effect),
weakening it. For example, 
(now, $100) > (delay, $110)
but 
(now, $100)_{0.250} < (delay, $110)_{0.250}
is a typical finding. Andreoni & Sprenger find this phenomenon also. They point out that it entails a violation of prospect theory. However, it entails a violation of all theories with generalized stochastic dominance, which is virtually all presently existing, and not just prospect theory. In its quantitative form (proportion of investment in presence versus future) it is a strict test of generalized stochastic dominance because any distorting factor affecting the tradeoff between time and outcome for 
(now, $100)_{0.250} \text{ versus } (delay, $110)_{0.250}
differently than 
(now, $100) \text{ versus } (delay, $110)
will generate violations. That is, noise goes against the hypothesis here, and it would be statistically better to have a consistency check to assess noise and then do ANOVA type testing. Anyway, the only theory in the literature that can accommodate this finding, cited by the authors for this purpose, is the theory of the utility of gambling (utility of gambling), where riskless outcomes are evaluated by an entirely different utility function than risky outcomes, which is the topic of Diecidue, Schmidt, & Wakker (2004), and several other earlier and later papers.

The above violations of generalized stochastic dominance for the context of intertemporal choice have been known before. The earliest paper that I know, showing that the presence of risk moderates the present bias, is Keren & Roelofsma (1995; see my annotations there). Fudenberg & Levine (2011) predicted it in a theoretical model. Similarly, other papers have shown that delaying risks moderates the certainty effect. Anderson & Stafford (2009) find the opposite, with risk increasing impatience. Bommier (2006) presents a theoretical model on it.

If we let the multiattribute outcomes be lotteries themselves (why not?), then, with RCLA, generalized stochastic dominance becomes vNM independence, clearly showing the nontrivial nature of the condition, and that it is not surprising to have it violated for multiattribute outcomes.
Not the same phenomenon, but related, is that risk attitudes for future risks can be different than for present risks, with often less risk aversion for future risks. This was found in empirical studies by Abdellaoui, Diecidue, & Öncüler (2011), Baucells & Heukamp (2010), and Noussair & Wu (2006). Advanced theoretical models capturing interactions between risk and time are in Baucells & Heukamp (2012) and Halevy (2008).

Andreoni & Sprenger cite some of the above literature in the published version of their paper, but did not digest it enough to articulate the novelty of their contribution relative to it. For instance, the sentence in the intro (p. 3558) “The question for this research is whether the common ratio property holds both on and off this boundary of certainty in choices over time.” suggests that they are just redoing the well-known tests of common ratio. Their contribution is, as I see it, not that they found new phenomena, because they only reconfirm preceding findings from behavioral economics on common ratios and generalized stochastic dominance known before. Their contribution is that they do so in a very good experiment with good stimuli (multiple choice) and a good implementation of real incentives, bringing in the bigger experimental rigor of experimental economics. For the attenuation of the present bias due to the presence of risk, their paper is probably the best demonstration presently (2013) available.

The authors conclude their paper enthusiastically: “This intuition … may help researchers to understand the origins of dynamic inconsistency, build sharper theoretical models, provide richer experimental tests, and form more careful policy prescriptions regarding intertemporal choice.”

“risky utility $u =$ “), because they still put it forward as their “primary conclusion” when writing: “None of these challenges the primary conclusion of or study: that risk preferences and time preferences are not the same.”


{PT, applications: Dynamic risk preferences estimated from trading in sports-wagering market using prospect-theory. Find mild utility curvature, moderate loss aversion, and probability overweighting of extreme outcomes (inverse-S). Conclude that prospect theory can better explain the prevalence of the disposition effect than previously thought.}


{information aversion: They consider an Epstein-Zin-Kreps-Porteus model, but with Gul’s disappointment aversion model. Then aversion to information can result, and they have parameters for that. Basically, you may want to avoid info so as to avoid disappointment. They apply it in all kinds of economic models, such as in consumption/saving.}


{Use a data set of betters on football games and fit PT (they write CPT). As objective probabilies they take the betting odds of the bookmakers, which are well calibrated. They confirm all findings of PT, with concave utility for gains, convex utility for losses, probability weighting inverse-S for gains and losses, and loss aversion, although less strong than traditionally thought. A restriction for these results is that they fit parametric families that do not really allow for different patterns. For instance, utility is logpower (CRRA) with the same power for gains and for losses and, hence concave utility for gains must be accompanied by convex utility for losses. Probability weighting for losses is taken the same as for gains. Thus both utility and probability weighing do not permit deviations from reflection.
They consider mixture models where subjects can turn either of probability weighting or loss aversion on or off. 2/3 of subjects have loss aversion, but all have probability weighting. So, they conclude that probability weighting is more important than loss aversion. Their subjects are mostly risk averse. They are of course not a representative sample, but people attracted to gambling. The authors write that subjects are not risk seeking but skewness seeking, and this is why they gamble even though being risk averse. %}


{\% PT, applications: Dynamic risk preferences estimated from trading in sports-wagering market using prospect-theory. Find mild utility curvature, moderate loss aversion, and probability overweighting of extreme outcomes (inverse-S). Conclude that prospect theory can better explain the prevalence of the disposition effect than previously thought. \%


{\% revealed preference \%}


{\% \%}


{\% \%}

Anger, Bernd (1972) “Kapazitäten und Obere Einhüllende von Massen,”
*Mathematische Annalen* 199, 115–130.

{\% Theorem 3 of this paper is, actually, more general than Schmeidler’s (1986) result, characterizing when a functional is a Choquet integral. If \( E \) (the state space) is finite, \( R \) is the collection of all subsets of \( E \), and \( H \) is the set of functions from \( S \) to \( \Re^+ \), then all topological assumptions of Anger (see, for instance, the top of p. 246) are satisfied, and readers not knowing these can restrict attention to the finite case as mentioned. Definition 2 gives a condition weaker than comonotonic additivity. It amounts to imposing additivity only for functions \( f, g \) such that \( g \) takes its minimal value whenever \( f \) is not maximal. The latter restriction implies comonotonicity of \( f \) and \( g \). (The author only states the condition for normalized functions, and assumes positive homogeneity separately. Schmeidler (1986) stated his comonotonic additivity in general, in which case it, together with other natural conditions, implies positive homogeneity.) In Wakker (1990, *Fuzzy Sets and Systems*) I used the term minmax-relatedness for the condition for \( f \) and \( g \) mentioned above. Chateauneuf (1991, JME, Axiom 5) also used this weakening. Schmeidler’s comonotonic additivity immediately implies Anger’s Definition 2, and quickly implies positive homogeneity, after which Schmeidler’s theorem follows from Anger’s. %}\}


{\% %}\}


{\% Textbook on behavioral economics.

Paul van Bruggen recommended this book to me 4-4-2019. %}\}

Paper explains how behavioral economics arose, and explains how it came from the cognitive revolution in psychology, leading to behavioral decision research (BDR) in psychology, and then to behavioral psychology.

It nicely shows the analogy between developments in psychology such as behaviorism etc. and the ordinal revolution in economics.

They assume, as do Bruni & Sugden (2007), that behavioral economists do not accept the revealed-preference paradigm but want introspective psychological inputs. I think that the link is less strong. Virtually all papers by Kahneman & Tversky use only revealed preference inputs. I discuss it more at the Bruni & Sugden (2007) paper.

P. 27, on the cognitive revolution: “As a result, they were cautious not to commit the mistakes that were committed by early twentieth-century psychologists and which had been identified by behaviorists.”

§4.4 calls the function $1/(1+kt)$ simple hyperbolic. %}


% https://doi.org/10.2307/3001665

Seems to show that if you can stop sampling when you want, but then to classical statistics hypothesis testing as if the sample size had been determined beforehand, then you can get to reject the null with probability 1, also if the null is true. %}


What is called the Anscombe-Aumann framework “these days” (1990-2022 etc.) is described in §13.1 of Fishburn (1970). It is two-stage with first horses and then roulette, and leaves out the first stage that Anscombe-Aumann have.

Results similar to this paper had been around and probably people knew this before, but no one stated it as nicely as Anscombe-Aumann. Arrow (1951, Econometrica, p. 431/432) describes a state-dependent version, citing unpublished papers by Rubin (1949) and Chernoff (1949), and oral contributions by Savage. The Chernoff paper was published in Econometrica in 1954, so, after
Arrow’s paper; see comments there.

What is usually called monotonicity in the Anscombe-Aumann framework (replacing a roulette-lottery conditional on a horse by a preferred roulette-lottery improves the act) would better be called (weak) separability. Monotonicity w.r.t. an objectively given predefined ordering such as the natural ordering on the reals can, indeed, be called monotonicity. Increasing a monetary payoff in a lottery, or one of the commodities in a commodity bundle, concerns monotonicity. In the Anscombe-Aumann framework, however, it concerns a subjective preference relation over lotteries to be derived from preferences, and then it is a kind of separability. Here it is more conceivable that the subjective ordering of lotteries conditional on one horse is affected by the lottery received conditional on another horse, entailing a violation of monotonicity or, rather, separability. It underlies the backward induction optimization of the Anscombe-Aumann framework. In the modern applications of the Anscombe-Aumann framework under nonEU such as ambiguity about the horse-events such violations are VERY conceivable, and almost by definition are what ambiguity entails. My book Wakker (2010 Figure 10.7.1) gives an example. This is a big drawback of the use of the Anscombe-Aumann framework to study ambiguity. Because of this reason, some people including me have argued that the order of events in the Anscombe-Aumann framework is unfortunate for studying nonEU for horse events and then better the roulette events PRECEDE the horse events (Wakker 2010 §10.7.3; Wakker 2011 Theory and Decision p. 19 penultimate para).

Anscombe-Aumann monotonicity can be called weak separability because it only concerns single horse states and not composite (overlapping) horse events. The theorem can be obtained as a corollary of Harsanyi (1955), as pointed out by De Meyer & Mongin (1995).


{\% Seems to discuss consequentialism. \%


{\% updating: testing Bayes’ formula: under EU and RDU. \%}
Antoniou, Constantinos, Glenn W. Harrison, Morten I. Lau, & Daniel Read (2015)

{% Could have been a useful list of papers in utility theory dating before ’71. But,
unfortunately, there are so very many typos that the list is no use. %}

Aoki, Masahiko, John S. Chipman, & Peter C. Fishburn (1971) “A Selected
Bibliography of Works Relating to the Theory of Preferences, Utility, and
Demand.” In John S. Chipman, Leonid Hurwicz, Marcel K. Richter, & Hugo F.
Sonnenschein (eds.) *Preferences, Utility, and Demand*, 29–58, Hartcourt, New
York.

{% Assume the usual Savage (1954) framework for uncertainty. This paper assumes
that the outcome set is $\mathcal{X}$ and, further, that utility is linear. This amounts
mathematically to the same as the Anscombe-Aumann framework but avoids a
number of drawbacks of AA. The paper assumes rank-dependent utility, i.e.,
Choquet expected utility, with $v$ denoting the capacity/weighting function. $I$
denotes the Choquet integral, i.e., the certainty equivalent. Two acts $X, Y$ are anti-
comonotonic if $X, -Y$ are comonotonic. Anti-comonotonic superadditivity: if
$X, Y$ are anti-comonotonic, then $I(X+Y) \geq I(X) + I(Y)$. Theorem 1: Anti-
comonotonic superadditivity if and only $v$ is convex (pessimistic) both at the
impossible and universal event.

The paper also considers generalizations in the spirit of Anger (1977),
Chateauneuf (1991), and Wakker (1990 Fuzzy Sets and Systems), where one
does not consider comonotonic acts but only the more restrictive maxmin-
relatedness: in every state of nature, either one act is maximal or the other is
minimal. %}

Aouani, Zaier, Alain Chateauneuf, & Carolina Ventura (2021) “Propensity for
Hedging and Ambiguity Aversion,” *Journal of Mathematical Economics* 97,
102543.

{% Adverse selection is well known. But sometimes the oposite happens:
advantageous selection. This paper cites literature on it, and analyzes it using the
expectation-based Köszegi-Rabin loss aversion. %}

{% revealed preference: Do revealed preference theory but with reference dependence included. Consider conditions for dependence on the reference point such as preference cycles generated by different reference points (*RD-chains*, p. 431), and status quo bias where \( x > y \) under reference point \( x \) and \( y > x \) under reference point \( y \) can be, but not the other way around, and an extension of Plott’s path dependence where end results should not depend on initial reference points. Focus on the case where, as in Bleichrodt (2007, 2009), the reference point is always assumed present in the choice set, so that there is incompleteness of preference below the reference point. %}


{% The authors introduce the swaps index: The minimum number of preferences that should be reversed for the preferences to fit some model. They analyze it in the context of revealed preference. This field has the unfortunate tradition of using the term rational in a naive formal way to designate maximization of a weak order, and this paper follows this tradition. %}


{% http://dx.doi.org/10.1257/aer.104.6.1793

Do not find endowment effect with isolated tribes (Hazda), but do find it with tribes that have contact with much of mankind. All tribes are Hazda from Tanzania. Whereas List (2003) found no endowment effect for sports cards traders with much market experience, the authors here find it for the tribes with most market experience. %}

People discount delayed gains (where the default is to receive a smaller gain sooner) more than accelerated gains (where the default is to receive a larger gain later). For losses, the pattern reverses—people discount delayed losses less than accelerated losses. The authors use a psychological Query Theory to analyze these points in hypothetical choices with big groups from internet.


Incorporate precautionary savings and higher order risk attitudes, when decisions are made by pairs of individuals. For the first two moments, the pair inherits properties from the individuals, but for higher moments this is not so.


Updating under ambiguity with sampling: An interesting point of this paper is that ambiguity is generated through missing information, with an incomplete data set.

The first part of the paper is theoretical, discussing a number of attempts to define ambiguity aversion endogenously (Epstein & Zhang 2001; Ghirardato & Marinacci 2002; Nehring 1999). The theoretical analysis considers only convex or concave weighting functions, with \(1 - W(A) - W(A^c)\) type measures of ambiguity aversion. (Ambiguity = amb.av = source.pref, ignoring insensitivity)

The second part presents two experiments. Subjects could gamble on the color of a ball drawn from an urn with yellow and white balls. (Pity they did not take Ellsberg’s colors red and black; they also had signs O and X not discussed here.) Experiment 2 was the main one, discussed here first. It had two treatments. In the
first (precise info), they told subjects that 8 drawings with replacement from the urn gave 3 yellow balls and 5 white balls. A difficulty in ambiguity experiments with real incentives is always how to generate the ambiguity. Here the authors did it using deception (deception when implementing real incentives): They told results of samples that had not really taken place (especially regarding the missing information). 3-5 was not the result of a real drawing, but instead was the real composition. In the second treatment (imprecise info) subjects were told that of 8 drawings, 4 were yellow, 2 white, and 2 unknown color. (Again, this drawing had not really taken place.) Some subjects were asked the CE (certainty equivalent) of gambling NIS 150 on yellow, and others were asked the CE of gambling NIS 150 on white. Because subjects did not know what was offered to the others, and could not choose the color, there was no control for suspicion (suspicion under ambiguity). (The authors assume that ambiguity neutral subjects with imprecise info will treat it as if 3-5, but I find 2-4 more plausible there.) The CE for imprecise info (average 50.9) is lower than for precise info (average 65.3), suggesting ambiguity aversion. Note that the CE of precise info is high, suggesting risk seeking (or subjective probability close to a prior 0.5 rather than observed relative frequency of 3-8). Experiment 1, reported below, will suggest risk seeking rather than subjective belief. They did a similar experiment with more unlikely events, and found the same ambiguity aversion.

For completeness, here is the first experiment, which served as a kind of control. Experiment 1 has two treatments. The first treatment did not consider the main research question but was preparatory, and considered no imprecise info. They told subjects that 8 drawings with replacement from an urn gave 3 yellow balls and 5 white balls (precise info). Again, this drawing had not really taken place, so, it is a form of deception. In the second, control, treatment, subjects were told the true composition 3-5. Then they were offered the gamble of winning NIS 150 ($40) if a color drawn would be yellow, and a choicelist was used to measure the certainty equivalents (CE). Thus there was again no control for suspicion. In the precise-drawing info subjects could conjecture that despite this drawing the number of yellow balls still was low. The average CEs were 67.37 and 69.52 for the two treatments, suggesting that they were the same, and
suggesting that precise info is treated like objective probabilities. Btw., the CEs are remarkably high, with risk seeking. %}


{They show that finding regressors in linear regression is hard (NP-complete). Give arguments that, similarly, for an economic agent it is hard to find relations between facts each of which the agent knows. The latter reflects fact-free learning, where we get new insights not by getting information from outside, but merely by rethinking. Further discussions of NP-completeness and its empirical meaning. %}


{Archimedes (287–212 B.C.) “De Aequiponderantibus,” Syracuse.}

{Seems to show that comparisons to others and especially to one’s past determine the standard of satisfaction with income. %}


{proper scoring rules: Investigate mathematically when one optimal choice from a continuum of acts reveals the subjective probabilities of an agent, assuming expected utility. %}


{Field study in India and the US, finding that paying much to workers has a detrimental effect on their performance. Maybe they then need no more money and work less? (That’s how in 1980 my then 80-years old landlady Ms. Veenstra, who had been a rich colonist in Indonesia but lost all after the Indonesian liberation war second half of 1940s, justified to me that they gave low wages to the Indonesians.) %}


[https://doi.org/10.1162/00335530360535153](https://doi.org/10.1162/00335530360535153)

Show that, maybe, we only measure stable response heuristics, and stability need not imply the existence of fundamental values, due to many framing effects.

They use the nice term “coherent arbitrariness” for coherent choices that are coherent biases rather than coherent genuine preference. It is what Loomes, Starmer, & Sugden (2003 EJ) call the shaping hypothesis.

**coherentism**: although the authors do not really get into that, the term coherent arbitrariness nicely indicates disagreement with coherentism.


Aristotel lived from –384 till –322. Seems to have argued that happiness agrees with satisfying rules for good life. Seems in spirit of Pareto who wrote that for the rational person ophelimity (= descriptive pleasure) coincides with utility.

**conservation of influence**: Seems to write, according to Georgescu–Roegen
(1954, QJE, p. 510 footnote 3) on pp. 1133a-b: “all things that are exchanged must be somehow comparable … must therefore be measured by one thing … exchange if there were not equality, nor equality if there were not commensurability.” And he also seems to write there: “in truth it is impossible that things differing by so much become commensurate, but with reference to demand they become so sufficiently.”

Seems to have distinguished between nature and artifice. Scipion Depleix (1603) seems to have written: “According to the Aristotelian philosophy, nature behaves unnaturally under constructed, artificial circumstances. Experiments do not teach us anything about natural processes.”

Aristoteles, Ethica Nicomachea.

{% Nice survey on the existence of gambling. %}


{% paternalism/Humean-view-of-preference ?

Considers three kinds of errors:

(1) Strategy-based errors occur when the cost of extra effort outweighs the potential benefit of additional accuracy.

(2) Association-based errors (semantic memory) are costs caused by wrong associations due to special words etc.

(3) Psychophysically based errors are due to nonlinear perception of linear things.

At first I found the division ad hoc. Ad (3) for instance, what about stimuli that do not constitute a continuum, or are not even numerical, or are nonlinear? Ad (2), is all our knowledge memory and/or association? Then I took them as the author’s way of indicating broader categories: Maybe (3) concerns perception, (2) cognition, and (1) how we turn the other two into actions? As often with psychologists, each single example is not convincing and may have many other explanations, but together they do bring the picture. Weak is that the author confuses reflection and framing, as pointed out by Fagley (1993). (loss aversion: erroneously thinking it is reflection)

P. 492 ff. on debiasing is interesting. Giving examples of innate mistakes that are not reduced by incentives, but by clarifications. P. 494 1st para: “To diminish an association-based judgment error, neither the introduction of incentives nor entreaties to perform
well will necessarily cause subjects to shift to a new judgment behavior. Instead, it will be more helpful to instruct the subjects in the use of a behavior that will add or alter associations.”


 eminent cost


% Find that reference points are moved in direction of recent changes, but stronger so for gains than for losses.%


% ordering of subsets: taken as principle of complete ignorance %


% The authors seem to think that Fox & Tversky (1995) introduced ambiguity aversion.

This paper seeks to criticize Fox & Tversky (1995, QJE). They test the Ellsberg paradox, but do not let the subjects choose the color so that there can be reason for suspicion (suspicion under ambiguity). No real incentives are used. Their proposed theory with the ratio (“tradeoff measure”) at the bottom of p. 16 resembles α-maxmin, where the ratio is α, which in several papers in the literature can depend on the prospect in particular ways. %


% Subjects can choose between known (C) and unknown (B) Ellsberg urn, and also 2nd order probability Ellsberg urn (B*). The latter is between C and B in data. But then they also do decision from experience (subjects are told nothing and have to sample). This they do only for C and B*, not for B (in the latter Bayesian learning
about the composition would happen). They do not control for suspicion (suspicion under ambiguity). In the experience treatment, C and B* just generate the same probability at a prize. The authors do not explain if in experience subjects only hear about the prize or also about the outcome of the random mechanisms. In the former case, C and B* would be just the same to the subjects. 


{% random incentive system between-subjects (paying only some subjects): P. 406 ll. 4-8 below Eq. 1. In one treatment, for all subjects one decision was played for real ($D_i = 1$) (more precisely, some subjects knew this; but I skip details here). In another treatment, only 1/5 of the subjects played for real ($D_i = 0$) (see pp. 395-396). No difference was found. It suggests that not paying each subject at least one choice is doable. %}


{% probability elicitation: applied to experimental economics.

Measure beliefs through subjective probabilities in first-price auctions. Measure it by introspective judgment, quadratic scoring rule, and prediction (rewarding those whose probability estimates are closest to true objective probability). Argue that the third method is a good compromise between being incentive compatible (which it is only partly) and understandable.

inverse-S: They find that subjects throughout underestimate their probability of winning, going some against inverse-S. They find that probability weighting better explains data than utility curvature (which they call risk aversion: equate risk aversion with concave utility under nonEU), which supports the importance of probability weighting and prospect theory. %}

{% Investigate proper scoring rules, assuming EU. They investigate, both theoretically and empirically, how proper scoring rules are distorted by risk aversion, and what the effect is of increasing stakes or adding event-contingent stakes, depending on risk attitudes.

In the instructions, they explain the payments using a table, but they do not give instructions on what is good or bad. They emphasize much that their instructions do not use the concept of belief or probability. %}


{% https://doi.org/10.1287/mnsc.2015.2215

P.1956: The paper nicely rewrites the parameters of the two-parameter family of Prelec (1998). The authors write

\[ w(p) = \exp(\ln(a)[\ln(p)/\ln(a)]^b). \]  

(*)

(The family is an affine transformation at the level \(-\ln(-\ln(p))\).)

Prelec uses \(\alpha = b, \beta = (-\ln a)^{1-b}\).

Now \(a\) is the fixpoint, which may serve as an index of optimism, and \(b\), the derivative of \(w\) at the fixpoint \(a\), is an index of insensitivity. It has been pointed out in the literature, and also in my annotations below at Prelec’s (1998) paper, that his insensitivity parameter also impacts optimism/pessimism. This also happens with the parametrization in Eq. (*), be it to a lesser extent. Set the optimism parameter \(a\) at the neutral value \(a = 0.50\). Set \(b = 0.65\), say. The \(1 - w(p) - w(1-p)\) is always negative for \(p = j/1000\), with most extreme value 0.051 at \(p = 0.018\), showing optimism.

They pay by RIS.

**violation of risk/objective probability = one source:** Show that the source of risk (known probabilities) is not always weighted the same, but one can generate negative emotions, e.g., by making the events complex. Such a finding had been obtained before, as can be found through my keyword above. For instance, Chew,
Li, Chark, & Zhong (2008) had it.

I agree with the main message of the paper, that many things besides probabilities being unknown-versus-known or multi-stage-versus-single-stage play a role. The paper shows that complexity may be just as important. Uncertainty is a rich domain, and Ellsberg’s paradox has led most of the field—Ellsberg (2011) himself not included fortunately—to overfocus on probabilities being unknown, as much of the recent literature overfocuses on RCLA.

One thing I learn from this paper is that in the definition of ambiguity as uncertainty minus risk, one has to specify that risk is to be taken as neutral risk, without special emotions aroused. Fox, Rogers, & Tversky (1996) and Tversky & Fox (1995) also state this; see my related annotation there, added in 2022. I don’t end as negative as the authors do on p. 1960, end of §5.3: “Experimental measures of ambiguity aversion are thus contingent on the source of risk considered.” Here pragmatism and parsimony should prevail. I still like to take risk as one source, adding “emotion-neutral.” Tversky (personal communication) argued that risk (“chance” as he liked to call it) best be taken as one source.

Another limitation that I see is not that often there are more than one risk attitude, but rather that, let me say imprecisely first, there is less than one risk attitude. What I mean is that for uncertainty the thought experiment of all the same except that probabilities are known, is often too unrealistic to even consider. Then ambiguity attitude in the narrow sense of only difference between unknown-known probability is too uninteresting to consider. Then we should only look at an all encompassing uncertainty attitude. But for now the word “ambiguity” is the magic popular term in the field, so, for a decade or so to come (2017-2027) we will be dealing with this often meaningless concept.

This paper has nice ways of generating complexity other than through multistage. In Experiment 1, there are the known and unknown Ellsberg urns, but there is, in addition, a third treatment, a complex one, where draws from two known urns are combined but this is of course more complex than simply the one urn. They find that subjects treat the unknown and complex urns quite similarly, strongly correlated (p. 1958). I find this agreeing with my opinion that Ellsberg’s unknown urn is not about unknown probability but about weird silly urns. In experiment 2, two dice are thrown, each giving one of 10 numbers, numbered 0 … 9. In one treatment, simple risk, they just compose two-digit nos. 00 … 99 and
ask probabilities of number between 1 (included) and 25 (included), which has probability 1/4. In the other treatment, complex risk, they take the sum of the two throws. The event that the sum is between 2 (included) and 6 (included) also has probability 1/4 (the authors claim so and I trust them) but this is a complex risk. They find, in proper scoring rules, that people treat multistage and complex probabilities quite similarly, strongly correlated.

A difficulty is that the complex probabilities are simply too complex for subjects to get, so that for them it is not risk but ambiguity. The authors seem to discuss this somewhere but I don’t know where.

**source-dependent utility:** Experiment 1 & 2 find the same utility for different sources (p. 1956 & 1959).

The authors take (their versions of) the parameters of the Prelec family as indexes of pessimism and insensitivity. Both pessimism and insensitivity are larger for unknown and complex than for known (so, ambiguity aversion) in Experiment 1 (p. 1957). In Experiment 2, insensitivity is larger for two-stage/complex than for simple, but pessimism is the same (p. 1959).

**ambiguity seeking for unlikely:** they confirm ambiguity seeking for unlikely and aversion for likely.

P. 1961, §5.5, is more pessimistic on the source method than I am. The following sentence is their sentence in §5.5 but with everywhere “the source method” replaced by “utility theory,” “source function” by “utility function,” and “source (of uncertainty)” by “commodity”:

“Indeed, because it is context dependent, utility theory has an infinite number of degrees of freedom (i.e., a different utility function for each commodity). As a result, utility theory does not lend itself to out of sample prediction: knowing an agent’s attitude toward one commodity does not provide guidance as to the attitudes of that agent toward a different commodity.” Note that Abdellaoui et al. (2011) call the DOMAIN rich, not their model. Every ambiguity theory has to deal with source dependence. Multiple prior models will have to have different sets of priors for the Dow Jones index than for the Amsterdam index, and the smooth model will have to have different two-stage decompositions there. (And, what I empirically predict, deviating from KMM’s views, also different $\phi$ functions.)

P. 1963, Appendix C, suggests improvements of the statistics of Abdellaoui et al. I agree with this appendix. The authors write: “First, the t-tests conducted in Step 3
to compare the distributions of $w_d(j/8)$ across treatments are valid if one treats the $w_d(j/8)$ as (recoded) data, but they are not valid if one treats the $w_d(j/8)$ as econometric estimates, i.e., random variables whose standard deviations depend on the sampling error from the estimation of ...

This puts things exactly right. Outside econometrics, the first approach is common and we followed it.

The reason that Abdellaoui et al. used a two-step parametric approach, with an extra parameter $w(1/2)$ estimated, is that such a procedure can be interesting for interactive decision analysis sessions where $w(1/2)$ is a once-and-for-all correction factor. %}


{\% Model for calculation costs \%


{\% probability communication: Subjects are given probabilities in described (DFD) and experienced (DFE) format. The latter gives better understanding, with fewer biases. \%


{\% \%


{\% P. 39 gives many references on the relation between properties of Choquet integrals and properties of capacities. \%


Citation of Keynes (1921, p. 308).

“In order to judge of what we ought to do in order to obtain a good and to avoid an evil, it is necessary to consider not only the good and evil in themselves, but also the probability of their happening and not happening, and to regard geometrically the proportion which all these things have, taken together.”

Is this the first statement of the expectation principle, even more so in the context of the expected utility criterion to guide decisions, with also utility recognizable in the sense that the good and the evil are apparently assumed quantifiable because a geometric mean (I assume probability-weighted average) can be taken?


529 writes (for welfare and not for risk): “and in any case, it is an assumption of a totally different logical order from that of utility maximization itself. The older discussions of diminishing marginal utility as arising from the satisfaction of more intense wants first make more sense, although they are bound up with the untenable notion of measurable utility. However, their fundamental point seems well taken.”


P. 405 in this pre-Savage (1954) paper writes “the distinction between the two will be carefully maintained.” where “the two” means consequences versus acts.

P. 405/406 give some nice words on free will/determinism:
I do not wish to face here the question whether or not there is any “objective” uncertainty in the economic universe, in the sense that a supremely intelligent mind knowing completely all the available data could know the future with certainty. The tangled web of the problem of human free will does not really have to be unraveled for our purposes; surely, in any case, our ignorance of the world is so much greater than the “true” limits to possible knowledge that we can disregard such metaphysical questions.

P. 406: “In view of the general tradition of economics, which tends to regard rational behavior as a first approximation to actual, I feel justified in lumping the two classes of theory together.” That this was view in economics up to 1980s is stated also in opening para of McQuillin & Sugden (2012 p. 553). A nice accompanying citation is from Newton (1687): “I can calculate the motion of heavenly bodies, but not the madness of people.”

P. 407, on coexistence of gambling and insurance, mentions, as a class of economic phenomena that by their definition are concerned with uncertainty, insurance and gambling. Then writes, “A theory of uncertainty must account for the presence of both.”

P. 411, footnote 4, describes the idea of matching probability.

End of §3.1.1 seems to criticize Lange incorrectly for assuming cardinal probabilities if only ordinal info. Ordinal info about probabilities easily gives cardinal info because of additivity, if A,B,C are three exclusive and exhaustive
events, then $A \sim B \sim C$ immediately implies that their probabilities are $1/3$.

P. 418 etc. is on foundations of statistics, its early history, origin of Neyman-Pearson.

P. 419 defines, for potential surprise, the max and min operations for union and intersection, which will later underly fuzzy sets.

P. 421 writes “With the development of the utility theory of value in the 1870’s, Bernoulli’s proposal was found to fit in very well, especially in view of the common assumption of diminishing marginal utility of income.” Arrow gives no references from that period, unfortunately.

P. 422 mentions nonEU models though it seems to be only models based on moments.

P. 423: risky utility $u =$ transform of strength of preference $v$, latter doesn’t exist: “This argument, however, was undermined by the rise of the indifference-curve view of utility, due to Pareto, where utility ceased to have any objective significance, and in particular diminishing marginal utility had lost its meaning.” P. 425 repeats the point: “First, the utilities assigned are not in any sense to be interpreted as some intrinsic amount of good in the outcome (which is a meaningless concept in any case).”

P. 424: RCLA

P. 424/425: substitution-derivation of EU: not really, but gives ingredients. P. 424 states weak ordering, p. 424/425 the standard gamble (SG)-assumption, and p. 425 the substitution principle; impressive is Footnote 22 on p. 425, a point that I had found before reading it here after considerable thinking, and showing that Arrow really understood how to prove the result.

P. 425: “If, as seems natural, we demand that all utilities be finite,”

Early mention of maxmin EU: p. 429 second para describes it, and refers to Wald (1950).

P. 429: Wald’s maxmin criterion fully reflects the idea of complete ignorance P. 429/430 refers to Savage’s maxmin regret, apparently stated in a 1948 course, and also to Chernoff’s demonstration that IIA is then violated. So, Chernoff (1949, unpublished) already had an example of IIA.

P. 431: that de Finetti’s bookmaking is not reasonable for high stakes.

Pp. 431-432 describes a state-dependent version of the theorem of Anscombe & Aumann (1963), referring to Rubin (1949, 1950) and Chernoff (1949, 1950) for it.
P. 432 l. 1 describes the vNM independence axiom.

P. 432, sign-dependence (when discussing Shackle’s work): “The exposition is greatly complicated by his insistence on differentiating between gains and losses. It is completely unclear to me what the meaning of the zero-point would be in a general theory; after all, costs are usually defined on an opportunity basis only.”

Seems to mention early solutions to the St. Petersburg paradox that assumed nonlinear probability weighting.

criticizing Knight (1921) for low quality: Arrow is cynical and critical of Keynes in many places. %}


{% Seems to be among the first to use the state-preference approach where states of nature are like dimensions of commodity bundles.

Théorème 3: risk aversion under EU holds if and only if U is concave; only for 50-50 lotteries. (The risk aversion statement is discussed on p. 95, following the theorem. %}


{% P. 7 gives, for decision making under risk with a continuum of utility range, the reasoning that, under EU and completeness, U must be bounded by a variation of the St. Petersburg paradox, and refers to Menger for this point. %}


{% Axiom C4 is IIA, not in the Arrow-social choice sense, but in the revealed-preference sense, for multivalued choice functions. This is the first published version of the condition it seems. Nash (1950, Axiom 3) had a special case of this
condition (for single-valued choice functions, where it coincides with some other conditions). %}


{% Moral hazard. Seems to show that under actuarially unfair coinsurance (loading factor in insurance premium) and EU with concave utility, no complete insurance is taken. %}


{% %}


{% Seems to prove that deductible is Pareto optimal relative to coinsurance etc.
  Seems to be a famous result.
  An amusing pastime is to read justifications of axioms that authors give who don’t have any serious argument to give. Here is a strong, often cited, bluff act by Arrow (1971 p. 48): “The assumption of Monotone Continuity seems, I believe correctly, to be the harmless simplification almost inevitable in the formalization of any real-life problem.”

*criticizing the dangerous role of technical axioms such as continuity*}

1971, p. 52: probabilistic beliefs: If the probability distribution of consequences is the same for two acts, they are indifferent. Assumption 2.1.2 in Wakker (2010) calls it decision under risk.

1971, p. 64/65 shows that under his Monotone continuity axiom, utility function $u$ of Savage’s model must be bounded.

1971, p. 26/27: RCLA is rational (called utility boundedness theorem later (??))

1971, p. 35, seems to write: “the behavior of these measures as wealth varies is of the greatest importance for prediction of economic reactions in the presence of uncertainty.”

1971, p. 90/91: funny citation, “Brethren, here there is a great difficulty; let us face it firmly and pass on.”
1971, P. 96: on quadratic utility, “is unacceptable since it violates the principle of decreasing absolute risk aversion.”

**decreasing ARA/increasing RRA:**

(1) 1971, p. 96, on decreasing ARA (absolute risk aversion), seems to write: “seems supported by everyday observation.”

(2) 1971, p. 97, on decreasing ARA/increasing RRA, seems to write: “the hypothesis of increasing RRA [relative risk aversion] is not easily confrontable with intuitive evidence. The assertion is that if both wealth and size of bet are increased in the same proportion, the willingness to accept the bet (as measured by the odds demanded) should decrease. The hypotheses will be defended partly by its consistency with general theoretical principles and partly by its success in explaining economic behavior.” It seems that Arrow’s theoretical principle is based on the assumption that utility should be bounded from above and from below, which I find unconvincing as an argument.

**decreasing ARA/increasing RRA:** p. 103/104 seems to give an additional argument for increasing RRA.

Section 11.2 points out that government should not insure, because the stakes are (almost always) moderate given the budget of the government.

1965 in fact does DUR only. {%


{%}


{% Elaboration of Arrow (1965). Comments see there. %}

\% dynamic consistency: forgone-event independence: principle of conditional preference: “what might have happened under conditions that we know won’t prevail should have no influence on our choice of actions” \%


\% crowding-out: seems that he cannot believe what Titmuss claimed on payment for blood. \%


\% Z&Z? \%


\%


\%


\% Irrationalities in intertemporal markets and relevance to that of psychologists’ (K&T, etc.) findings. \%


\% coherentism: The paper takes, as a commonly accepted practice of those days, rationality as completeness and transitivity of preference. The beginning of §III, p. S390, points out that this deviates from everyday usage. It discusses rationality purely and only from the economic perspective, within economic markets and so
on. It, therefore, is not relevant for current (2018) debates in behavioral economics. \%


\%

Arrow, Kenneth J., Enrico Colombatto, Mark Perlman, & Christian Schmidt (eds.)

\%

Give duality conditions for optimization with quasi-concave functions. \%

*Econometrica* 29, 779–800.

\%

**principle of complete ignorance:** on this topic.

*ambiguity seeking for unlikely* and *inverse-S*: The $\alpha$-Hurwicz criterion is
inverse-S! It assigns $1-\alpha$ weight to the best outcome, no matter how unlikely. In
an Ellsberg unknown urn with many colors a gamble on one color gives generates
ambiguity seeking!

P. 2: “But how we describe the world is a matter of language, not of fact.”

*biseparable utility*. \%

Making under Ignorance.” *In* Charles F. Carter & James L. Ford (1972)
*Uncertainty and Expectations in Economics: Essays in Honour of G.L.S. Shackle*,

\%

**discounting normative:** seem to consider it OK normatively. Seem to write: “it is
hard to see why the revealed preference of individuals should be disregarded in the realm of time,
where it is accepted, broadly speaking, in evaluating current commodity flows” (p. 12). \%

Arrow, Kenneth J. & Mordecai Kurz (1970) “*Public Investment, the Rate of Return,
and Optimal Fiscal Policy.*” Johns Hopkins University Press.

\%


Report on WTP etc. They seem to acknowledge that subjects can have different discount rates for different time horizons, which also supports using different discount rates than the market rate. 


Seem to argue that the Safra & Segal (2008) account of Rabin’s paradox will not hold if RCLA is violated and people, for instance, do recursive nonEU.


They do not consider binary preferences over acts (they call them “risks”), but a representing function called risk measure. More precisely, the risk measure is minus 1 times a representing function. They axiomatize maxmin EU as in Gilboa & Schmeidler (1989) and Chateauneuf (1991) taking the risk measure as primitive. They are not aware of the multiple prior literature but do cite Huber (1981, Ch. 1, Proposition 2.1) who had their Proposition 4.1 before.


The authors point to much empirical evidence for risk and ambiguity seeking (ambiguity seeking), citing a.o. Trautmann & van de Kuilen (2015) for empirical
evidence on the fourfold pattern. They show that equilibria still exist if sufficiently many agents are risk- and ambiguity averse.\footnote{Araujo, Aloisio, Alain Chateauneuf, Juan Pablo Gama, & Rodrigo Novinski (2018) “General Equilibrium with Uncertainty Loving Preferences,” \textit{Econometrica} 86, 1859–1871.}

\footnote{Consider incomplete markets and frictions that sometimes lead to nonEU pricing, such as through Choquet integrals or maxmin EU.\footnote{Araujo, Aloisio, Alain Chateauneuf, José Heleno Faro, & Bruno Holanda (2019) “Updating Pricing Rules,” \textit{Economic Theory} 68, 335–361.}}\textit{game theory for nonexpected utility}: do it for maxmin EU.\footnote{Aryal, Gaurab & Ronald Stauber (2014) “Trembles in Extensive Games with Ambiguity Averse Players,” \textit{Economic Theory} 57, 1–40.}

\% Cominimum independence means that two acts take their minimal value at the same state $s$. $\mathcal{E}$-cominimum independence requires it for every event in the partition $\mathcal{E}$. It means that minimal values are over- or underweighted within every element of $\mathcal{E}$. It is a generalization of the special case of neoadditive capacities that only overweight minimal outcomes (Gilboa 1988 JMP; Jaffray 1988 Theory and Decision). ($\text{EU}+\alpha^{\text{sup}}+\beta^{\text{inf}}$). It also generalizes Kajii, Kojima, & Uic (2007 JME), for one thing by allowing infinite state spaces.\footnote{Asano, Takao & Hiroyuki Kojima (2015) “An Axiomatization of Choquet Expected Utility with Cominimum Independence,” \textit{Theory and Decision} 78, 117–139.}

\% dynamic consistency. NonEU & dynamic principles by restricting domain of acts; updating: nonadditive measures

The authors examine updating of a nonadditive measure, denoted $v$, in Choquet expected utility. I will discuss it from the perspective of §9 of Sarin, Rakesh K. & Peter P. Wakker (1998) “Revealed Likelihood and Knightian Uncertainty,” \textit{Journal of Risk and Uncertainty} 16, 223–250, SW henceforth, a paper not cited by the authors. For updating, $v(S|A)$, three events play a role: $A \cap S$, $A \setminus S$, and $A^c$. SW argue that the various updating
methods in the literature differ in the rank-order assumptions that they make. For instance, the Bayesian rule, \( v(S|A) = \frac{v(s \cap A)}{v(A)} \) assumes \( s \cap A \) in the best ranking position, \( A \setminus S \) 2nd best, and \( A^c \) worst. Dempster-Shafer and Fagin-Halpern assume two different rank-orderings. There are six ways to rank-order the three events, so, one can think of three more update rules in this spirit. For Bayesian updating, one should assign the worst outcome to \( A^c \). This paper shows that it can be captured by imposing a lower-constrained dynamic consistency, so, only if \( A^c \) has the worst outcome. Upper-constrained dynamic consistency captures Dempster-Shafer.

To have consequentialism w.r.t. a conditioning event \( A \), we need to have Choquet-expected utility conditional on \( A \), involving comonotonicity restricted to \( A \). The authors capture this using conditional comonotonicity.\{%


\%

measure of similarity\%


\%

measure of similarity\%


\%

Use TTO; abstract: “the most striking differences were found between women who had experienced breast cancer and those who had not.” Later on they explain that their group of patients was a relatively favorable group without recurrences. Only 17 participants who had had breast cancer.

Discuss who is the appropriate valuer of health states for public policies, informed members from the general public (refer to Torrance for this viewpoint), people in the health state, or health professionals.\%

real incentives/hypothetical choice: for time preferences: they implement real incentives. %}


% Nice title!
If a riskless outcome is presented as an option to witness the outcome of a lottery without playing it, then subjects become more risk seeking. Also if the expected value is bad. %}


% dynamic consistency; Relates dynamic consistency to revision-proofness, unifying individual choice and a refinement of subgame-perfectness of game-theory. It refines Peleg & Yaari (1973) and Goldman (1980) by considering indifferences and infinite time horizons. %}


% %

% Discuss mathematical problems of evaluating infinite income streams. Propose not to require complete preference, but to consider only choice functions in limited choice sets and to impose conditions on this. %}


% %

{% Introduce a new axiom, “Hammond equity for the future” that axiomatizes a family of general discounting. They show that the deviation from Koopmans’ discounted utility is primarily due to his assumption of separability of the first two periods. %}


{% Extend Zuber & Asheim (2012) to variable population size. %}


{% %}


{% %}


{% Used Roger Cooke’s 1991 expert aggregation method. %}


{% Strict convexity means that attitudes become infinitely risk averse at the lower end. This becomes too much to be reconcilable with continuity. A funny paradox. %}

{% This paper examines a nonadditive probability space \((\Omega, \mathcal{F}, \nu)\) where \(\nu\) can be nonadditive. A topology on the set of random variables satisfies BA if any open set containing \(X\) contains a set \(\{Y: \nu\{|Y-X| \geq c\} \leq \varepsilon\text{ for some positive } c, \varepsilon\}\), reminiscent of convergence in measure as in the weak LLN. If \(\nu\) is atomless, then continuity and convexity imply monotonicity. One can’t have continuity, convexity, and monotonicity over all loss variables (mainly because utility then has to be unbounded). The results remind me some of Wakker & Yang (2019, JET), which shows, roughly, that monotonicity and convexity imply continuity under RDU. %}


{% losses from prior endowment mechanism;

**risk seeking for symmetric fifty-fifty gambles:** They find risk neutrality there and, hence, conclude that no loss aversion. Have a design with 0.1, 0.5, and 0.9 probability at best outcomes, with mixed prospects, testing preferences for skewness. They find that utility does not explain much, but probability weighting and likelihood insensitivity do.

**equate risk aversion with concave utility under nonEU:** unfortunately, they use the term risk-loving and risk aversion for utility curvature even though nonEU, but they properly define so explicitly, so that it is not confusing. %}


{% Reviews paper that study relation between entrepreneurship and, either, risk attitudes (from real-life actions; from hypothetical risky-choice questions; and from real incentive-risky-choice questions), or three kinds of overconfidence (p.}
overestimation: thinking one is too good absolutely (also called illusory superiority); (2) overplacement: thinking one is too good relative to others; (3) overprecision: one is overcertain about one’s opinions. Distinguishes overconfidence from optimism. Often seeks to link with behavioral views. The evidence found in the literature is not very clear.

When analyzing effects of risk attitudes, a confound is that entrepreneurs will be in different risk situations than nonentrepreneurs, and that rather than different risk attitude could play a role. This is a general problem when relating risk attitude (or whatever) to demographics (or whatever). The longitudinal studies at the bottom of p. 56 can avoid this confound.

There is a paradox of many people starting business with high chance of failing, and low average returns. The paper gives references to document this.

The contribution of this paper appears best from the following sentence: p. 51: “… our reading of the literature suggests that even papers that find evidence consistent with one interpretation are often unable to rule out other mechanisms ….”

Pp. 56-57 cites experimental economists and Holt & Laury (2002) for measuring risk attitudes with real incentives, as a different and more promising approach than hypothetical choice.

P. 61 ff. discusses nonpecuniary benefits, but it is hard to say anything about those.

P. 64 ff. present new frontiers. %

Astebro, Thomas, Holger Herz, Ramana Nanda, & Roberto A. Weber (2014)


{% On expert aggregation. A big (N = 2400) study of the big probability-elicitation competition that started in 2011. In 2011 the Intelligence Advanced Research Project Agency (IARPA), the research wing of the intelligence community, sponsored a multiyear forecasting tournament. Five university-based programs competed to develop the most innovative and accurate methods possible to predict a wide range of geopolitical events.

They find that simple polls with discussions (“converge”) work best, then weighted averaging of simple polls (mix of “merge” and “purge”), then prediction markets, and, worst, unweighted averaging of simple polls (“merge”).}
In weighted averaging, the weights are not derived from the data set used to evaluate, in which case it would be just data fitting with the more parameters the better, but they were derived from other data in the past, so that it is proper prediction. Still no surprise that it does well because it is using more info (also the past data). That converge works best is also not surprising, because experts can share info and learn. In the case of converge, at the end they still could all do individual judgment and they need not produce a consensus view. This avoids strategic behavior.

P. 694 2nd column l. 4: “Prediction markets generally produce adequately calibrated prices, with the exception of the favorite long-shot bias.” Restated, with references on top of p. 698. Following Rothschild (2009), they do recalibration for overconfidence, which seems to be good.

P. 701: in prediction markets, more than 50% of all orders were placed by the most active 5%.

P. 703 bottom of 1st column: maybe experts did not understand well how prediction markets work. Then there is a possibility for improvement. %}


{% decreasing ARA/increasing RRA: seems to use power utility. %}


{% utility depends on probability %}


{% %}


Consider how much an agent in ambiguity would pay to get to know the (objective) probabilities, and propose this, normalized by utility spread of outcomes, as ambiguity premium. Do this essentially if only one prospect is faced, so, no different ambiguous prospects to choose from, which is kind of preference for info. The nice title of Section 2.1 “Buying information without using it” expresses it nicely. (They later also consider cases in which decisions do follow.) Their definition captures all nonadditivity of the weighting function, including nonadditive weighting of probabilities. Hence they propose their definition only when EU holds for risk. They derive many comparative static results on ambiguity premiums with and without decisions to be taken.

Pp. 128-129 explain that the authors rather use RDU (they write CEU, abbreviating Choquet expected utility) than the smooth model, for one reason because in the latter it will be harder to disentangle things from the utility functions.

A problem is what objective probability is, and how much ambiguity there is about what that true probability is. Eq. 1.a (p. 132) assumes one objective probability \( \Pr(s_a) \) but the problem is that this does not occur in any decision situation. They next use a symmetry argument to get rid of that probability, but the symmetry argument can be seen to imply \( \Pr(s_a) = 0.5 \) (because then \( v(s_a) = v(s_b) \), implying that Eq. 1.a is the same as that equation with 1 - \( \Pr(s_a) \)).

Section 3.2 on Abdellaoui et al. (2011): Note that the latter do not take risk as a source with some ambiguity, but instead DEFINE it as unambiguous. Further, the difficulty to disentangle the authors’ definition from probability weighting is as much a problem for the authors themselves, which they avoid only by simply assuming EU (so, no probability weighting).

P. 127, strangely, writes that Andersen et al. (2010) were the first to note that risk and ambiguity attitudes can be different, and that risk aversion can go together with ambiguity seeking (p. 127). The keyword correlation risk & ambiguity attitude in this annotated bibliography, for instance, gives many other references on this point, many preceding. %}

{\% Well-focused survey on empirical intertemporal studies.}

Focused survey on intertemporal choice, with special attention for its relevance for health.

**decreasing/increasing impatience**: p. 1391 (§3.1) discusses reasons why some find increasing impatience and others find it decreasing.

§3 concisely discusses the main findings from the economic literature with monetary choices. §3.2 discusses sign effects, §3.3 discusses sequence effects (*intertemporal separability criticized*), and §3.4 the magnitude effect. §4 discusses these same things for the health domain with health outcomes, and §5 discusses studies that related them. %}


{\% %}


{\% %}


{\% https://doi.org/10.1287/mnsc.1100.1219

**decreasing/increasing impatience**: find no presence effect.

P. 2016, on Method 2: “The latter approach is the first one available in the literature that measures the discount function in an entirely utility-free manner.” %}


\*decreasing/increasing impatience\*: seem to find that utility of life duration has increasing risk aversion, which indirectly implies increasing impatience.


Use the direct method of Attema et al. (MDM) to measure utility of life duration, and test whether it is independent of health state. Do it on a large representative
sample (N = 1448). Find independence for two health states better than death, but more concave utility for a health state worse than death. %} 

{% Study preference reversals for, obviously hypothetical, chronic health states. Find that matching fares worse in having more inconsistency (internal preference reversals as the authors nicely call it). Cite many papers finding the same. They find only bit of support for scale compatibility, and several violations. %} 

{% N = 80 students. For health, obviously no real incentives. reflection at individual level for risk: although they have the data, they do not report this. They test PT (I prefer this to their notation CPT for the 92 version of prospect theory) with life duration as outcomes. They use framing to let 30 years life duration be reference point (p. 1060 §3.3 1st para), so, then there are both gains and losses. They only use fifty-fifty prospects, so, only probability 0.5. P. 1058 3rd para: location of reference point is problem in health. P. 1059 para –3: under exponential (= CARA) utility, location of reference point is not important for curvature (apart from loss aversion). P. 1059 para –2: when the authors say exponential utility, they mean that it can be different for gains than for losses. P. 1061, §4.2 1st para: risk aversion both for gains and losses. P. 1061, §4.2 last para: much risk aversion for mixed prospects. P. 1061, §4.3 1st para: just a little bit of loss aversion: $\lambda = 1.18$. Much individual variation. P. 1062 §4.6, nicely redid the analysis assuming EU and then, obviously, found way more concave utility. Data fitting suggests that RDU is better than EU, and PT’s sign dependence is yet better, but it is not clear how the authors corrected for extra parameters.}
P. 1063 2nd column 1st para: Not at all clear that for life duration U should be convex for losses. Here it is concave for both gains and losses. (concave utility for gains, convex utility for losses).

The results in this paper (almost no loss aversion, and no real sign-dependence of utility) suggest to me that sign- and reference dependence play no role for life duration. For life duration there is no clear reference point. The authors end the main text (p. 1064 §6) with this opinion, although they go less into the direction of no reference point: “Third, the location of the RP in the health domain deserves further exploration. This location is less obvious for health outcomes than for monetary outcomes, and plays a crucial role in PT. Finally, an extension of this study to a more representative sample of the general population would be worthwhile.”


**% reflection at individual level for risk:** they find a positive correlation between risk aversion for gains and losses.

Their pilot shows that it is better to ask gain questions before loss questions.


{% Asked people to judge the frequencies of letters in English text, compared that to real frequencies; on average, it overestimated frequencies below .04, underestimated the higher frequencies; so, looks like inverse-S but only overestimation of very small probabilities; there are violations of monotonicity (e.g., D occurring more often but judged lower) showing that judgments depend on more than just (transformations) of real frequencies; this finding can serve as a nice example to explain that not SEU = SEU to psychologists.

   Guessing games reveal nonlinear probability weights. %}


{% inverse-S: Cites literature that find inverse-S shape. Does a first experiment in which participants’ behavior confirms that they relatively overvalue longshot lotteries (so, small probability for gain). Payments was in “points” (not explained more). Unfortunately, the gambles always seem to deal with both gains and losses, so loss aversion plays a role. Then comes the second experiment. Participants are first asked for estimations of probability and it seems that they !under!estimate small probabilities and they !over!estimate bigger ones. However, not much explanation is given about experimental details there seem to be many complicating factors. For instance, probabilities are measured by having participants indicate percentages of occurrences of events when repeated 100 times. First they are asked to calculate the mathematical answer, then they are asked what they think will really be the percentage. They also choose between gambles but it is repeated choices and they seem to play for totals of points. In this second experiment, no clear relation between gambling behavior and estimated probabilities was found. %}


{% calculating RDU: An R computer program that helps to calculate, test, and visualize prospect theory and other nonexpected utility theories, and see which is best. Other similar programs are cited. Useful! %}
Au, Gary (2019) “pt: An R package for Prospect Theory,” Melbourne School of Psychological Sciences, Faculty of Medicine, Dentistry and Health Sciences, The University of Melbourne, Australia.


A careful experiment considers intertemporal choice for monetary outcomes and for slightly unpleasant jobs to be done. The delays considered are 3 and 6 weeks. Because real incentives, they can only consider such short periods. They fit data with the $\beta$-$\delta$ model and Stone-Geary utility of money and parametric utility of work similarly. They find close to linear utility of money. Small present bias for money, much bigger for effort. Their first pages discuss the fungibility problem (utility of money vs. utility of consumption) that intertemporal experiments with money always have, which is why they also did the job experiment, especially in footnote 4. (time preference, fungibility problem) They find a positive relation between present bias and desire to precommit, and enthusiastically write on this in the last sentence of the abstract: “Therefore our findings validate a key implication of models of dynamic inconsistency, with corresponding policy implications.” P. 1071 describes it as key validation. It is common, and cliché, in theoretical papers nowadays (2016) to refer to policy implications. The positive correlation found is plausible because for dynamically consistent people there is nothing to precommitment for, them always choosing the same anyhow.

One difficulty can be that the job is a negative outcome, and for negative outcomes it is not so clear to what extent people are at all impatient or have present bias. Well, in this paper they do. %}

The authors measure time preference for subjects who have to do a number of unpleasant tasks at some future timepoints in the next seven weeks. The paper emphasizes that they do not consider monetary outcomes so as to avoid fungibility problems (*time preference, fungibility problem*), a fashionable point in 2022. Subjects could freely choose tasks in future timepoints, but could make predictions beforehand. How much the prediction is off, speaks to sophistication. Confounds here can be that prediction can be (mis)used for self-commitment, and can impact future decisions through the incentives for the prediction being right. The authors go at great length to avoid/reduce these confounds. For me outsider it is not easy to see many other differences with Augenblick, Niederle, & Sprenger (2015).


updating: discussing conditional probability and/or updating: Consider an agent who repeatedly updates beliefs regarding an event E. Usually, the uncertainty should reduce over time (dilation, a term not mentioned by the authors, should be the exception) and the confidence should increase. The authors define the uncertainty at time $t$ as $\pi_t (1-\pi_t)$ where $\pi_t$ is the subjective probability of E at time $t$, and movements as $(\pi_{t+1} - \pi_t)^2$ and discuss many phenomena, simulations, and data fitting. I expect that there are advanced related results in the statistics literature.

Very unfortunately, QJE publishes proofs only in online appendixes, meaning that maths published in this journal is unreliable.


**completeness-criticisms;** The author considers preferences that satisfy the usual vNM preference conditions, except the weakest one, being completeness. Theorem A (p. 450) characterizes existence of at least one utility $u$. “Utility” means the analog of the EU functional, implying linearity in (probabilistic) mixing. Further, denoting prospects by $x$, $y$, and so on, $x > y \implies u(x) > u(y)$ and $x \sim y \implies u(x) = u(y)$. Note that this way we cannot recover preference from utility because prospects can be incomparable, irrespective of their utility value ordering. So, the result is not really a representation. §7 turns to the representation question; i.e., the extent to which the set of all utilities can determine the order. Unfortunately, the writing on formal results is not explicit and often ambiguous. The verbal claims that preference can be recovered from utility (made not only in §7 but also elsewhere in the paper, such as on p. 448 end of 3rd para) seem to be incorrect. So, I think that Aumann cannot be credited for such results, and Baucells & Shapley (2008) and Dubra, Maccheroni, & Ok (2004), two papers written independently and simultaneously, share the priority.

In his §7, Aumann never specifies whether “preference” and “order” refer to the weak or the strict part. By the terminology of the paper, it should maybe be the weak part. However, this cannot be. We consider the preference cone for a binary relation $R$: There are finitely many prizes, say $n$; $(p_1,\ldots,p_n)$ in $\mathbb{R}^n$ designates the prospects in the obvious manner. The preference cone is the cone generated by all differences $(p_1,\ldots,p_n) - (q_1,\ldots,q_n)$ with the former prospect $R$-preferred to the latter. Aumann does not state if the preference cone takes weak or strict preference for $R$. It cannot be weak because that would not satisfy his regularity condition, containing 0. So, it has to be strict. A function on the prizes can be defined as $(u_1,\ldots,u_n)$ in the obvious manner. It is a utility function if and
only if its inner product with everything in the preference cone is strictly positive (another reason why his preference cone can only refer to strict preference; cf. last para of Aumann’s §7). So, the set of utility functions is exactly the dual of the preference cone. If then the preference cone is the dual of that, then the preference cone can be uniquely recovered from the set of all utility functions in the usual Bewley (1986, 2002)-unanimous-EU-incomplete-preference representation way. However, this only concerns recovery of strict preference. So, now the million $ question is: does strict preference uniquely determine indifference, in view of independence and continuity? This is not so, as an example by Dubra (2009, personal communication) explained to me. For example, take any preference satisfying Aumann’s axioms 1.1 and 1.2 on p. 449; can even be a complete one. Replace all indifferences by incomparability, only leaving reflexivity intact. Then the relation still satisfies all of Aumann’s axioms, has the same strict part as the original one, but is different regarding indifference/incomparability. This shows that Aumann’s continuity axiom 1.2 is too weak, not sufficiently distinguishing between indifference and incomparability (his 4.1 on p. 452 could do better). So, his results of §7 cannot be added to Theorem A to give a representation theorem.

Aumann’s casual style and way of representation in §7 could be accepted if the mathematics was trivial to him, and impeccable. However, now that it is not and he has mistakes in continuity, one cannot know exactly what his sentences mean, and they accordingly cannot be credited.

Aumann’s (1964) addendum corrects Theorems B and C in §5, for which his continuity is also too weak, but it does not address the problems of Theorem D in §7, which is the topic relevant for us here. %}


{\% criticisms of Savage’s basic framework \%}


Seems to say that it is possible “to [do] away with the dichotomy usually perceived between the ‘Bayesian’ and the ‘game-theoretic’ view of the world.”


Derive expected utility for game theory with subjective probabilities over opponent’s strategy choices. Use thought experiments such as: If you could choose between strategies 1 and 2 in this game, whereas your opponent were erroneously thinking that you could choose between strategies 1, …, 10, then what would you prefer?

The paper in fact gives a nice generalization of Anscombe & Aumann’s (1963) theorem to subdomains of acts (in the spirit of Harsanyi 1955), which can be used independently of whether it is interpreted for game theory or otherwise. This paper is related to Gilboa & Schmeidler (2003 GEB), and Kadane & Larkey (1982, 1983) and the ensuing discussions, which also model game theory as a special case of decision under uncertainty. (game theory can/cannot be viewed as decision under uncertainty)


The authors recognize that the usual revealed-preference approach of changing choice sets in game theory changes the whole game, so, does not satisfy ceteris paribus. Some restricted choices can be observed and they give data so poor that subjective probabilities and EU are not falsified. This paper is related to Gilboa & Schmeidler (2003 GEB), and Kadane & Larkey (1982, 1983) and the ensuing discussions, which also model game theory as a special case of decision under
(game theory can/cannot be viewed as decision under uncertainty. 


Propose a variation of risk tolerance as global index of riskiness of a prospect, where riskiness, as in much literature, should concern something like variance or downside and should be an ingredient in evaluation of prospect besides something like expected value or benefits or so. They give necessary and sufficient conditions, not in terms of preferences but directly using quantitative inputs.

Their measure is as follows. For a lottery and a level of wealth, the risk factor is the risk tolerance (reciprocal of the Pratt-Arrow index of risk aversion) for which the lottery, at that level of wealth, is equivalent to not gambling. It is real-valued for prospects with both positive and negative outcomes.


Deep uncertainty means that probabilities are not known and there is uncertainty about a model. Discusses a Walker et al. (2010) table (p. 2083) to classify kinds of uncertainty. This paper provides a qualitative discussion of general managers’
attitudes towards it. Typical of the paper is: The author argues that it is not just a matter of improving decision analysis techniques, and that those just provide decision support, but there is a need to see beyond. What this “beyond” is, there is no consensus on it, the author argues. %}


Find loss aversion and reference dependence for traveling times as outcomes.

loss aversion: erroneously thinking it is reflection: p. 411 2nd para. %}


They find Allais paradox and overestimation of small probabilities, as predicted by prospect theory, when outcomes are travel time. %}


If situations of repeated choice (“learning”) are analyzed as single situations, then there are violations of PT. Things are different when they are analyzed as repetitions. %}


The authors take the three-layer model of Marinacci (2015). The first layer describes an objective probability distribution over states of nature. For (simple) decision under risk, no more to say. Following Marinacci, they call it probability model iso probability measure. They consider ambiguity, where there is uncertainty about the first layer, captured through an exogenously given set of priors, and a 2nd order distribution on it. It is called model uncertainty. But then there is a 3rd layer of uncertainty, model misspecification, reflecting that the true prior may be outside the set of priors considered. It may be related to what is called unforeseen contingencies elsewhere.
This paper provides new insights into the relation between RCLA and ambiguity attitude. Although, in principle, model misspecification cannot be implemented (without deception), the authors have a good proxy for it.

Their experiment has four treatments:, with some 0 < p < 1 fixed:

(1) Risk
(2) Common Ellsberg
(3) Compound risk (P(Red) = p or P(Red) = 1-p, each with 2nd order probability 0.5)
(4) Model uncertainty: P(Red) = p or P(Red) = 1-p but now unknown, ambiguous, 2nd order probability
(5) Model misspecification: like (4), but subjects are told that there is a small possibility that P(Red) is different than p or 1-p.

The authors consider Wald’s (1950) maxmin EU model with the set of priors \{p, 1-p\} as above, Gilboa & Schmeidler’s (1989) maxmin EU which I take to be the same as Wald but they model in a deviating manner, imposing a set of priors at a 3rd level, over the set of priors at the 2nd level, two smooth models, KMM and also SEO (2009) which they take as a particular assumption on nonreduction of higher-order risks, recursive RDU, and recursive disappointment aversion. They find less relation between violations of RCLA and ambiguity aversion than preceding studies. Their findings suggest that violation of RCLA is mostly due to complexity. 


Sample of students and one of financial experts. Stimuli: decks of cards. They measure CEs using choice lists.

Findings: (1) ambiguity aversion is robust to sophistication. (2) relation between ambiguity averison and violation of RCLA for students, but not one-to-one and, rather, complexity aversion seems to be relevant. (3) no relation between ambiguity averison and violation of RCLA for financial experts. 

Consider Ellsberg urns with varying info about the unknown urn, in particular with varying total nr. of balls, and multiple prior models. They take the size of the set of priors as index of complexity. Relate it to existing theories and data. Filiz-Ozbay et al. (2021) found a preference for large urns, so, complexity seeking, a special case of the ratio bias. The findings here are less clear. 


Luce (2011) provided a (claimed) simplification of Prelec’s (1998) preference axiomatization of Prelec’s most popular weighting functions, the compound invariance family. But Luce could get this done only because he assumed compound gambles PLUS backward induction. This paper tests Luce’s condition empirically and finds it well satisfied. The special case that corresponds with power weighting is rejected.


This paper investigates the decision from experience (DFE) versus decision from description (DFD) gap. The original studies, which claimed a reversal of inverse-S, had many problems. Thus, subjects did not know the probabilities and in fact faced ambiguity, and there was utility curvature. This paper corrects for those. Then it finds a bit of the gap in the sense that inverse-S is attenuated for DFD, but it is not reversed. (DFE-DFD gap but no reversal)


Dynamic consistency: in individual decisions, extracting optimal amounts of fish from a lake each year under boundary conditions, backward induction is verified.


Azar, Ofer H. (2005) “Do Consumers Make too Much Effort to Save on Cheap Items and too Little to Save on Expensive Items? Experimental Results and Implications of Relative Thinking.” Department of Business Administration, School of Management, Ben-Gurion University of the Negev, Beer Sheva, Israel.


The authors argue that the random incentive system (RIS), which they call random problem selection (RPS), is incentive compatible as soon as what they call monotonicity is satisfied, where it roughly is if and only if. They give formal statements. However, what they call monotonicity is rather separability, or, more precisely, not RCLA, but the rest of independence, which Machina (1989)
decomposed into consequentialism and dynamic consistency. Their condition does not refer to an externally given objective relation over outcomes (then monotonicity is a common term) but to a subjective relation over outcomes. This is better called (weak) separability. It is what has often been called isolation in the context of RIS. That separability can be interpreted as monotonicity, was pointed out by Zimper (2008), Marschak (1987), and LaValle (1992).

**restrictiveness of monotonicity/weak separability**

To avoid misunderstanding, the result of this paper means

UNIVERSAL (for all experiments) incentive compatibility of RSI

\[ \iff \]

UNIVERSAL (their) monotonicity.

In experiments, one does not need universal incentive compatibility of RSI, but only for the particular questions asked, which can be helped by careful framing of the particular stimuli used. Hence the result of this paper does not apply to applications as commonly done in experiments. %}


They consider not eliciting entire preference relation, but only type of agent. So, one parameter. Is elicitable if and only if each type is defined by what the agent would choose from some list of menus. %}


Show that quasi-convexity of preference is necessary and sufficient for equilibria to always exist. %}

**survey on nonEU**: in game theory.

{% Referaat van Wenny Kiebert van 3 Feb. 1993. Two fictitious papers, one analyzes data badly, the other does it properly. %}


{% wishful thinking %}


{% https://doi.org/10.1257/aer.20141734 %}


{% On defining beliefs under state-dependent utility, that then info beyond preferences is needed. %}

Argues that preference axiomatizations of general decision models are neutral as regards what risk attitudes are. (P. 67 §3 1st sentence: “On the face of it, the axiomatic analysis of decision-making under risk does not rely on the risk attitude concepts introduced in the previous section.” P. 71 §3 last para: “The neutrality of the decision models between the various risk attitudes is one thread in the history of decision theory at large.”) I see it somewhat differently: Those models want to allow for as many interesting risk attitudes as possible, and as few uninteresting ones as possible. I use this distinction in my risk-history lectures. In intertemporal choice the situation is (too) different. The general models popular today (quasi-hyperbolic and hyperbolic) are too much committing to decreasing impatience. As another example, cautious utility (Cerreia-Vioglio, Dillenberger, & Ortoleva 2015) is, I think, too much committing to only risk aversion.

The paper considers three forms of risk aversion, points out that they are equivalent under EU, and puts up the research question under what other models they could be equivalent.

The author repeatedly claims that RDU is very general, probably misled by Cerreia-Vioglio, Dillenberger, & Ortoleva (2015). In reality, it uses lower-dimensional parameters than betweenness expected utility or cautious expected utility.

The paper throughout focuses on risk aversion, and does not consider insensitivity. %}


Under EU, if we do allow for state dependence, then we can multiply utility by state-dependent positive constants, divide the corresponding probabilities, and renormalize, which makes probabilities unidentifiable apart from being nonzero. This does not work as easily for nonEU models that can be taken as having act-dependent probabilities, such as RDU (where probabilities depend on the act via the ranking of states) or moral hazard, because then the probability proportions between states vary imposing extra restrictions. The paper shows that if the set of act-dependent probabilities \{P_f: f an act\} has linear dimension n and there are n states of nature, then in fact U and the probabilities are uniquely determined even if one allows for state dependence, which reinterprets a mathematical result by
Drèze. Whereas the common thinking was that this result is typical of moral hazard this paper shows that it holds more generally under act-dependent probabilities.


\(\text{risky utility } u = \text{strength of preference } v \text{ (or other riskless cardinal utility, often called value)}\): Paper discusses Suppes’ ideas on it, arguing that Suppes favors one cardinal concept of utility, and pointing out that this is their interpretation of Suppes’ work (p. 269 end of 1st para), because for him as a non-economist it was not a very central issue.

Abstract: “We identify Suppes’ doctrine with the major deviation from ordinalism that conceives of utility functions as representing preference differences, while being nonetheless empirically related to choices.” They cite Köbberling (2006) as a good paper on axiomatization of preference difference representation. Baccelli (personal communication) told me that Suppes mentions a number of known attempts to reveal preference intensity from choice (e.g., by monetary side payments) but does not clearly advocate one. They all have their well-known problems.

P. 273: The authors distinguish between absolutely cardinal and relatively cardinal, where the latter depends on the desired functional representation of preference. However, I think that cardinal and ordinal are always relative.


\(\text{https://doi.org/10.1007/s11238-021-09847-8}\)

Peters & Wakker (1987) analyzed Yaari’s (1969) comparative risk aversion (lower certainty equivalents) for general outcome domains, that may be nonconvex, nonnumerical, and/or finite. They showed that, under expected utility (EU), more risk averse is still equivalent to utility being more concave. In particular, they thus greatly generalized the weak Kihlstrom & Mirman (1974) showing in particular that the assumption of same ordering of riskless outcomes, emphasized so much by K&M, can be dropped because it is essentially implied by the other assumptions. Thus, under EU comparative risk aversion works similarly on finite and infinite domains.
This paper shows that, under RDU (rank-dependent utility), comparative risk aversion works differently on finite than on convex (so numerical and infinite) domains. They show the same for strong risk aversion. They show, a new result also, that under EU comparative weak and strong risk aversion work the same for finite and convex domains.

For general outcomes, a spread of a lottery means that some outcome is chosen as center, and then probability mass is moved to extremes in both directions. It does not require same expected values, those not even being defined for nonquantitative outcomes. That is, the distribution functions single-cross. This is used in definitions of strong risk aversion.

Pp. 383-395 discuss that a characterization of risk aversion (which means weak risk aversion) or its comparative version is open under RDU.

The abstract is enthusiastic when writing, on some results being different under EU than under RDU: “Thus, considering comparative risk aversion over finite domains leads to a better understanding of the divide between expected and non-expected utility, more generally, the structural properties of the main models of decision-making under risk.” [italics added]


The authors get same overall probabilities through different 1st- versus 2nd stage probabilities, using entropy at 2nd stage as index of ambiguity. Thus (0.5:(1:
3 shocks), 0.5:(0 shocks)) is taken as maximally ambiguous, and (1: (0.5: 3
shocks, 0.5: 0 shocks)) as completely unambiguous. Big problem is that they
describe the different ambiguity theories used vaguely verbally, in Table 1 (p.
4815), referring to a web appendix for formulas. Information that crucial should
not be put in such an unreliable place. Their lumping Segal (1987) and Klibanoff,
Marinacci, & Mukerji (2005) into one category makes me doubt their formulas.
KMM is not put in the category that models ambiguity through using different
utility for risk than for ambiguity (KMM can also vary 2nd-order probabilities).
%
Bach, Dominik R., Oliver Hulme, William D. Penny, & Raymond J. Dolan (2011)
“The Known Unknowns: Neural Representation of Second-Order Uncertainty,
and Ambiguity,” *Journal of Neuroscience* 30, 4811–4820.

{% Ambiguity presented but without decisions, so, perception is most they measure,
and it is related to brain activities. %}

Bach, Dominik R., Ben Seymour, & Raymond J. Dolan (2009) “Neural Activity
Associated with the Passive Prediction of Ambiguity and Risk for Aversive
Events,” *Journal of Neuroscience* 29, 1684–1656.

{% Nash equilibrium discussion: seems to argue that Nash equilibria need not be
rational. %}

27, 17–55.

{% %}
Bacharach, Michael (1990) “Commodities, Language, and Desire,” *Journal of
Philosophy* 87, 346–368.

{% %}
Submission Strategies, Liquidity Supply, and Trading in Pennies on the New
First discusses value of axiomatizations. Then explains that formalized theories may lose contact with reality, then that researchers should recognize the problem of ‘translation’ between the proof-generating meaning of theoretical concepts and the meaning of the real-world concepts to which these relate.


**confirmatory bias:** “The human understanding when it has once adopted an opinion draws all things else to support and agree with it. And though there be a greater number and weight of instances to be found on the other side, yet these it either neglects and despises, or else by some distinction sets aside and rejects, in order that by this great and pernicious predetermination the authority of its former conclusion may remain inviolate.”


**criticism of monotonicity in Anscombe-Aumann (1963) for ambiguity:** Shows that the RIS does not work for ambiguity averse agents because the agents then can use RIS through Schmeidler’s uncertainty aversion to hedge. This result...
crucially assumes (the dynamic structure -including backward- of) the Anscombe-Aumann framework. \%


\%

**Updating under ambiguity**: only violation of dynamic consistency: Agents do not update for independent randomization outcomes (such as used by Raiffa 1961). Then info is generally valid but still ambiguity nonneutrality. \%


\%

Apply PT in Akerlof lemons market. \%


\%

**Risky utility** $u = \text{strength of preference } v \text{ (or other riskless cardinal utility, often called value)}$

- risky utility $u = \text{transform of strength of preference } v$?
- **Intertemporal separability criticized**: seem to argue that intertemporal separability is more realistic than is usually thought. \%


\%

**Measure of similarity** \%


\%

**Probability elicitation; natural sources of ambiguity;**

Tests probabilistic sophistication using exchangeability, and tests source dependence. \%

Eeckhoudt and Schlesinger (2006) proposed preference conditions that axiomatize prudence and higher-order risk attitudes for decision under risk with expected utility. Prudence means you rather have a risk added to a good outcome than to a bad outcome in a lottery you are facing. The present paper uses the Anscombe-Aumann model, where probabilities in lotteries can serve as utility units, lets those play the role of outcomes in DUR. Ambiguity prudence means a preference for probability loss in an unambiguous event rather than ambiguous, doing it for several events in a partition to control for unknown beliefs. The paper shows that this definition of ambiguity prudence has theoretical implications analogous to risk in the smooth ambiguity model and recursive expected utility (Theorem 1 p. 1739). Under \( \alpha \)-maxmin, prudence holds quite generally (Theorem 3, p. 1741). It holds generally under multiplier preferences (Theorem 4 p. 1742). It holds for CEU under likelihood insensitive weighting function \( W \) (under a nonnullness condition), once more underscoring that prudence is like likelihood insensitivity (Theorem 5 p. 1742). In particular, it holds for neo-additive \( W \) (Theorem 6 p. 1743) given proper nonnullness.


losses from prior endowment mechanism: they used the random incentive system but a priori gave subjects €15 endowment so that never net losses (p. 83 top).

natural sources of ambiguity;

suspicion under ambiguity: they told subjects that for each event they also play the complementary event (p. 87).

Take three disjoint events referring to performance of Dutch AEX stock index in two experiments. (Do the same with Indian SENSEX stock index in experiment 1 and the South African TOP40 in experiment 2. They will always
find the same results for different sources: p. 92.) Measure matching probabilities and then derive implications for ambiguity attitudes using pessimism and insensitivity indexes. Do it both for gains and for losses. It is nice that they do it for natural events rather than the over-studied Ellsberg urns.

**ambiguity seeking for losses:** they find it,

**ambiguity seeking for unlikely:** they find it.

They find the fourfold pattern of ambiguity attitude, as does virtually every empirical study. End of intro writes (p. 78): “Models that can account for this pattern include prospect theory and $\alpha$-maxmin expected utility. Models that assume uniform [over different likelihood levels of events] ambiguity aversion or ambiguity seeking, by contrast, are incompatible with most of the patterns that we observed.”

I here denote by $m(E)$ the matching probability of an event, where I do not express the outcome used or its sign and default is that it is about gains.

As index of lower subadditivity (capturing optimism for low likelihoods) they take, for disjoint events $E_i, E_j$ with $E_{ij}$ their union:

$$LA(E_i, E_j) = m(E_i) + m(E_j) - m(E_{ij}).$$

So, it is the difference between how much each event in isolation adds to the empty set and how much they add jointly.

As index of upper subadditivity (capturing pessimism for high likelihoods) one can take, as natural dual:

$$UA(E_i, E_j) = 1 - m(E_i^c) + 1 - m(E_j^c) - (1 - m(E_{ij}^c)) =$$

$$1 - m(E_i^c) - m(E_j^c) + m(E_{ij}^c) =$$

So, it is the difference between how much each event in isolation subtracts from the universal event and how much they subtract jointly.

The authors do not use this dual notation $UA(E_i, E_j)$ but write $UA(E_k)$ instead, which has the drawback that the notation does not express how $E_k^c$ is partitioned into $E_i$ and $E_j$.

I agree with p. 81 bottom: “A limitation of both maxmin EU and $\alpha$-maxmin is their dichotomous nature: probability measures are either fully included or fully excluded from the set of priors $\mathcal{C}$. A more realistic case is modeled by the variational model.”

I disagree with p. 82 bottom: “Choquet EU predicts that violations of binary complementarity are the same for gains and losses.” Choquet EU predicts that they are opposite, not the same. Note here that matching probabilities for gains $x$ are measured by $(x \in 0 \sim x_p 0)$, so, the event and probabilities are attached to the best
outcome, but that matching probabilities for losses \( z \) are measured by \((z_\ell 0 \sim z_\phi 0)\), so, the event and probabilities are attached to the worst outcome. This is why Choquet EU predicts opposite violations for gains than for losses. Another way to see this is that maxmin EU, \( \alpha \)-maxmin EU, and Choquet EU are all biseparable utility, so, should give the same predictions. Hence I also disagree with the claimed violation of Choquet EU on p. 95 penultimate para.

P. 96 II. 4-5: “The only theory that can explain the choices of most subjects is prospect theory”

**EXPERIMENT 1:**

P. 77: They assume that if matching probabilities were to measure beliefs, they would have to be additive. So, they take subjective belief as additive. One can also argue for nonadditivity of beliefs. They put this view, which I like, forward on p. 97 3rd para. But they automatically connect it with the assumption of sign-dependence and that is something I would not follow.

P. 89 bottom: They find more ambiguity seeking for losses than ambiguity aversion for gains, which is unusual. Hence, while binary complementarity is satisfied for gains, it is not for losses (pp. 88-89), where we find a deviation in the ambiguity-seeking direction.

P. 89 3rd para: They find lower SA always confirmed.

**EXPERIMENT 2:**

Now binary complementarity is also violated for gains (p. 92).

P. 93: more \( \alpha \)-generated insensitivity for gains than for losses.

P. 95: they again find the fourfold pattern of ambiguity attitude.

P. 95 2nd para: all models except Choquet EU, \( \alpha \)-maxmin, and prospect theory are widely violated.

I reproduce the conclusion:

“This paper sheds light on patterns of violations of probabilistic sophistication. We measured matching probabilities for gains and losses in two experiments, using natural (non-Ellsberg-like) uncertainties. Matching probabilities were sign-dependent, additivity was violated, and the violations of additivity were stronger for losses than for gains. Together these violations imply a fourfold pattern of ambiguity attitudes: ambiguity aversion for likely gains and unlikely losses and ambiguity seeking for unlikely gains and likely losses. Our results were most consistent with
prospect theory and, to a lesser extent, Choquet EU and -maxmin. Models with uniform ambiguity attitudes could not explain our results.”


The authors calibrate regret theory per subject, and then test intransitivities predicted by regret theory and Loomes’ (2010) PRAM and Rubinstein’s (1988) similarity, subject-specific. Few such violations are found, and prospect theory better predicts choice.


The paper in its opening sentences points out the disconnect between empirical and theoretical work in ambiguity. Then, it sets a good example of connecting those. First, it provides a desirable generalization of the multiplier preferences model, by adding an ambiguity seeking part (*ambiguity seeking*). This is desirable for empirical purposes because there is much ambiguity seeking. It gives a preference foundation. Then, it shows that it can be used empirically by fitting it to two big data sets of samples representative of the Dutch, and then the American, population, where matching probabilities were measured. In the Netherlands, 23% of the subjects is ambiguity seeking, and in the US it is 36%.


natural sources of ambiguity; updating under ambiguity with sampling: Measure pessimism and likelihood-insensitivity using the indexes of Abdellaoui et al. (2011). Consider ask prices of IPO stocks, so, natural events. Consider learning, with info about past performance gradually provided. They find little
pessimism, but substantial insensitivity. Learning moves towards expected utility, reducing insensitivity, but clearly insensitivity does not disappear and deviation from EU remains. They also derived a-neutral probabilities and those were close to historical frequencies.

This paper was the first to relate the indexes of the source method of Abdellaoui et al. (2011) to indexes used under multiple priors. MP assumes expected utility for risk, and then pessimism = ambiguity aversion and likelihood insensitivity = a(ambiguity-generated) insensitivity (p. 2184 penultimate para). The paper shows that the insensitivity index of the source method of Abdelloui et al. (2011) is the ambiguity perception index of the epsilon-contamination subfamily of the multiple prior family, and that the ambiguity aversion index of epsilon-contamination is the aversion index of the source method per perceived ambiguity unit. They first did so in the working paper version of 13 August, 2013, downloadable here: [link to 2013 version](#)

pp. 10-11, where epsilon-contamination is exactly the neoadditive model of Chateauneuf, Grant, & Eichberger (2007) in multiple priors, as CGE show. Baillon et al. sent their 2013 paper to Dimmock & Kouwenberg who used it in Dimmock, Kouwenberg, Mitchell, & Peijnenburg (2015, JRU).

P. 2184 2nd para of 2nd column 2nd para points out that the value of the aversion parameter b depends on the value of the insensitivity parameter a. This does not mean that they are not different components. An example to explain: If a person is maximally risk averse, then the person can’t be ambiguity averse. This does not mean that risk aversion and ambiguity aversion would not be different components.

P. 2185 2nd column 2nd para writes: “On the other hand, \( \alpha_t \) is a relative measure of ambiguity aversion, which is defined per unit of perceived ambiguity and, therefore, does not depend on the amount of perceived ambiguity. This explains why \( b_t \) is bounded by \(-a_t\) and \( a_t\) and thus depends to some extent on likelihood insensitivity, and \( \alpha_t \) is bounded by 0 and 1 and does not depend on ambiguity perception.”

P. 2185 penultimate para: “The multiple prior interpretation requires that \( a_t \) is positive. As several of our subjects had negative \( a_t\), we could only use the multiple prior interpretation in the aggregate analyses and did not use it in the
individual analyses.”

Pp. 2187-2188: the authors measure certainty equivalents and fit utility, and do not measure matching probabilities. P. 2188: exponential, power, and expopower utility gave equally good fit.%


A first draft of this paper was entitled: “Balanced Design: The Key to Measuring Ambiguity Attitudes when Beliefs Are Unknown.”%


violation of certainty effect: In their common consequence task, strangely enough, only 5% of the subjects violate independence in the usual direction of the certainty effect, and 45% does it in the opposite direction.%


This paper examines what reference points are, about the most central question in decision under risk. It is entirely revealed-preference based, using no other data. It starts from a general model in Eq. 6, which contains six of the most popular models of reference points, displayed in Table 12 (p. 96). It uses a data set (N = 139) obtained in Moldavia, where the average payoff per subject was about a day’s salary. It uses advanced Hierarchical Bayesian data fitting. The status quo and the security level (maxmin: The maximum of all minima of available prospects) did best. Koszegi-Rabin type expectation-based reference
points do not perform well. This is stated explicitly on p. 105.

The authors distinguish between prospect-specific (depending on the prospect and different for each of the prospects available for choice and choice specific, determined by the choice situation. They cite many studies into the location of reference points, and cite papers equating the Koszegi-Rabin approach with disappointment-theory approaches.

The reference points do not depend much on absolute wealth level (p. 104), and probability weighting is too important to be ignored (p. 104); consumption utility can be ignored. Prospect-specific models often violate stochastic dominance (p. 104). %}


{%^https://doi.org/10.1007/s11166-012-9140-x^%


[Link to paper](https://doi.org/10.1016/j.geb.2012.01.006)

source-dependent utility is criticized here.

endogenous midpoints; this paper uses an endogenous utility-midpoint operation to give theorems on concave utility in great generality, e.g. doing the Yaari (1969) comparative risk aversion without requiring identical beliefs, and doing ambiguity aversion in the smooth model without requiring the unobservable subjective probabilities as input or requiring same risk attitudes. Section 3.4 gives an intuitive interpretation criticizing the smooth model and many other models:

“An objection can be raised when our preference condition in terms of utility midpoints is not just used to analyze utility, but is also interpreted as a condition for risk or ambiguity aversion. Our midpoint condition does not speak to the empirical nature of risk, timing (as in Kreps and Porteus’ model), or ambiguity, unlike the conditions that other authors have used. However, (and this is our message) if a theory such as EU or recursive
EU implies that our condition is still equivalent to the others, then this implication of the theory cannot be empirically appropriate, which raises doubts about the theory itself.”


**ambiguity seeking for unlikely:** They use matching probabilities to measure ambiguity attitudes, and do it for unlikely events (smallest has a-neutral probability 0.005), where they find overweighting, giving ambiguity seeking for gains and ambiguity aversion for losses, all confirming the fourfold pattern of ambiguity. The also find lower and upper sub/superadditivity in agreement with a-insensitivity.

They use the Prince incentive system. [Link to paper](https://doi.org/10.3982/ECTA18137)

The authors test the random incentive system (RIS) for measuring ambiguity aversion. Treatments are between-subjects. The control treatment is one single choice only, the standard two-urn Ellsberg test, with proper control for suspicion by letting subjects choose winning color. Then there are two treatments where subjects make two choices. For each of the two colors, subjects must choose between the known (K) and unknown (U) urn. The unknown urn has a somewhat higher prize, so that observed ambiguity aversion is strict. In the control treatment, 50% was ambiguity averse. In the treatments, averaged, KK (27%), KU (23%), UK (9.5%), UU (41.5%) (Figure 2.4). Remarkable is the small number of UK choices. That is, the deviation from random choice is that subjects in the treatment groups who at first chose U, often also did so the second time. It is a clear spillover effect, confounding the RIS measurement. It means that the RIS deviates from the control treatment, giving some less ambiguity aversion.

As the authors point out, they chose a framing of the stimuli that enhances integration effects and violations of RIS. In this sense, the finding is not very
surprising. The more critical question is how RIS performs in best framing, not in worst framing. But this paper shows the principled point that the RIS can bring distortions, and that one has to watch out.

The paper did some other experiments to check. For instance, determining the real choice situation beforehand (but unknown to subjects) or after did not matter. It cites much literature. 


Hedging can occur in ambiguity measurements using the random incentive system if the implemented choice randomization is taken ex post, but not if taken ex ante. This paper derives this theoretically by embedding it in ambiguity theories and then theoretically resolving in those ambiguity theories.


cognitive ability related to likelihood insensitivity (= inverse-S):
They (well, “we”) show that time pressure reduces the cognitive (ambiguity generated) insensitivity, but find a H₀ of unaffected ambiguity aversion, which is motivational rather than cognitive.


A difficulty of working with the Pratt-Arrow index of absolute risk aversion is that it cannot be readily derived from a (small) finite number of observed indifferences, but that it requires parametric fitting. This paper provides a discrete approximation. Let \( \alpha_{E, \mu} \) denote an act assigning outcome \( \alpha \) to event \( E \) and \( \mu \) to
event $E^c$. The paper uses indifferences $\alpha_{E\mu} \sim \beta_{E\nu}$ and $\beta_{E\mu} \sim \gamma_{E\nu}$ to define $\beta$ as the endogenous midpoint of $\alpha$ and $\gamma$. Under EU, also with subjective probabilities, it implies that $\beta$ indeed is the U midpoint between $\alpha$ and $\gamma$. We write $m(\alpha, \gamma) = \beta$.

Assume $\gamma \geq \alpha$. The index $A(\alpha, \gamma)$ is defined as $\frac{1}{m - \alpha} - \frac{1}{\gamma - m}$. It can be seen that it is a discrete approximation of the Pratt-Arrow index. The index can be used for many purposes.

Many authors use ad hoc indexes of risk aversion, such as normalized risk premiums, but this normalization is, in a way, not at the right order of magnitude, where the index for instance tends to risk neutrality simply if the interval $[\alpha, \gamma]$ gets small. The index of this paper does not suffer from that and is at a good order of magnitude. (See p. 1385, end of §3.)

Theorem 1 shows that, under common assumptions, for two states of nature, subjective expected utility holds if and only if the index satisfies a consistency condition. Theorem 2 shows that a comonotonic consistency condition holds if and only if biseparable utility holds. Theorem 3 and Table 1 list many conditions that can be characterized using the index, such as risk aversion and comparative risk aversion. %}


{\% Whereas Machina (2009) devised a paradox only for rank-dependent utility (also called CEU = Choquet expected utility), this paper shows that it is a paradox for virtually every ambiguity theory existing today in the Anscombe-Aumann framework. As an aside, if we abandon the Anscombe-Aumann framework, then Machina’s paradox is only for RDU and no more for the other models. %}


{\% Sadness moves people to ambiguity neutrality, unlike joy, fear, and control group. Ambiguity aversion was measured as $0.5 - p$ where $p$ is the matching probability of the unknown two-color Ellsberg urn. (Study 2 has a-neutral probabilities 1/3 and 2/3.) Emotions are induced by movies. %}

An exemplary study of WTP and risk attitudes for health insurance of a valuable sample of Philippine households, using the tools of prospect theory, with clear applied relevance. The authors split up the risk premium into (1) belief premium: due to misperception of probabilities (2) weighting premium: due to nonlinear weighting of probabilities (3) utility premium: due to nonlinear utility (4) residual. It is somewhat reminiscent of the cited Hilton (1988). A typical finding here is that people take too little insurance, even if it is subsidized and actuarially fair, and have too low WTP. The authors investigate which factors contribute how and what to do about that. It is well-known that biases push WTP down, and I did not read the paper close enough to see how it handles this. Maybe it is considered part of the residual premium, which captures about half as much as the risk attitude premiums.

P. 49 discusses the order of calculating the premiums.

Pp. 48-50, end of intro, summarizes the findings. The median belief premium is about 0. Utility and probability premiums are negative, as with prospect theory’s risk seeking for losses, and explaining part of the overly low WTPs. But median utility and probability premiums seem to be close to 0.


Show a generalization of Yaari’s acceptance condition for more concave utility that also works under different beliefs and different state spaces for the two agents. In particular, it can be used for within-subject between-source comparisons of utility. Thus, it can characterize ambiguity aversion for KMM’s smooth ambiguity model. The condition works as follows:

Let \( \{E_1, \ldots, E_n\} \) be a partition for agent A, and

\( \{F_1, \ldots, F_n\} \) a partition for agent B. \( x_1, \ldots, x_n \) denote outcomes. \( \Pi \) is generic for a
permutation of 1,...,n. f is an act depending on E1,...,En. g is an act depending on F1,...,Fn. Π(f) is the act with x1,...,xn assigned to the Π permuted events and Π(g) is similar. For instance, if Π does nothing but interchange 1 and 2, then Π(g) = (F1:x2, F2:x1, F3:x3, ... Fn:xn).

z is generic notation of a constant act, and >= denotes preference. If events E1, .., En are exchangeable, i.e., preference-symmetric, then f ∼ Π(f) for every Π. We assume SEU for both agents. Imagine that we have

z >_{A} Π(f) for all Π ==> and z <_{B} Π'(g) for all Π’. Then, even for the most risk-favoring Π and the least risk-favoring Π’, >_{A} seeks more certainty than >_{B}. It cannot be that >_{B} is more risk averse than >_{A}. It turns out that excluding this case is not only necessary, but also sufficient, for u_{B} to be more concave than u_{A}, whenever there exist uniform partitions \{E1, ... , En\} and \{F1, ..., Fn\}. The result is easier to state for n = 2, and such versions can also be invoked for general state spaces.

The above condition is alternative to Yaari (1969), allowing for different beliefs and even state spaces. Baillon, Driesen, & Wakker (2012) achieve this in a different manner, using endogenous utility midpopints. The result can also be used to axiomatize ambiguity aversion in KMM’s smooth ambiguity model, or in source-dependent SEU of Chew et al. Or for Kreps-Porteus (1978).


This paper tests constant absolute and constant relative ambiguity aversion w.r.t. utility changes. It does so in the Anscombe-Aumann framework, relying on expected utility. The stimuli did not involve two-stage acts (which are hard to process for subjects), but single-stage Ellsberg urn bets where for instance a constant increase in utility was induced by adding to the ambiguous winning event an unambiguous event (color with known proportion).


The authors empirically test the preference conditions of Baillon (2017 EJ), based on the Anscombe-Aumann framework. They find majority ambiguity aversion,
prudence, and temperance.

They use the Prince incentive system. 


Develop a theoretical model, and experimental data (hypothetical choice) for insurance decisions (so, losses), that people want more insurance, but less of precautionary measures, if ambiguity increases. They do not discuss a-insensitivity, but that fits perfectly well with these results.


The authors are incompetent and have no clue what prospect theory is about. A big success of PT, explaining the co-existence of gambling and insurance by overweighting of small probabilities is completely missed by the authors, who think that these things violate PT. There is worse, but let me stop here.


Consider expert aggregation of composite probabilities, and compare aggregations of averages with averages of aggregations, by theoretical analysis, simulation, and real data. The former has smaller errors and mostly is larger. The authors suggest the former as gold standard. But this may depend much on the error theory and particular aggregation considered.


proper scoring rules: They test scoring rules for multiple choice questions where not just right answers get score 1 and wrong answers and nonresponses all get score 0, which encourages random answering if not knowing, but scoring systems where wrong answering is punished by getting a lower score than nonresponse. Their novelty is that they distinguish gain- versus loss framing and that they do it in the field, with scores on exams with university students—I wonder if ethical committees can approve of such experiments with something as serious as student grading.

Given that, according to loss aversion, losses are perceived more strongly than gains, one may expect improved performance and less nonresponse (random answering was better than not answering), the more so as studies by Yechiam and co-authors (e.g., Yechiam, Retzer, Telpaz, & Hochman 2015) suggest better motivation and performances under losses. The reduction of nonresponse is confirmed, but for the former there is even a nonsignificant tendency to the opposite. The authors, at the end, only cite studies that suggest that losses impair performance, contrary to findings by Yechiam, and cite Yechiam only for another point.

I expect that there is much related work in psychological literature on education, as for instance in Kaernbach (2001). Related, in probably relevant journals, are Budescu & Bar-Hillel (1993), and Echternacht (1972).


In general, power (CRRA) utility fits data better than exponential (CARA) utility. However, power utility has analytical problems when defining loss aversion under prospect theory in the usual way (unless same power for gains and losses). See, e.g., Wakker (2010 p. 338-342, §9.6). This usual way is to take one normalization outcome $\alpha > 0$ with assumed $u(\alpha) = 1$, $u(-\alpha) = -1$, and set $\lambda = -U(-\alpha)/U(\alpha)$. Then $\lambda$ can depend entirely on the $\alpha$ chosen with power utility. This paper proposes to take a weighted average over many $\alpha$, where the $\alpha$s range over a domain relevant for the applications considered, weighted according to importance/relevance. This is a nice idea. Data come from Ghanaian farmers. Data fitting shows that $\alpha$ can still be very volatile, e.g., w.r.t. power. The authors argue that one should not sacrifice fit (by giving up power utility) to get a stable loss aversion parameter.

Utility is concave for gains and convex for losses, but is closer to linear for losses than for gains. (concave utility for gains, convex utility for losses) They strongly confirm inverse-S probability weighting but, because they fit Prelec two-parameter CI family, there is not much space for other shapes. (inverse-S). They also find that parameters interact, with the estimation of loss aversion and also of probability weighting depending on the utility family used.


Re-analyze the data of Stott (2006) using Bayesian techniques, with a prior distribution chosen. His stimuli are not fully representative because they always concern a choice between two two-outcome prospects where one of the two has one outcome equal to 0 (p. 112 3rd para). Consider only gains. Fit PT (referring to the new 1992 version that is sometimes called CPT, but that Tversky and I prefer to call PT), which now agrees with RDU, but also Birnbaum’s RAM and TAX
models and the priority heuristic. Use more sophisticated error theories and Bayesian fitting techniques than Stott did.

They find that PT fits best. Power utility by far best fits rather than exponential or Saha’s powerexpo (decreasing ARA/increasing RRA). Utility is concave, as is to be expected. For representative agent, probability weighting is more concave (optimistic) than inverse-S (inverse-S; risk seeking for small-probability gains). At the individual level, there is much heterogeneity in probability weighting. Much heterogeneity is confirmed by representative agent being firmly rejected. P. 184 writes that probability weighting is less stable than utility.

For error theory, Wilcox’s (2011) contextual utility works best.

For a minority of subjects, linear probability weighting (so, EU) fits best, but for majority probability weighting is better.

Whereas Stott’s analysis gave Prelec’s one-parameter family as best, the alternative analysis of this paper gets two-parameter families as better. %}


{% %}


{% http://dx.doi.org/10.1257/aer.103.7.3071

Study polarization, showing it cannot happen under the Bayesian model, but it can through hedging effects in the smooth model. Crucial for the result is that it refers to the 2nd order probability of the smooth model as capturing beliefs. Hence it is not easily extendable to other ambiguity models, as the authors point out on p. 3083. %}

Moulin showed this paper to me on September 17, 1990, as nice and simple access to rounding methods in voting theory.

Simple rounding methods, may be of use for my integer-fair/proportional division method.


Ambiguous outcomes vs. ambiguous probabilities: Consider vague descriptions not only of probabilities but also of outcomes. Find no support for the loss aversion/endowment explanation of preference reversals. In the matching measurements, the sure outcome is less likely to serve as a reference point than it is for choice lists.


People are asked to predict the risk attitudes of others. Attractive, tall, and male (gender differences in risk attitudes) people are predicted to be more risk seeking, but the predictions overestimate those effects.


{% Seems to be a good text on differences between within- and between-subject designs. %}


{% Use certainty equivalent method of fifty-fifty prospects to measure risk aversion of highschool adolescents (fit EU with power utility). No real incentives. It finds strong peer effects for men, where risk attitude is affected much by peers, but not for women. %}


{% https://doi.org/10.1007/s10683-011-9306-4 random incentive system; random incentive system between-subjects (paying only some subjects) %}


[Link to paper](#)

{% PT falsified: This paper shows that a majority prefers, with probabilities 1/4 not written, the prospect

(−1000, −800, 1200, 1600) to the prospect (−1000, −800, 800, 2000). The choice is a nice combination of choices considered in several revent papers by Levy & Levy but, contrary to the latter, the authors analyze the choice correctly, and establish a clear violation of PT. %}


An extensive study. Here, as so often, I regret that the authors did not also measure insensitivity, which is so easy to do and gives so many more insights.


In a hypothetical experiment, inform patients about uncertainty about probability estimates (ambiguity), and see how this impacts patients’ decisions, where it increases aversion. Qualitative descriptions of vagueness are better understood than quantitative.


Baraldi, Piero & Enrico Zio (2010) “A Comparison between Probabilistic and Dempster-Shafer Theory Approaches to Model Uncertainty Analysis in the


topic of this paper, PT people may prefer it by repeating them, say, 5 times, generating a small (1/32) probability that generates the overweighting. However, this is if prior perspective. If such people involve in playing some rounds then after 3 rounds of winning they face a probability of only ¼ of winning in the next two rounds, and may decide to drop out, violating dynamic consistency. The mix of prior evaluation, dynamic inconsistency, and naivity can lead people to all kinds of irrationalities such as continuing playing after losing but stopping after gaining, all opposite to prior plans. The author, like me, uses the term prospect theory iso cumulative prospect theory (footnote 1).

P. 39 end of §2: the author interprets transformed probabilities not as misperceptions, but as deliberate weighting.

Final sentence of paper is very positive about probability weighting:

“Taken together with this prior research, then, our paper suggests that casino gambling is not an isolated phenomenon requiring its own unique explanation, but rather that it is one of a family of empirical facts, all of which are driven by the same underlying mechanism: probability weighting.”%


PT, applications: lucid survey of PT accessible to a wide audience.

Abstract, p. 173: “More than 30 years later, prospect theory is still widely viewed as the best available description of how people evaluate risk in experimental settings.” (PT/RDU most popular)

Abstract: “I am optimistic that some insights of prospect theory will eventually find a permanent and significant place in mainstream economic analysis.” (PT/RDU most popular)

Abstract: “The fundamental difficulty in applying prospect theory in economics is that, even if we accept that the carriers of utility are gains and losses, it is often unclear what a gain or loss represents in any given situation.”

P. 173 last para, and some other places p. 178 3rd para), write that PT hasn’t been applied as much as one might expect mostly because it is not very clear how to apply it, mostly because of the difficulty of what the reference point is.

P. 174 middle prefers the new 1992 PT (better notation than the author’s, and
common, CPT) to the OPT of 1979.

P. 174: the author only describes PT for risk, with no mention that it was extended to uncertainty/ambiguity. P. 180 2nd para repeats it.

P. 174 bottom takes PT as depending only on changes w.r.t. reference point, and as if independent from initial wealth. This deviates from PT of Tversky & Kahneman (1992), who allowed value and probability weighting to be different for different reference points. P. 179 end of 3rd para correctly retraces here.

P. 175 last para incorrectly writes as if diminishing sensitivity refer only to the value function, whereas Tversky & Kahneman apply it also to probability weighting.

utility concave near ruin: p. 175 footnote 2.

The paper puts the model of Köszegi & Rabin very central.

P. 177 bottom claims that Kahneman and Tversky emphasize that transformed probabilities do not represent erroneous beliefs but this is not correct because K&T do not commit to one or the other.

P. 179 end of 2nd para (also 192 1st para) do not follow Köszegi & Rabin on expectation as reference point: “in financial settings, a reference point such as the risk-free rate may be at least as plausible as one based on expectations.” P. 192 1st para repeats the point, suggesting that in finance people may take some natural levels as reference points, rather than expectations.

P. 180 writes that PT has been most applied to finance; p. 190 writes that not much in health economics; p. 191 writes that to finance and insurance.

P. 183 writes on disposition effect, and studies looking into reflection but, apparently, not into probability weighting.

P. 190 gives some references that negative incentives have more effect than positive ones.

P. 191 bottom suggests that diminishing sensitivity, which in the author’s terminology only refers to utility curvature, is less important than the other components reference dependence, loss aversion, and probability weighting. One thing that is important about it is that it is the only rational component!

P. 192 explicitly leaves open that PT may be rational: “because we do not, as yet, have a full understanding of whether loss aversion or probability weighting should be thought of as mistakes.” I Bayesian see these things differently!

P. 192 footnote 13 claims that narrow framing is widely viewed as a mistake.
Note that Tversky & Kahneman (1981) discusses discrepancies such as between narrow and wide framing and that the, subtle, underlying message is that what is really wrong is that we deviate too much from expected value.

A few things that I would present differently:

(1) This paper exclusively focuses on risk with given probabilities. P. 180: “Prospect theory is, first and foremost, a model of decision-making under risk.” An important innovation of the 1992 paper, expressed in its title (using the term uncertainty rather than risk as in 1979) is the extension to uncertainty/ambiguity. But, indeed, there have hardly been applications of the latter yet, it yet requiring further theoretical work—which is my main research interest today. (2015)

(2) P. 174 uses the unfortunate notation with negative indexes as T&K’92 did, and as Tversky regretted after (personal communication). Although T&K indeed ordered outcomes from low to high, the prevailing and recommended ordering is from high to low, with $x_1 \geq \ldots \geq x_n$, and $x_k \geq 0 \geq x_{k+1}$.

(3) P. 174 bottom claims that PT evaluates outcomes merely as changes wrt the reference point, independently of final wealth, so, independently of what the reference point is. This is not correct, but it is a widespread misunderstanding. Kahneman & Tversky (1979) write about this on p. 277, for instance: “The emphasis on changes as the carriers of value should not be taken to imply that the value of a particular change is independent of initial position.”

(4) P. 175 last para, & p. 191 last para: The author erroneously has the term diminishing sensitivity refer exclusively to the utility/value of outcomes, as it is also commonly taken in the decision-from-experience (DFE) literature. It is a general phenomenon on numerical perception that as much concerns probability weighting. (T&K‘92 p. 303 2nd para: “The principle of diminishing sensitivity applies to the weighting functions as well.”)

(5) P. 177 l. –2 writes: “Kahneman and Tversky emphasize that the transformed probabilities $\pi_i$ do not represent erroneous beliefs; rather, they are decision weights.” There is one sentence, if I remember right, where K&T make such a suggestion, but it is not really the belief of Tversky. He thought that it could be both misperceived probabilities and weighting for other reasons, and several parts in the K&T paper write this. %}

A short and very accessible version of Barberis (2013 JEP), pleaing for the importance of probability weighting. P. 611 2nd para mentions the two-stage model by Fox & Tversky. P. 621 penultimate para claims that the probability weighting function transforms subjective probabilities, but in common terminologies it is objective probabilities. Abdellaoui et al. (2011 American Economic Review) have what they call source function, which transforms choice-based probabilities (which will usually not reflect beliefs). Fox & Tversky tried to use the risk-probability-weighting function to transform introspective subjective probability estimates, but this is a strong empirical hypothesis to be tested, rather than standard terminology.

P. 611 footnote 1 states, in my terminology, that the 1979 OPT is outdated and we should use the modern 1992 PT (what many people call CPT).

P. 612 2nd para end claims that there is more evidence for probability weighting than for loss aversion, but I see this differently. It is true, as explained in footnote 2, that loss aversion is more volatile and, hence, it may be argued (although debatable) that it is less suited to make predictions.

P. 613 §II discusses overweighting versus underweighting of rare events.

P. 614 footnote 5 argues that probability weighting does not concern beliefs. People discuss this point, even for objective probabilities. Probability weighting may reflect numerical misperception, and this can concern belief.


Paper on Thaler’s Nobel prize. P. 662 mentions four factors. I disagree from the author in that I think that only the third factor “they found ways of helping people to make better economic decisions” is where Thaler is exceptional. But then, so exceptional and valuable, that I think it was enough for the Nobel prize. P. 668 writes: “It is here that Thaler had his single most influential insight. In the 1970s, after discovering that, unbeknownst to economists, psychologists—most notably Kahneman and Tversky—had been cataloguing the ways in which people depart from full rationality, Thaler...”
recognized that this research was the key to progress in behavioral economics.” Again, I disagree. Many people had this understanding. Just following Kahneman & Tversky is too small to call it Thaler’s greatest contribution.

The author presents behavioral economics as a reaction to the rational expectations revolution, as the author calls it. Rational expectations was of course a big idea in macro-economics and finance, but not wide enough to call it a revolution. Behavioral economics is better positioned as a reaction to the ordinal revolution. %}


{%- %}


{%- This paper analyzes the implications of probability weighting of prospect theory in finance. It shows how it can explain a number of things not explainable by EU. Seems to show that individual stocks and underdiversified portfolios have positive skewedness.

p. 2066: “In an effort to capture the experimental data more accurately, researchers have developed a number of so-called nonexpected utility models. Perhaps the most prominent of these is Amos Tversky and Daniel Kahneman’s (1992) “cumulative prospect theory.” (PT/RDU most popular for risk)

p. 2068: “Cumulative prospect theory is arguably the most prominent of all nonexpected utility theories.” (PT/RDU most popular for risk)

p. 2088 §F dicusses nonarbitrage for nonEU. %}


{%- %}

{% Let consumer derive direct utility from changes in income. Define loss aversion in such terms. 

P. 17: loss aversion is more important than utility curvature and, hence, they let utility be linear for gains and losses! 

P. 18 explains how the house money effect of Thaler & Johnson (1990) can be reconciled with the fourfold pattern of prospect theory: in Thaler & Johnson subjects do not integrate prior losses, but instead shift the reference point and at the same time become more loss averse. %}


{% P. 1069 footnote 1: loss aversion generates first-order risk aversion. 

Point out that nonEU without loss aversion can also explain the Rabin calibration paradox as per first-order risk aversion. Then they consider what they call “delayed gambles.” What it means is that then background risks are incorporated. I think that background risks can almost as much play a role with immediate payment as with delayed. At any rate, what they call delayed gamble is with background risks involved. Then nonEU models with first-order risk aversion lose most of that first-order risk aversion. Let me explain for rank-dependent utility. With background risk, the rank of any outcome of a gamble now considered is mostly determined by the background risk, and it is similar for all outcomes of the gamble now considered. Thus the rank-dependence in the gamble now considered mostly disappears. Hence, rank-dependence can only work in “isolated” analyses, without considering the background risks. A preliminary version of this idea, only for linear utility, had been pointed out before by Quiggin (2003). The isolated analyses is what the authors call narrow framing and what others call narrow bracketing. 

P. 1072, bottom of 1st column, suggests that recursive is the “typical” implementation of nonEU in dynamic situations, apparently ignoring the several other ways such as propagated by Machina (1989). %}

http://www.nber.org/papers/w27155


{% foundations of statistics; foundations of probability;
Organizes “Séminaire d’Histoire du Calcul des Probabilités et de la Statistique”
%
%}
Barbut, Marc (1997),

{% inverse-S, confirmed, although the families used assume it.
Test probability weighting families. Their own exponential odds family, introduced by these authors in 2013, performs best. Prelec’s compound invariance is second best. They test for gains and for losses, finding very similar shapes only less overweighting of small probabilities for losses than for gains.
A central tool in their analysis is \( w'(p)/w(p) \), the derivative of \( \ln(w(p)) \).

P. 195 Eq. 1 defines biseparable utility but does not specify the ranking of outcomes. For gains the examples in the paper always have \( V_1 > V_2 \) and for losses always \( V_2 < V_1 \), so, what is convention these days. For losses I did not check, so, I am not sure if they reflected for losses.

P. 195 2nd column middle suggests that methods such as Abdellaoui (2000) could not accommodate the Allais paradox, but this is not correct because they can.

P. 198 1st column middle takes utility is a concrete entity: “We may assume that there is no utility in earning no points.”

P. 198: “This experiment expanded upon the novel gamble-matching paradigm used in Chechile and Barch (2013).” They get indifferences from choices between binary prospects, where they avoid degenerate sure prospects. All the binary prospects in fact have one zero outcome, so, they have only one nonzero outcome. This gives identifiability problems for the power of the weighting function, which will depend on conventions assumed for utility. %
%

Ask subjects what they would do in three scenarios, one of which is true, the others are only hypothetical. The experimenters don’t tell to subjects that each would have probability 1/3 (then the experimenters would be lying because they know which has probability 1) but tell them that! they! (the subjects) do not know which is the true scenario. In this manner, they get subjects to play artificial nonreal situations without lying to them. The data were re-analyzed by Bardsley & Moffat (2007).

P. 224 penultimae para: what is the real choice task is unknown in the beginning, because it depends on choices that other subjects will make.

Bardsley’s method is sometimes called the conditional information lottery.


A very useful standard text on methodological questions for experimental economics. Now not every author has to discuss all the issues about the random incentive system, and dozens of other questions, in each paper and with each referee again, but can refer to this book for all those issues. As it so happens, in virtually every issue of subjective opinion I agree with the authors.

Pp 26 (§1.4) & 96 (§3.2) discuss the Duhem-Quine problem: result of experiments can always have been distorted because of confounds due to other assumptions presupposed.

P. 32 (§1.4), about real incentives and stochastic choice theory: “We suggest that experimental economists have been too prone to lapse, in the first case [incentives], into unreflective conformism, and, in the second case [stochastic variation], into unreflective diversity.” More extensive to come in Ch. 6.

Ch. 2 is about internal and external validity, the discovered preference hypothesis, with two or three different kinds of domains in which experiments can be thought to be relevant.

Ch. 3 Experimental Testing in Practice

§3.5 discusses that economists, despite empirical evidence of violations of
transitivity for instance, nevertheless maintain the transitivity assumption in their thinking (called hard-core commitment).

Ch. 4 experiments and inductive generalization.

§4.9.2 on confounds.


Ch. 5: external validity. §5.4.1 is about ceteris paribus.

§5.7 (p. 240) is on field studies. Write, in the context of the sports-cards experiment of List: “The use of a nonconvenience sample does not make the sample representative of the population of interest. ... Thus, the external-validity inference drawn (albeit tentatively) from this experiment by Harrison and List (2004, pp. 1027-28, 2008, pp. 823-24) that certain lab anomalies might be absent in the wild, and that corresponding naturally occurring markets [be] efficient, seems not to follow.”

Ch. 6 is on real incentives. P. 249 §6.3 points out that in individual choice the differences between experimental economics and psychology is sharpest.

P. 249: experimental economists may use real incentives as marketing device.

P. 250: or as barrier to entry.

P. 255, §6.4.1 discusses a study by Moffat (2005) who measured decision time and took this as index of effort. He found that for choices between (almost) indifferent options the decision time was about twice as much as between options with a clear preference. This is counterevidence against the flat-maximum problem discussed by Harrison (1989) and others. §6.4.2 is on crowding out, relating it also to cognitive dissonance.

§6.5, p. 265, distinguishes between theoretical incentive compatibility and behavioral incentive compatibility. See also their p. 285.

P. 268 takes single individual choice as gold standard.

P. 269 explains that RIS (RLI in authors’ terminology) can remain valid under nonEU. 2nd para: “It is easy to see, however, that the RLI [RIS] could be unbiased in the presence of any form of NonEU preferences given different assumptions about how agents mentally process tasks.” Bottom: “the RLI [RIS] scheme can be justified even given the knowledge that subjects violate independence.”

§6.5, p. 270, discusses the binary lottery incentive scheme, which means paying in probability of gaining something. Pp. 271-274 discusses the BDM (Becker-DeGroot-Marschak) mechanism and its difficulties.

P. 280 writes that it is probably impossible to incentivize plans (unless
assuming dynamic consistency).

P. 281 argues against a dogmatic requirement of real incentives: “If, as we have argued, there are certain types of tasks that it is inherently difficult, if not impossible, to incentivize, then insistence on task-related incentives for all tasks puts certain research topics off-limits. ... In view of this, we suggest that a more permissive attitude to the role that incentives should play in experiments would be both defensible from a scientific point of view and consonant with more general attitudes to data that prevail in the broader academic community of economists.”

Pp. 283-284 discusses deception. Footnote 39 explains that not giving (all) information is not deception.

P. 285: “There may be trade-offs between the pursuit of theoretical incentive compatibility and intelligibility of incentive mechanisms that should enter as considerations in experimental design.” See also their p. 265.

Ch. 7: probabilistic choice theories.

Pp. 287-289, §7.1, explain why techniques used in econometrics may be less suited to analyze experimental data. It is because econometrics is for field data where there is much out of control and, hence, much noise that overwhelms any within- or between-subject errors. In experiments there is much control and the stochastic nature of errors is of a different nature.

P. 299 explains how an asymmetry of a bigger number of risky choices for one prospect pair than for another may not indicate violations of a preference condition (such as independence) claiming that same choices may purely be generated by bigger errors in one prospect pair than in another. It can, then, not explain that majority choices are conflicting, but only that choices are closer to 50-50 in one situation than in another. P. 300 explains in words, without using the term, that a symmetric error theory is underlying the above reasoning.

P. 302 explains that error theories will predict more violations of stochastic dominance than observed.

P. 305 prefers random preference model to Fechnerian models

P. 309, §7.3.1, is on quantal response equilibrium.

Boxes:

2.1 (p. 52): internal and external validity.

2.2 (p. 54): blame-the-theory argument (experiment to test theory cannot be blamed for being artificially simple if the theory is so)

2.3 (p. 58): the voluntary-contribution mechanism.
2.4 (p. 61): instrumentalism and Friedman’s methodology of positive economics
2.5 (p. 72): expected utility theory: transitivity and independence
2.6 (p. 74): the common ratio effect
2.7 (p. 77): the discovered preference hypothesis
2.8 (p. 88): partners and strangers designs
3.1 (p. 99): a classic market experiment “inducing” supply and demand in a double auction.
3.2 (p. 108): Popper and the methodology of falsification
3.3 (p. 116): the ultimatum game
3.4 (p. 131): preference reversals
3.5 (p. 135): regret theory and the new prediction of choice cycles
4.1 (p. 152): Chamberlin’s [1948] experimental market
4.2 (p. 154): the Ellsberg paradox [3-color]
4.3 (p. 157): the endowment effect and the willingness-to-accept/willingness-to-pay disparity.
4.4 (p. 158): the trust game
4.5 (p. 158): focal points
5.1-5.3 (pp. 200-204): present three papers
5.4 (p. 223): the winner’s curse
6.1 (p. 266): the random-lottery incentive scheme (a better name is random incentive scheme, RIS) and its variants. Discusses two ways to incentivize adaptive experiments, one based on Bardsley (2000) and the other by Johnson et al. (2007).
6.2 (p. 271): mechanisms for incentivizing valuation tasks. Explains BDM (Becker-DeGroot-Marschak) and Vickrey auction
6.3 (p. 274): the strategy method
6.4 (p. 282): deception: a case of negative externality


{\% foundations of statistics; seems to have been first to emphasize likelihood principle (according to, for instance, von Winterfeldt & Edwards 1986 p. 144). I’m not sure about it, most people say Barnard ’49 was first; This 47 paper may be the first to introduce the Stopping Rule Principle? %}


{\% According to virtually all references, this paper introduced the likelihood principle. %}


{\% foundations of statistics %}


{\% foundations of statistics %}


{\% foundations of statistics; discussion of the several approaches to statistics and how they are rooted in different notions of probability. §6.8.2 defines the likelihood principle. Ch. 8 discusses fiducial statistics and Edwards’ likelihood approach. Seems to consider the fiducial approach to be incorrect. %}


{\% second-order probabilities to model ambiguity %}


People don’t want to vaccinate their child even if that decreases the total probability of death of the child, only so as to avoid perceived responsibility.  


All references hereafter are to second edn.

---

**reflective equilibrium:** Ch. 17 introduction (p. 332), says that, if your intuitive choice deviates from decision analysis recommendation, it is not at all clear which is wrong. Says to consider decision analysis as a second opinion.

§17.1.4 presents the basic decision analysis for Down’s syndrom. Final sentence in §17.1.4, on discrepancy between CE (certainty equivalent) and PE utility measurement method: “The difference method of measuring utility, when it can be used, is probably more accurate.” *(PE doesn’t do well)*

**tradeoff method:** §17.1.5 presents tradeoff reasoning in additive conjoint measurement.

**time preference; discounting normative:** an argument for zero discounting: §24.4.4 (p. 516): “Despite Parfit’s reservations, many of us feel a strong pull toward an attitude of impartiality toward all parts of our future lives.”


---

{
\textbf{ratio-difference principle} and \\
\textbf{decreasing ARA/increasing RRA:} illustration that people usually do something \%

between differences and proportions. 


\% P. 49: \textbf{conservation of influence}: §2.2.3, on incentives: “Outcome bias: this bias could 
\textbf{cause us to hold people responsible for events they could not control.”}

§2.3: author considers EU and utilitarianism to be normative.

Potential energy to preserve the law of conservation of energy: Baron gives 
another example, on \(1+1=2\): “We say it isn’t fair because drops falling on top of each other 
do not count as “addition.” We do not apply the framework this way. But why not? 
The answer is that, once we have adopted the framework, we force the world into 
it.”

\textbf{real incentives/hypothetical choice}: §7.2.2 gives an example where real 
incentives may have the negative effect of reducing other incentives. “The reward 
may be effective in encouraging the work in question, but it may reduce the commitment to other 
valuable goals.”

§10.3 casually suggests that people have been asked their willingness to pay 
for the St. Petersburg paradox and did not want to pay much more than $3 or $4. 

§11.4.4 discusses the rationality of regret, and that regret depends on whether 
we can control our emotions regarding upward and downward counterfactuals. 

§13.1.2: points out that if the decision analysis solution deviates from the 
intuitive solution, then it is not clear which solution is best and the case should be 
reconsidered.

§14.0.14 explains conjoint measurement and standard sequences in an 
intuitive manner.

§15.3 explains why everything always takes longer than planned.

§16.2.1 describes the naturalistic fallacy, of people who base normative 
judgments on empirical facts (“what is natural”).

\textbf{DC = stationarity}; §19.4.2 properly defines DC (dynamic consistency), and 
then defines delay independence as the combination of DC and stationarity. 

Baron, Jonathan (2008) “\textit{Thinking and Deciding}; 4\textsuperscript{th} edn.” Cambridge University 


Baron, Jonathan, Zhijun Wu, Dallas J. Brennan, Christine Weeks, & Peter A. Ubel (2001) “Analog Scale, Magnitude Estimation, and Person Trade-Off as Measures...

{% dynamic_consistency %}: Foregone opportunities (so, not foregone events but past decisions) impact present decisions, as experiments show. The corresponding emotions are close to regret theory. It is difficult to develop tractable models that have this. The authors cite much literature on counterfactual thinking. %}


{% real_incentives/hypothetical_choice %}: seem to find difference. %}


{% principle_of_complete_ignorance %}


{% %}


{% %}


{% %}


**risk averse for gains, risk seeking for losses**: In Experiment 1, they find more risk seeking for losses than for gains in one-shot. No real incentives here it seems.

**real incentives/hypothetical choice**: Experiment 2 had real incentives but loss-amounts were simply not implied but kept at zero.

It is remarkable how much the participants keep on deviating from expected value maximization in repeated choices with the sum of payments received. Experiment 5 has 400 repetitions!


**PT falsified**: Subjects have to do common-ratio choices, and others, not once, but repeatedly, say 200 times. They don’t get any info about probabilities etc., only can push one of two buttons and from experience find out what probability distribution can be. They don’t even know that it is one fixed probability distribution. Real incentives: they are paid in points, and in end sum total of points is converted to money. Loss aversion is confirmed. Other than that, all phenomena are opposite to prospect theory, with underweighting of small probabilities, anti-certainty effect, more risk seeking with gains than with losses, etc. A remarkable and original finding. The authors’ explanation is that the subjects in their experiment experience the gambles rather than get descriptions of the gambles. It is surprising to me that subjects do not get close to expected value maximization.

My explanation (ex post indeed) (added Jan. 2023: = Fox & Hadar 2006): The subjects put the question “which button would give the best outcome” central,
and not “which button would give the best probability distribution over outcomes.” They get to see which button gave best outcomes in most of the cases, with recency effect reinforcing it. Thus, subjects experience only the likelihood aspect, whether or not events with good/better outcomes obtain or not. The subjects do not experience the outcomes, because these are just abstract numbers to be experienced only after the experiment. This procedure leads to likelihood-oversensitivity, and S-shaped rather than inverse-S -shaped nonlinear measures. Example of recency effect: If subjects, for instance, remember only which option gave the best result on the last trial, then they choose the event that with highest probability gives the best outcome (a heuristic advanced by Blavatskyy).
Outcomes will be perceived as ordinal more than as cardinal. The authors themselves may have alluded to this explanation on p. 221 just above Experiments 3a and 3b, when they refer to MacDonald, Kagel, & Battalio (1991, EJ) who found the opposite of what they found in an experiment with animals:

“For example, MacDonald et al. used a within-subject design and allowed the decision makers to immediately consume their rewards.” %


{% P. 281 penultimate para: they have a nice treatment that is intermediate between experience (DFE) and description (DFD): An urn contains 100 balls with a particular proportion of winning balls. Subjects have to sample without replacement, but they have to sample the whole urn, so that they can exactly know the distribution. So, it is experience, but also equivalent to description (if subjects count properly). Yet the authors find underweighting of rare events. (DFE-DFD gap but no reversal: they find reversal) Also, it is not ambiguity, but risk. P. 280 cites other studies on DFE that yet have known probabilities, so, it is risk and not ambiguity. They also correct for preferences by first measuring indifferences and then (adaptively) using those stimuli.

Real incentives: they use random incentive system. %


This paper argues for the importance of probability weighting.

**inverse-S**: 400,000 household insurance choices are analyzed. The authors find that likelihood insensitive (inverse-S) probability weighting is an important factor to explain the data. Strangely enough, they denote probability weighting by capital omega, $\Omega$; I will use the common $w$. Do both representative-agent analysis, and estimations at the individual level.

P. 2500: “we then demonstrate that neither KR loss aversion alone nor Gul disappointment aversion alone can explain our estimated probability distortions, signifying a crucial role for probability weighting.”

P. 2501: The probability weighting functions that they find deviate from what Gul’s (1991) disappointment aversion and Köszegi & Rabin’s (2006) model (K&R) would imply, detailed on pp. 2015-2016. As explained on p. 2015 bottom, the web appendix seems to analyze how K&R loss aversion can be remodeled as probability weighting; for Gul it is well known (Wakker 2010). For K&R loss aversion it is central in Masatlioglu & Raymond (2016 American Economic Review).

§IV, starting p.2018, explains that they take quadratic distance approximation of $w$ for individual estimates.

**equate risk aversion with concave utility under nonEU**: p. 2501 and else: they, unfortunately, use the term risk aversion to designate concavity of utility.

They simultaneously fit utility and probability weighting.

§ I.C, p. 2505 describes how they estimate the probabilities of claims/hazards of subjects.

Utility they approximate 2nd order, which means taking it quadratic.

P. 2511 2nd para explains that the data is rich enough to estimate both $U$ and $w$.

They do regress wrt a vector $Z$ of demographics and the like.

Section III estimates $w$. The authors call it parameter-free, but what they do is fit a 20th-order polynomial and then on the basic of BIC choose $w$ quadratic.

§II.A: They find inverse-S $w$. Most of their insurance data concern
probabilities below 0.16 (p. 2527). They do not speak to other probabilities.

P. 2512: They, nicely, point out that utility is closer to linear if we incorporate probability weighting. They now find relative indexes of relative risk aversion (I regret this term for concavity of U) of 0.00064, 0.00063, and 0.00049 in Models 1a, 1b, and 1c, respectively.

P. 2514: w alone explains data better than U alone.

P. 2515 argues, in my terminology, that most probability transformation takes place for very small probabilities (say p < 0.01), with w approximately linear with slope 1 after (?), so that the usual inverse-S shapes do not fit well. It suggests neo-additive w (although then slope of linear has to be < 1). Note that they only consider the range [0, 0.16].

P. 2526 advocates probability weighting: “Perhaps the main takeaway of the article is that economists should pay greater attention to the question of how people evaluate risk. Prospect theory incorporates two key features: a value function that describes how people evaluate outcomes and a probability weighting function that describes how people evaluate risk. The behavioral literature, however, has focused primarily on the value function, and there has been relatively little focus on probability weighting. In light of our work, as well as other recent work that reaches similar conclusions using different data and methods, it seems clear that future research on decision making under uncertainty should focus more attention on probability weighting.”

P. 2527 top discusses Rabin’s paradox but is confused. For instance their sentence “This suggests that it may be possible-contrary to what some have argued-to resolve Rabin’s anomaly without moving to models that impose zero standard risk aversion and use a nonstandard value function to explain aversion to risk.” I first (until 2016) misread the sentence to erroneously think that “use a nonstandard …” was part of the “without” part. However, it is part of the “possible . . . to resolve . . .” So, it says that a nonstandard value function CAN explain.

P. 2527 and many other places: The authors cannot distinguish between probability weighting or probability misperception (but their AERPP 2013 paper is on it). I would say that the authors in fact are studying ambiguity attitudes, where their w’s are source functions. They allude to ambiguity in Footnote 57, and pity they are not aware that the source method does exactly what they describe there.
A mostly theoretical paper, with an application to a data set. They assume a large population with every individual making one choice from a choice set with finitely many risky lotteries. The risk attitudes and choice sets are not known to the researcher, but are parametrized by one parameter, which is estimated. I did not read enough to know to what extent they allow for individual differences. They assume a single crossing-over property. That is, choices only once change if some parameters grow. It reminds me of the same condition in Bell (1988, MS), a work not cited. They suggest that the condition is not very restrictive, claiming in Footnote 2: “The EUT framework satisfies the SCP, which requires that if a DM with a certain degree of risk aversion prefers a safer lottery to a riskier one, then all DMs with higher risk aversion also prefer the safer lottery.” This depends on how one defines being more risky. For instance, Wakker (2010 Assignment 3.3.5 mentions an example of two lotteries with the same expected value but still a risk averse decision maker prefers the one with the higher variance (whereas a less risk averse, risk neutral, decision maker is indifferent). So, higher variance will not do. %}


% Explain that one can distinguish between rank-dependent probability weighting and just using wrong probabilities if one has rich enough data, because the latter will exhibit no rank dependence, illustrating it with simulations. %


% They work on risk attitude and probability weighting much like I do, but have a different background with more econometrics working with big field data sets. It is interesting for me to see how this leads to differences. Although the paper
presents itself as a survey, in reality it is more a long methodological intro
followed by a discussion of relatively few studies, where each is discussed
thoroughly.

P. 501: “Most of the literature uses expected utility (EU) theory to model risk preferences. Under EU theory, there are two potential sources of variation in attitudes toward risk: people might differ in (i) their degree of diminishing marginal utility for wealth (their utility curvature), or (ii) their subjective beliefs.” The authors do not distinguish as clearly between risk (objective probabilities) and ambiguity or, at least, subjective probabilities, as this is common in economic decision theory. For instance, p. 507 writes: “Models of risk preferences describe how a person chooses among lotteries of this form, where we often use X to denote a choice set. Throughout, we express lottery outcomes in terms of increments added to (or subtracted from) the person’s prior wealth w. In other words, if outcome xₙ is realized, then the person will have final wealth w + xₙ. The probabilities should be taken to be a person’s subjective beliefs. In particular, the models below describe how a person’s subjective beliefs impact his or her choices.” Here w denotes initial wealth and NOT reference point. The authors also use the HARA parametric utility family.

P. 509: What the authors call approximative approach means taking quadratic approximation and using it only locally. It reminds me of their 2013 American Economic Review paper where, in §III, what they called parameter-free meant first fitting a 20th-order polynomial and then on the basic of BIC choosing a quadratic approximation.

Pp. 509-510, §3.1 end, discusses Rabin’s paradox. Whereas in the beginning they point out that when working with EU one wants one fixed utility function to be able to have predictions, they nevertheless propose as their solution to Rabin’s paradox that one take different utility functions for different choice situations.

As in their other papers, the authors have the unconventional habit of denoting probability weighting by capital Omega, Ω.

§3.2, p. 510 bottom: Very regrettable, when defining RDU, the authors do not use top-down integration as is common today, but bottom-up. So, they are using weighting functions dually, where convex and concave should be interchanged everywhere, and so on. Also, the parametric families (e.g., their Table 1) get different meanings. Oh well. I discuss these things in my 2010 book, §7.6.

§3.2, p. 512, for prospect theory the authors, fortunately, take weighting functions as is common today.

P. 520: for RDU, the authors call utility “standard risk aversion.”
§4.4, p. 521, points out the well-known point that for two-outcome lotteries most theories agree. It is explained by Wakker (2010, §7.11).

P 521 again points out that Köszegi-Rabin CPE and Bell-disappointment aversion cannot be distinguished, a central point in Masatlioglu & Raymond (2016 American Economic Review) (not cited here, but mentioned in Footnote 28 on p. 522).

P. 522: “A frequent assumption in the literature is that subjective beliefs $\mu$ coincide with objective expectations (e.g., “objective” claim probabilities), which in turn the econometrician can estimate. However, this assumption may fail in a given application. In that case, when $\mu$ is assumed to equal objective expectations, the estimated $\Omega(\mu)$ function captures a mapping $\Psi$ from the estimated objective probabilities to subjective beliefs, thereby yielding another possible source of probability distortions.” The weighting function $\Omega(\mu)$ is applied to goodnews probabilities to give decisions, and just equating this (why not its dual?) with beliefs is too unnuanced.

P. 524: “In most field contexts, however, objective probabilities either do not exist or are very hard to assess.” Further text: “For such situations, an ideal approach would be to simultaneously estimate both the agents’ beliefs and preferences. As we shall see in section 7.3, however, this presents a fundamental identification problem. Hence, the most common approach to date has been to assume “rational expectations,” in the sense that agents’ subjective beliefs correspond to objective probabilities (often, but not always, as reflected in past or future outcomes). The researcher then either posits a carefully thought-out model of rational expectations formation, or posits a “reduced-form” model, and estimates probabilities over outcomes conditional on the chosen covariates based on realized outcomes and observed covariates. These estimated probabilities are then typically taken as “data,” in the sense that they are treated as an observed input when estimating preferences.”

P. 525 bottom: describes two-stage probabilities if probabilities are heterogenous.

P. 527 briefly and factually states the basic revealed preference approach, that Gilboa & Schmeidler’s CBDT deviates from: “In particular, risk preferences are estimated by investigating how agents react to changes in choice sets,”

P. 533: “Moreover, while there also is statistically significant curvature in $u$, economically the lion’s share of households’ observed aversion to risk is attributed to probability distortions.”

(\% violation of risk/objective probability = one source:

They assume expected utility with CARA (constant absolute risk aversion) utility. They find, using market data, that many households exhibit greater risk aversion in their home deductible choices than their auto deductible choices. P. 616 reports some PT analyses but the data seem to be too poor to identify much. \%)


(\% Z&Z; P. 538 compares the survey approach to econometrics. Econometric estimations may be inappropriate if heterogeneity of the population is important. (I’m not sure if I understand this.)

For N = 11,707 participants, aged 51-61, they measure risk attitude through gambles where you either receive a fixed outcome for the rest of your life, or a .5 prob of having X times income and a .5 probability of having x times income, where X = 2, x = 2/3, and then, depending on answer, either X = 2 and x = 1/2 or X = 2 and x = 4/5. This procedure classifies subjects into four risk aversion categories. The most risk averse class I was highly modal: 64.6% in class I, 11.6% in class II, 10.9% in class III, and 12.8% in class IV (Table IIA p. 548).

P. 550: Males somewhat more risk seeking than women (gender differences in risk attitudes). Asians and Hispanics are the most risk seeking, blacks and natives less, whites the least. Remarkable because intercultural studies suggest (if I remember well) that Asians are less risk seeking. Then, Asians in US ≠ Asians in Asia? Jews are most risk seeking, then Catholics, then protestants. Western US-ers are more risk seeking than others.

P. 551: Risk seeking index predicts actual behavior regarding health insurance, smoking, drinking, choosing risky (i.e., self-) employments, and investments (p. 560). The latter is not enough to explain the equity premium puzzle in their data.
(p. 561). However, the variance explained is small.

For n = 198 participants, they measure intertemporal preference index by asking for future consumption while specifying the interest rate, and varying the latter; 116 useful observations could be used (p. 565). No statistical relation between intertemporal preference and risk aversion (p. 564).

**dominance violation by pref. for increasing income**: p. 567: people prefer increasing income to decreasing, even if interest rate is zero.

**decreasing ARA/increasing RRA**: first RRA is increasing, but then decreasing (p. 557).


{\% measure of similarity %}


{\% %}


{\% Mathematical Review 13 (1952), No. 8, p. 775. %}


{\% Mathematical Review 13 (1952) No. 3, p. 227; Mathematical Review 14 (1953), No. 11, p. 1119. %}

Bartsch, Helmut

{\% This paper generalizes Yaari’s (1987) dual theory to multidimensional distributions, using generalized quantile functions, also extending Yaari (1986) and Galichon & Henry (2012). %}


{\% EU+a*sup+b*inf; considers different regions with different kinds of (reference) outcomes, more than the two (gains and losses) of prospect theory. %}

PT considers \( CEU^+ (f^+) + CEU^- (f^-) \), where \( f \) is a prospect, \( f^+ \) is its positive part where all outcomes worse than 0 have been replaced by zero, and \( f^- \) its negative part where all outcomes better than 0 have been replaced by 0. Then \( CEU^+ \) is a PT functional; i.e., the Choquet integral of utility of outcomes, and \( CEU^- \) is a PT functional too. PT generalizes Choquet expected utility by allowing \( CEU^+ \) to be different than \( CEU^- \). This paper considers a generalization that considers three, instead of two, regions: \( CEU^m_m (f^m) + CEU^{m,M} (f^{m,M}) + CEU^M_M (f^M) \). Here each CEU is a, possibly different, Choquet expected utility form, \( m < M \), \( f^m \) replaces all outcomes better than \( m \) by \( m \), \( f^{m,M} \) replaces all outcomes worse than \( m \) by \( m \) and all outcomes better than \( M \) by \( M \), and \( f^M \) replaces all outcomes worse than \( M \) by \( M \). Note that, if all CEU forms are equal to some fixed CEU form, then what I just said amounts to \( CEU(f) + U(m) + U(M) \). The authors interpret outcomes below \( m \) and above \( M \) as unusual, because of which they are processed differently. Optimism for the lower part means that \( CEU^m_m (f^m) > CEU^{m,M} (f^{m,M}) \); i.e., the different treatment of outcomes below \( m \) make the prospect better. It holds iff the capacity of \( CEU^{m,M} \) dominates that of \( CEU^m \). Similar things are given for pessimism for the upper part.


**Updating: nonadditive measures:** study \( \varepsilon \)-contamination with updating.


**Value of information:** give conditions on games in which all benefit from extra information.


https://doi.org/10.1007/s00199-022-01437-1

A new characterization of rectangular sets of priors in expert aggregation under ambiguity: to avoid dynamic inconsistencies the experts should expand sets of priors.


*strength-of-preference representation*: shows that utility-difference representation is unique up to level and unit if range of utility is an interval, without using any continuity. This theorem follows as a corollary of Theorem 4.2 of Krantz et al. (1971), in particular because their restricted solvability is more general than continuity.


Consider infinite streams of outcomes. Diamond (1965) first showed that fairness/anonymity then cannot be reconciled with strong Pareto optimality, but


The VC (Vapnik-Chervonenkis) dimension of a theory is calculated as follows, where the theory has some free parameters. Imagine a game between a falsifier F, who likes to see a particular theory violated, and a Theorist, who does not want the theory violated. First, a theorist chooses a natural number k. Second, the theorist moves again, choosing k binary choice situations. Third, the falsifier can choose, at will, what the observations in these choice situations are. Then, if the theory is not violated, T wins, and receives k from F. If the theory is violated, F wins, and nothing happens. The largest k that T can win is called the VC dimension. For example, if the theory only imposes weak ordering, and the preference domain is infinite, then the VC dimension is infinite. If the theory is single-peak preference and the preference domain \( \mathbb{R} \), then the VC dimension is 1.

The paper considers, for a finite state space with n states, EU, CEU (what I would call RDU), and maxmin EU (MEU), always assuming linear utility, which is reasonable for comparing these theories.

P. 1280: “In response, decision theorists have sought to generalize the theory of subjective expected utility to allow for ambiguity aversion. The two best known alternatives are the models of max–min expected utility and Choquet expected utility.”

P. 1281 (on EU, CEU, MEU): “The three models we have described are arguably the
most important models of decision-making under uncertainty.”

P. 1281: Unfortunately, the authors make the widespread mistake of equating risk attitude with utility curvature and write (where it is clear that they refer to linear utility): “In all three cases, we assume an agent who is risk-neutral. If we were to include the utility function as an additional parameter of the theory.” (equate risk aversion with concave utility under nonEU)

P. 1282 goes wrong when writing: “Overfitting as a concern seems to be new in decision theory and behavioral economics.” Such a claim cannot be. Every student doing empirical work is familiar with the elementary statistical phenomenon of overfitting, and so have I been since my youth. Mangelsdorff & Weber (1994) is an early example in my area of expertise. The authors cite that paper elsewhere, but do not recognize the point of overfitting there. Erev and his team organized several prediction competitions, e.g.


We discuss overfitting on p. 9. People often use the terms parsimony and fit to discuss these issues, e.g., Harless & Camerer (1994).

The bottom of p. 1283 cites some papers on estimating ambiguity aversion but is very limited. The survey Trautmann & van de Kuilen (2015) could have helped them considerably.

P. 1287 claims that axioms 1 and 3-5 axiomatize EU with linear utility, but give no reference. Chateauneuf (1991) is one reference giving these and related results, although he used additive rather than mixture axioms, but those are readily related to each other. It also follows from Schmeidler (1989) if we take money with linear utility as a mixture space in the Anscombe-Aumann framework.

P. 1288 Theorem 1. Let the state space have n elements, and utility is linear. Then VC(EU) = n.
VC(CEU) is between \( \binom{n}{n/2} \) and \((n!)^2(2n+1)\).

If \( n=2 \), then VC(MEU) = VC(CEU)=2. If \( n \geq 3 \), then VC(MEU) = \( \infty \).

**nonadditive measures are too general:** It means that VC(EU) grows linearly in the state space and VC(CEU) exponentially. MEU is worse. Oner can roughly understand these results as follows: With linear utility, every preference gives a linear inequality. For \( n \) states, EU has \( n-1 \) free parameters, being probabilities. Then \( n+1 \) potential inequalities can always be led into contradiction. CEU has \( 2^n - 2 \) inequalities, concerning all nontrivial subsets (trivial are the state space and the empty set), with monotonicity restricting it.

P. 1289 2nd para points out that we can add proper restrictions to theories, such as assuming functional families, and then VC can become much smaller, and this is to be done for theories that are too general.

Section 3 is on learnability. This term means that you can with arbitrary high probability get predictions arbitrarily close if enough observations. It should not be confused with learning in the sense of digesting new information. Theorem 2 says, unsurprisingly, that a theory is learnable iff VC dimension is finite. The theorem assumes that the true deterministic theory is chosen randomly, but does not consider probabilistic choice or choice error. %} 


%

\% §3 gives nice survey of differences between WTP, WTA, etc., as in Bateman et al. (1997, QJE). The paper tests whether money paid is perceived as a loss (the British prediction), or if subjects are prepared for the payment and do not perceive it as a loss (Kahneman’s prediction). They find the first hypothesis confirmed.

The paper also explains adversarial collaboration, where people with different hypotheses come together and jointly test who is right. A drawback is that usually such studies don’t give clear results.

Footnote 9 of version of May 16, 2001: “Whether or not loss aversion should be interpreted as a bias in the context of valuation is an interesting question. We view this as an open question which we do not attempt to address here.” This text was dropped, unfortunately, in the working paper of 2003 and also in the published version.


\% Hicksian means: according to classical economic paradigm.


\% Couples are more subject to common ratio when doing decisions jointly than when doing individual choice.


\% PT, applications, loss aversion: WTP versus WTA;

WTP versus WTA; loss aversion; etc. §I gives a careful discussion of WTP-WTA where it is precisely specified whether goods are received, given up, what the assumed prior endowment is, etc. Buyer’s point of view, seller’s point of views, neutral point of view, etc., are terms that psychologists including as
Michael Birnaum, Barbara Mellers, and Elke Weber have used here. They find that loss aversion explains most, and argue that, given loss aversion, no other fundamental principles of classical preference theory need to be violated here. End of paper suggests that the equivalent-gain method (the neutral point of view) is the least biased. %


---

**part-whole bias**: a nice name for the attribute-splitting effect: Splitting up something into more components usually leads to greater weight being attached to it. It is useful to know this term and concept.

P. 322 (PHB = part-whole bias): “Some have interpreted PHB as evidence that respondents react to the symbolic value of the public good in question. … warm glow of ‘moral’ satisfaction …”

WTP versus WTA; loss aversion; etc.; point out similarity between attribute splitting and event splitting (each of these leads to increased total weight, violating additivity). Refer to Martin Weber et al. 1988 for attribute splitting. %


---

**risk seeking for losses**: seem to find that. %


---

**equity-versus-efficiency**

experimental testing of, a.o., Ido & I.;

real incentives/hypothetical choice: P. 45 shows that there is a quantitative difference (more risk aversion for real incentives, both for gains and for losses) but the qualitative phenomena are the same. P. 28 also states this.

losses from prior endowment mechanism: Seem to do this. Their Table 3 seems to find significant deviation from integration.

risk averse for gains, risk seeking for losses: find what they call qualified support.

reference-dependence test: test and find it confirmed in §3.1 (p. 31). That is, they find asset integration falsified.

P. 32: less risk seeking for losses than risk aversion for gains.

PT falsified: p. 35: risk seeking for symmetric fifty-fifty gambles: they find it for (0.5, 20; 0.5, −20). %


Rat’s choices satisfy stochastic dominance and exhibit the common ratio effect. Obviously, real incentives were used.

decreasing ARA/increasing RRA: they find nonincreasing ARA (absolute risk aversion).

risk averse for gains, risk seeking for losses: find no risk seeking for unfavorable-outcome lotteries, unlike Caraco (1981). %


utility families parametric: variation on power utility %

A follow-up on Battigalli, Cerreia-Vioglio, Maccheroni, & Marinacci (2015 American Economic Review). They assume the smooth model of ambiguity. They show that for self-confirming equilibrium (SCE) sequential and strategic form are not equivalent. Derive monotonicity results for sequential.


Study self-confirming equilibrium (SCE). Players face ambiguity about opponents’ moves. For the equilibrium they play, they collect more and more information and hence it turns into known probabilities, going away from ambiguity aversion. For agents who play myopically, at every round only optimizing the profits of that round (exploiting) without concern of learning (exploring), ambiguity aversion then increases status quo bias. Hence, more SCE exist under ambiguity aversion than under ambiguity neutrality. A restriction of this result is of course that the agents are assumed to play myopically, so, they are not very rational, and do not behave as rational agents for instance in multi-armed bandit problems.

A problem I have with much of the modern literature on ambiguity is the extent to which it is normative or descriptive. The myopic behavior of the agents means that it is not normative. But it also is not very descriptive because ambiguity aversion and the smooth model assumed here do not fit data well, for instance the fourfold pattern of ambiguity attitude (Trautmann & van de Kuilen 2015). The myopic behavior of agents can be made normative in a different interpretation: In each round, agent i is a new person who only plays that one round. But he does have the info of the preceding agents i. As this happens in information cascades. So, this deviates from Nash’s mass action interpretation.

Loss aversion can similarly introduce a status quo bias.

In this paper, when the authors analyze Figure 1 on p. 649, in the second game say, they condition on H² and T². Both conditional on H² and T², the agents face ambiguity about the opponent’s moves and ambiguity aversion leads to lower evaluations of H² and T² and, hence, the whole second game. If the agent were randomizing at the individual level, he might as well condition on h² and t², getting an Anscombe-Aumann model. If he then playes fifty-fifty, then both
under $h^2$ and $t^2$ he has (expected) payoff 2. So, then the value of the game is 2 (the same as with ambiguity aversion). However, agents are not randomizing at the individual level. This is Nash’s mass action interpretation, where the randomness is only at the population level. Every individual player plays deterministically. Therefore the conditioning on $H^2$ and $T^2$ as assumed here is natural.

Why do the authors choose the conditioning they choose, and not the other one? In the theoretical analysis on p. 652, Eq. 1, they evaluate each strategy of a player separately, which means that they use the same conditioning as in Figure 1, first conditioning on own strategy choice and not first on opponents’ strategy choice. %}


{% Consider smooth model of ambiguity. Consider set of justifiable choices (optimal w.r.t. some 2nd order belief over probabilistic models, i.e., some 2nd order distribution. They here take utilities $u$ and $\varphi$ as given and consider existence of 2nd order distribution $\mu$. The set of justifiable choices grows as ambiguity aversion or risk aversion grow. An intuition for the ambiguity result can be that increasing ambiguity aversion is like increasing the set of possible priors, giving more options there. It is like making a surface more concave, giving more tangents. An opposite intuition would be that increasing ambiguity worsens every nonsure act.

They relate the result to the Bayesian analog, Wald (1949), which was famous a generation ago but seems to have been forgotten now (2016). They generalize Wald in the appendix. %}


{% criticisms of Savage’s basic framework: Not exactly that, but the authors do consider alternative frameworks, such as Luce & Raiffa’s (1957) that takes states
and acts as primitive and lets the outcome set be the product set of the outcome set. Even yet one more deviation: The outcome set can yet be different, and there is a function $\rho$ mapping the mentioned product set into what really are outcomes. This framework becomes equivalent to Savage’s (1954) framework if (a) the $\rho$ images of different states are the same (state-independence in the sense that the same outcomes can appear for different states); (b) two different acts that induce the same (or even just that modulo equivalence classes of outcomes) function from states to outcomes are equivalent (called consequentialism by the authors on p. 833); (c) enough richness.

The authors also consider probabilistic mixtures of acts. This is mixing in a prior sense, so that correlations between different states can play a role. It then becomes equivalent to the current version of Anscombe-Aumann (1963) if and only if we have a consequentialism-type condition: All that matters for the prior mixing is what mixing results conditional upon each state, and correlations between these do not matter. This is very similar to an assumption in the original Anscombe-Aumann (1963) paper, who had mixing both a priori and “a posteriori” (i.e., conditional on an act), but then assumed that prior mixing is equivalent/can be reduced to posterior mixing, after which their framework becomes equivalent to the modern version of the Anscombe-Aumann framework, explained by the authors on p. 851. The condition is even more similar, in fact equivalent, to Fishburn’s (1966) marginal independence; for that, see for instance §6.5, p. 295, Theorem 6.4 of Keeney & Raiffa (1976). (Restrictiveness of monotonicity/weak separability) The multiattribute utility of Keeney & Raiffa (1976) is very relevant to this paper because it exactly does prior mixing and provides an ocean of theorems on that. May I also add that I learned from Jaffray that in ambiguity we should do prior mixing and not posterior as in the modern version of Anscombe-Aumann because their monotonicity then implies an undesirable separability of states of nature.

P. 828 properly cites Fishburn (1970) for proposing the modern version of the Anscombe-Aumann framework.

In the 2nd half, the paper presents several revealed preference conditions and ambiguity models fitting into their framework. %}

On macro-economics, and self-confirming policies, which can be based on incorrect beliefs that maintain themselves. There is uncertainty about the true data generating model. The authors use classical EU theory to model the uncertainty, only in end briefly mention ambiguity models, which is their expertise. 


A survey on psychological game theory.


normal/extensive form; decision trees; A continuation on the Kohlberg & Mertens (1986) approach. They show that two games in extensive form are behaviorally equivalent (isomorphic map of strategy profiles to terminal nodes) if and only if one results from the other by collapsing/reversing consecutive moves.


Seems to be Mertens & Zamir (1985) with more epistemic refinements.


Sophisticated work on Kohlberg & Mertens (1986).

{[% %]%}


{[% https://doi.org/10.1287/mnsc.2015.2362%]}

This paper provides formalizations of anticipated utility, experienced utility, and remembered utility, in total utility. The model is called AER (anticipation, experience, remembering). It assumes functional relations and derives implications. It is tested experimentally by asking subjects “Imagine so and so. How would you feel about it?” Psychological distance of Baucells & Heukamp is one factor.

P. 730: “The model is also predictive of choices, but only to the extent that individuals accurately predict future total utility and use such criteria to guide their decisions. In the framework of Kahneman et al. (1997), Read (2007), and Morewedge (2016), where a rational decision maker maximizes the time integral of instant utility, our model provides prescriptions for someone willing to “engineer” his or her own happiness.”

P. 731 and many places: anticipating utility reduces surprise and experienced and remembered utility.

P. 752: “In other words, conceptual consumption must take values that are realistically possible. Formally, the level of conceptual consumption at any point in time during anticipation and recall is a decision variable constrained to take values …”

P. 752: There is a central role for a reference point, always taken deterministically, endogenous during anticipation and recall, exogenous during experience. A value function is applied to the difference between consumption and the reference point.

P. 733: The authors can speak to habit formation. They capture magnitude effects. This, in combination with loss aversion, gives smaller discounting for losses than for gains (p. 734).

P. 741: “The AER model predicts a trade-off between anticipation and memory: the longer the duration of anticipation, the more adaptation, the lower the surprise,”
P. 742: “The extension of the AER model to conditions of uncertainty, together with the assumption that conceptual consumption is driven by images of upcoming events, would naturally capture the observation that people react more to the possibility of good or bad outcomes rather than to the probability of those good or bad outcomes (Kahneman and Tversky 1979).”

P. 742: “In conclusion, the anticipation-event-recall model is a step toward providing a more articulated, yet tractable, model of total event utility that captures the psychological elements of adaptation, time distance, and conceptual consumption.”


{% An ordinal distance measure between probability distributions is used to obtain sensitivity analyses that, for one, are robust to utility transformations. %}


{% %}


{% %}


{% Examine second-order etc. stochastic dominance for prospect theory. A remarkable point of this study, and new, is that all three factors (utility curvature, probability weighting, and loss aversion), can operate and interact. The results are based on crude but clever and pragmatic heuristic assumptions and estimations. %}

\% real incentives/hypothetical choice; risky payments get 6 months delayed, with real incentives. No explanation on how they implemented and guaranteed this (although end of §2 says it is during year of education, so no doubt about payment). Common ratio immediately and after 6 months, analyzed using their PTT model. Adding delay behaves like adding risk. Their value function exhibits increasing relative risk aversion (decreasing ARA/increasing RRA), and probability weighting is inverse-S shaped (they call this S-shaped). However, they only fitted Prelec’s one-parameter family and they did not investigate other forms. \%


\% nonconstant discount = nonlinear time perception;

In most decisions, both time and risk play a role, and we should know about their interactions. Hence there is a need for such models. This paper brings an advanced model (PTT: probability-time trade-off) to capture such interactions, with a unifying psychological distance.

Table 1 nicely puts together stylized empirical phenomena that motivate the model of this paper.

The authors consider triples \((x,p,t)\), meaning one gets \$x with probability \(p\) at time point \(t\). The main general axioms are A3 (p. 833) and A5 (p. 834). To prepare for Theorem 1 (p. 834): The classical rational evaluation is \(p \times e^{-rt} \times U(x)\), where \(p\) and \(t\) are aggregated multiplicatively as \(p \times e^{-rt}\). Taking \(\ln\) gives \(\ln p - rt\) as an additive aggregation. Theorem 1 captures this through axiom A3 (and some other things), for each fixed \(x\) and, hence dependence of \(r\) on \(x\), as

\[ \ln p - r_x t. \]

So, the exchange rate \(r_x\) between \(\ln p\) and \(t\) depends on \(x\). We can also write this representation multiplicatively by taking exponent, as

\[ pe^{-r_x t}. \]

This leads to a representation

\[ V(x,p,t) = V(x,pe^{-r_x t},0) = V(x, e^{-\ln p + r_x t},0) \quad (*) \]

(their Theorem 1).

Then A5 is added, which is additive decomposability (through Thomsen
condition) of x and p at t = 0. Given the presence of a null element, the additive decomposition must in fact be multiplicative, giving

\[ V(x,p,0) = w(p)v(x) = f(-\ln p)v(x). \] (**)

For general t, we combine (*) and (**), to get

\[ V(x,p,t) = V(x,pe^{-rt},0) = w(pe^{-rt})v(x) = f(-\ln p + rt)v(x) \]

(their Theorem 2, p. 834).

They add qualitative conditions to capture the magnitude effect and other phenomena, and a parameter-free elicitation procedure. %}

Management Science 58, 831–842.

{% They ask three groups, undergraduates, MBA students, and executives (N = 261), about recent real-life risky decisions, and the role of reference points and so on. Losses increase risk seeking. There are no differences between the groups or different outcomes. Last sentence of abstract: “We confirm that reference-dependence, and not the default alternative, is the driver of risk-taking behavior.”%}


{%}

Management Science 49, 1105–1118.

{% Consider three ways to evaluate a stream of income: (1) just discounted utility à la Samuelson-Koopmans. (2) Take utility of present value of each future payment. (3) Take utility of net present value. Give some analytical advantages of power utility. %}

Intertemporal separability criticized: Explicitly model violation of separability in intertemporal choice by having utility of consumption at time $t$ depend on previous consumption through a retention parameter, with the dependence becoming weaker as the time interval is bigger. There may be some sort of violation of dominance if the increase of consumption today decreases the utilities of future consumption much.

The interesting property of local substitution says that $(t:x, s:y)$ becomes equivalent to $(t:x+y)$ as $s$ tends to $t$, is very natural, but cannot be satisfied by discounted utility.


Propose a variation of discounted utility, extending their 2007 model. At a time point $t$ a reference point is chosen that is a convex combination of past consumptions (also indirectly through past satiation). Habit formation means that past consumption of some good amplifies its present utility, and satiation means the opposite. One has a different sign of some parameters than the other. The interesting property of local substitution of their 2007 paper is also used here. It says that $(t:x, s:y)$ becomes equivalent to $(t:x+y)$ as $s$ tends to $t$, is very natural, but cannot be satisfied by discounted utility.


Book has many good advices for people who do not manage their emotions and expectations wisely, with many nice anecdotes where Sarin’s origin from India and Buddhism delivers a delicious mix with Baucell’s Christian background.

P. x and other places: happiness = reality – expectation. P. 66 adds nuances, that increase in welfare gives partial adaptation, with partly happiness only due to change but partly extra happiness everlasting. I wish that this nuance had been put more central because, as is, it seems that one can get happier simply by reducing expectation.

P. 6: the authors identify themselves as decision analysts and management scientists.
P. 31, happiness seismograph is like Edgeworth’s hedonimeter. The authors put forward what Kahneman, Wakker, & Sarin (1997) called total utility, being the time-integrated instant/experienced utility.

P. 159: “Let’s explore some ways to influence expectation so that our lives can be happier within the same reality.” P. 163 writes about karma.


{\% Gives completeness-criticisms:

\textbf{risky utility }u = \textit{strength of preference }v \textit{ (or other riskless cardinal utility, often called value)}: intro points out that vNM do not justify transferable utility, used in 2/3 of their book.

§2, called a Review, in fact gives a beautiful new extension of vNM EU to the case of incompleteness in Theorem 1, however, quasi-covering it up with an unappealing mathematical formulation in terms of cones. 


{\% N = 141. Two sessions 3 months apart. Hypothetical choice, with questions and answers by email.

Each subject had to answer only two choice questions:

(0.10: €3,000, 0.40: €2,000, 0.40: €1,000, 0.10: €0) versus €3000.50€0
(0.10:0, 0.40: –€1,000, 0.40: –€2,000, 0.10: –€3,000) versus €0.50(–€3,000).

So, they consider gain- and loss prospects, and not mixed ones. In this sense, limited data (they argue that they do it deliberately, to get inconsistencies). The prospects were all nondegenerate (no certainty), and risk aversion meant going for the highest variance (in every choice pair the two options had the same EV).

\textbf{risk averse for gains, risk seeking for losses}: They confirm usual findings of risk aversion for gains and risk seeking for losses. Find confirmation of reflection, because violations can be explained as noise: 72% of the subjects satisfy reflection, and 28% satisfy risk aversion for gains and losses. 63% of the subjects change preferences over 3 months (P. 204; 37% gave the same answers
to all questions in the two sessions).

**equate risk aversion with concave utility under nonEU:** P. 196 3rd para explains that risk aversion (preference for EV over prospect) can be driven by probability weighting rather than by utility curvature. But then, unfortunately, it is going to use the term risk aversion for concave utility. Why they call concave utility what it isn’t (risk aversion) rather than what it is (concave utility!) is a puzzle to me. If sometimes their term risk aversion still refers to the usual definition is not clear, especially when they discuss literature.

**reflection at individual level for risk:** Supported although not much data. Table 3, p. 203 the row of average over two sessions shows that (I exclude indifferences) of 72 risk averters for gains, 46 were risk seeking for losses and 26 were risk averse for losses. Of 12 risk seekers for gains, 7 were risk averse for losses and 5 were risk seeking.

P. 209 2nd para: “The existence of two types has important implications in the area of elicitation of risk preferences. For instance, in measuring the value function, rather than taking a grand average of a “representative value function,” our results suggest to first classify subjects as either reflective or averse, and then calculate two separate representative value functions.” %}


{\% Propose to modify classical utility measurements under EU, primarily CE and PE, to nonEU by adding tail probabilities t with common best and worst outcome, in the spirit of Mccord & de Neufville’s (1986) lottery equivalent method, formalizing it. They assume PT with interior additivity which is empirically reasonable and justifies their method. They extensively test it, comparing it to more laborious methods such as the tradeoff method (tradeoff method) and find that it performs well. The result is not surprising theoretically, but it is a convenient tool directly applicable to nonquantitative outcomes under nonEU and this is useful for applications. It is a sort of McCord & de Neufville method updated to the modern literature. %}

Study how reference points evolve over time. It is mostly determined by the first and the last price in a series, where the intermediate prices have less impact.


three-doors problem; argues that in single play it cannot be claimed that switching is better because, as he writes in the closing sentence: “If the best argument so far for switching in an isolated individual case (not in a series of cases) fails, then one might wonder whether probabilistic arguments say anything at all about isolated individual cases.” In middle of paper there is some kind of argument such as (I do not understand it but try to reproduce) if switching is better, then in a concrete situation this need not apply because in a concrete situation where you chose door 1 initially switching means more, being it means going away from door 1, whereas in general it might also be going away from door 2. There also seems to be an argument about probabilities having to be the same even if conditioned on different events!?


three-doors problem


On psychological background of loss aversion (and many other things), a comprehensive review, often cited, similar to Peeters & Czapinski (1990). Frankly, I like Peeters & Czapinski (1990) more than this paper.

Intuitive versus analytical decisions; free will/determinism; Review the literature and conclude that conscious thinking does affect decisions. (May sound amazingly trivial to the uninitiated.) Is evidence in favor of free will.


Risky utility \( u = \text{transform of strength of preference} \ v \), latter doesn’t exist.

Says that vNM utility is not riskless cardinal utility. P. 61 bottom of 2nd column points out that measurement of vNM utility is not appropriate if individual violates EU.

P. 64 argues that, with utils as unit of payment, \( 600\% 420 > 600\% 60 \) is a reasonable preference because of the security of 420, but it violates EU because the EU's are 450 and 510, respectively. Here he makes the mistake that I criticize in Comment 2.6.5 of my 2010 book (p. 63), of not realizing that the utility unit already comprises risk attitude, and that speculating on risk attitudes w.r.t. util units is double counting. In his 1958 paper Baumol seems to dissociate himself from this confusion.


Substitution-derivation of EU: in appendix.

Risky utility \( u = \text{transform of strength of preference} \ v \), latter doesn’t exist: p. 665: “… the mistaken view that the utility index is, or is intended to be, just another device for measuring neoclassical introspective utility, … As one who once fell into this trap, I am perhaps oversensitive to this matter.”

P. 666 nicely explains the different meanings of cardinal, first as merely unique up to level and unit, second with all the connotations attached of neoclassical utility.


According to Olson (1993) this paper is a classic. Social discount rate should be between the social opportunity cost of capital (reflecting marginal rate of return
in the private sector, adjusted by risk premium) and the, lower, time preference rate. Baumol provided no definite conclusion in favor of either one. */


*/ P. 431: risky utility $u$ = transform of strength of preference $v$, latter doesn’t exist. */


*/


*/


*/


*/


*/

https://doi.org/10.1098/rstl.1763.0053

Introduced updating formula. */


Communicated by Mr. Richard Price, in a letter to John Canton.

Reprinted in W Edwards Deming (1940, ed.) “Facsimiles of Two Papers by Bayes,” The Graduate School, Department of Agriculture, Washington D.C.
Examples of cognitive biases. Suited for nonmathematical students.


Real incentives/hypothetical choice: seem to find, for estimating probabilities, that real rewards through quadratic scoring rule versus no reward do not affect the results much (proper scoring rules).

Inverse-S: seem to find it, with overestimation of low probabilities and underestimation of high.


https://doi.org/10.1007/s10683-019-09640-z

This paper shows that the compromise effect (always choosing the middle of the scale) exists, and biases prospect theory estimations. They then introduce an extra parameter reckoning with the compromise effect, which indeed neutralizes it.


Consider a number of introspective risk attitude measures, and investigate them. The authors also have two choice-based questions, asking hypothetical choices between SEK 24,000 for sure or a chance of 0.25 of receiving SEK 100,000, and the same for the amounts multiplied by −1. But the authors give results on those only in the online appendix, which I did not read.


Finite additivity: some example that anomalies for finite additivity can, in certain ways, be adapted to countably additivity.


Presented at FUR-Oslo


Presented at FUR-Oslo

up. They didn’t do it sequentially but as one-shot decision and only the resolution of uncertainty was sequential.

P. 165/166: “The results reported in this article suggest that in simple pairwise choices, incentives appear to make very little difference to performance.” Then they indicate a more complex multistage task (“RPSP”) in which real incentives did matter.

Seem to find isolation satisfied for three simple choices, but violated for a complex compound choice. %


Seems to show that gains and losses are processed in different parts of the brains. 


This paper does not discuss the normative status of models, but instead is a methodological analysis of normativeness in general. Normative models, like all models, make simplifying empirical assumptions that only approximate reality. P. 124 writes: “Thus, the puzzling question arises how models involving such false descriptions of agents can provide normative guidance to them.” I did not fully understand this objection. P. 128: The authors (mis)use the term independence of irrelevant alternatives for what is mixture indiscernence, the main condition axiomatizing expected utility in VNM’s theorem (although vNM, as a mistake,
did not write the condition but used it implicitly). P. 128 bottom takes transitivity as normative but the other conditions not, somewhat to my surprise.

I was glad to see that my paper Li, Li, & Wakker (2014), giving a litmus test on paternalism stances, is cited.

P. 130 bottom: I agree with the authors that my paper Bleichrodt, Pinto, & Wakker (2001) does not provide justifications for the claim that expected utility is normative. But I do not understand “let alone a discussion of how such models can offer guidance despite involving false descriptive statements, that is, descriptive idealizations.” It is a methodological point of the paper that I miss anyhow.

P. 131 has the funny kind of footnote of a reviewer being thanked where one feels that the authors do it reluctantly and the referee insisted too much.

P. 134 bottom probably captures an essential point in the paper that I am missing: “Thus, descriptive idealizations seem to play a different role in normative models than descriptive premises in normative arguments.”


{\% updating: testing Bayes’ formula\%}: unforeseen contingencies. An experiment is done with it, using the Karni & Vierø (2013) model. Subjects exhibit some common violations of updating, but the reversed nature of Bayesianism here does not generate new ones.

A great difficulty with unforeseen event experiments is how to implement it without using deception. It is basically impossible. At best, one can do something similar. In this experiment, first subjects gamble on an urn with balls of only two colors, and only two prizes possible. But later content of another different urn with balls of a different color giving a different prize is added to the original urn and subjects are informed about that. This is not unforeseen event about the original urn but, rather, just, change of urn. However, we can never do better than such approximations of unforeseen events.

P. 7 seems to acknowledge circularity in the concept of utility. Compares it with potential energy that is introduced only to preserve the law of conservation of energy.  


intertemporal separability criticized: habit formation  


This paper presents a rationalization for addiction. End of §I describes as one of the novelties of this work, “We appear to be the first to ... relate even temporary stressful events to permanent addictions.” If one is not addicted, one does not have the stock of consumption capital S needed to make utility of non-heroin negative. So, how can nonaddicted ever become addicted? The question is answered on p. 690/691, in particular Eq. (22). I find it easier to state the point in words than in symbols as in Eq. (22): It is simply assumed! for a person who never used heroin but is, for example, in marital breakup, that this marital breakup generates the same heroin consumption capital as for a person who had used heroin in the past! Voilà the miracle. Hence, nonaddicted can turn into addicted by marital breakup. (Eq. 22 does it by letting stock of consumption capital depend on sum c(t) + Z(t) where c refers to previously consumed heroin and Z to stressful event. So, Z can simply substitute for c.)


error theory for risky choice  

random incentive system: Seem to use it so as to avoid “wealth effects.”
However, use it in an adaptive setup and this is not incentive compatible, as
demonstrated by Harrison (1986).

Introduce the BDM (Becker-DeGroot-Marschak) mechanism.


Expected utility where the utility function can depend on the lottery. This in itself
is too general, and can accommodate any Archimedean weak order.

Science 33, 1367–1382.

University, Fuqua School of Business, Durham NC, USA.

P. 67 (§3.2) has a clear discussion of the overtaking criterion, in combination with
a “golden rule.” DC = stationarity; P. 72, §3.3.1: “The time inconsistency problem
raised by Strotz (1955) does not arise when preferences are stationary.” They claim that
stationarity refers to postponing decisions, whereas it is postponing consumption.
They actually use the term calendar time, though not the term stopwatch time.


second-order probabilities to model ambiguity: Not really. It is how they claim
to model ambiguity (e.g., p. 64 middle of last para, pp. 64-65, and p. 65
Hypothesis II). They may have been the first to do so. In experiment, however,
they only give probability intervals and no 2nd order probabilities.

Participants choose from known fifty-fifty urn versus unknown fifty-fifty urn
where unknown has varying degrees of ambiguity. Greater range of second-order
probability then greater ambiguity. However, too few participants to do statistics.

Pp. 63-64, footnote 4, has the famous reference to a conversation with
Ellsberg, where Ellsberg suggests ambiguity seeking for unlikely events. He
proposes an urn with 1000 numbered balls in unknown proportion. You get prize if randomly drawn ball has number from a subset of \( n \) numbers between 1 and 1000. Ellsberg predicts ambiguity seeking for small \( n \), turning to ambiguity aversion as \( n \) increases.

P. 72: “there is some reason to believe that preferences for level of knowledge and for variance of outcome distribution are closely related and may, in fact, be perceived by the subjects to be the same or similar phenomenon.” Inverse-S can be interpreted as increasing variance and, hence, the second part of the sentence can be related to it (inverse-S).

P. 73 suggests competence effect of Heath & Tversky (1991) (being “second-guessed” by other observers) %)


{% equity-versus-efficiency, gives many refs; Paper presented at SSCW Vancouver 1998 %}


{% Use choices from LINGO tv show to estimate risk aversion; 
  \textbf{marginal utility is diminishing; utility elicitation} 
  \textbf{decreasing ARA/increasing RRA}: use exponential and power utility; find high risk aversion; 
  They also consider probability transformation, but not as in prospect theory where most probabilities are underweighted. Instead, they assume that all probabilities are overweighted. Such overweighting is plausible if there is overconfidence about own performance. This explains why their corrections for probability weighting lead to even more concave utilities. %}


{% %}


---

**risky utility** $u = \text{transform of strength of preference } v$, latter doesn’t exist?
Haven’t checked it;

Abstract suggests that EU is normatively questionable.

Suggests that regret may be included in a decision analysis as an extra attribute of outcomes. This is a case of what Broome (1990) calls individuation.

P. 979: “The next step is to determine, with the decision maker, whether a regret term is an appropriate component of the analysis. Even if the decision maker agrees that regret avoidance is a goal to be traded off against final assets, he may wish to consider whether the tradeoff he is implicitly using are appropriate. A constructive analysis might then be undertaken. Of course the decision maker may wish to eliminate the regret component entirely. Just as weather forecasters accept training to improve their probability calibration so perhaps decision makers may accept training to eliminate, as appropriate, the practice of comparing uncertain alternatives by a weighted function of value differences …”


---


---

**inverse-S & EU+a*sup+b*inf**: Proposed weighting function that is linear in the middle but discontinuous at 0 and 1. The same formula, for a different context, is in Eq. 3 of Birnbaum & Stegner (1981).

**risk seeking for small-probability gains**: p. 15 and Theorem 2 explicitly
consider risk seeking for small probability gains to be plausible.

**biseparable utility**: yes for the special case where their disappointment function is 0-kinked linear. %}

*Operations Research* 33, 1–27.

{%

**utility families parametric**: Remarkably, the same family as in Farquhar & Nakamura (1987) is axiomatized through a different axiom. The only one-switch family that is nice (increasing, concave, decreasing absolute risk aversion) is the sumex \( a \times \exp(cw) + b \times \exp(dw) \) with all parameters negative. \( c \) or \( d \) may be zero meaning a linear function is to be taken, as usual. %}

Bell, David E. (1988) “One-Switch Utility Functions and a Measure of Risk,” 
*Management Science* 34, 1416–1424.

{%


{%

**risky utility \( u = \) transform of strength of preference \( v \), latter doesn’t exist; utility families parametric**: Adapt axiomatizations of parametric families (lin./exp., sums of exp., one-switch) of utility, well-known under SEU, to some nonEU models (rank-dependent, weighted utility, regret/SSBU). Log-power (CRRA) is not included.

P. 5 l. 5 ff. and many other places claim that von Neumann-Morgenstern eschewed the early intensity interpretations of their vNM utility, as had been done in other writings by Fishburn (and possibly by Bell too but I have no concrete reference here). As I explained in a conversation with Fishburn somewhere in the 1990s, I disagree, and think that instead vNM did not commit to anything, neither to accepting nor to eschewing this interpretation.

P. 7 l. 3–2 before Eq. (3) misuses the reputation of Savage (who can no more defend) in a commercial for Bell’s work. This writing is of bad taste. %}

This paper proposes a simple preference condition, shows how this implies a functional equation for the ptf, and analyzes the latter. This general approach and technique are mathematically interesting. It is nice that they consider inverse-S. However, the equation introduced is neither empirically nor normatively realistic. Examples and arguments to suggest the latter are not convincing.

Restricted independence brings in a touch of betweenness (which is nice). In its defense in Example 1, the authors simply refer to the appeal of independence in general.

Example 2: In the first choice, Paula prefers the certainty because the .02 chance of getting nothing is risky. In the second choice, the chance has reduced to .0001. Therefore, the multiplier of 0.005 that carried one probability to the other is too small to maintain indifference. However, less extreme but similar examples can be developed with the multiplier .5 as assumed in the axiom of this paper. Somewhere along the line, an x chance of getting nothing is risky but an x/2 chance is importantly less risky. The effect by a factor 2 will be less extreme, but basically the same as by a factor .0001; i.e., it will destroy the indifference for the same intuition. In short, the intuition put forward for the .005 multiplication seems to exist, less extreme but still just as convincing, for the .5 multiplication assumed in their axiom. The example thereby makes me doubt about the axiom.

P. 248 2nd para before Lemma 2: The condition \( f(2p) \leq 2f(p) \), imposed locally, is strictly weaker than local subadditivity, which is strictly weaker than local convexity. Therefore, the terminology is not correct.

P. 248, l. -4: “only to \( \pi \)’s extremes”: Those are the most important and most pronounced! This lemma shows that the axiom is not empirically realistic. Note also that empirical evidence suggests subproportionality, with \( \pi(p/2)/\pi(p) \) increasing, maybe even tending to 1, as \( p \) approaches zero. The model of this paper has this constant and equal to \( \pi(1/2) \) in the limit. Similar dual things hold near \( p = 1 \) iso \( p = 0 \).

Contrary to what the authors suggest on p. 247, next-to-last para, Quiggin (1993) does not have RDU representations for arbitrary outcome sets, but he does need continuity of outcomes. %}


proper scoring rules; This paper consider the case where subjects have expressed a number of quantiles of their subjective probability distribution. How to interpolate? The authors consider cubic splines (using 3rd order polynomials that best fit between each adjacent pair of observed points), which works better than
lower- or higher-order splins. The case of censored data (positive subjective probability outside the interval considered) is more complex, but the authors suggest ways to handle it. Cubic splin can lead to violations of monotonicity, for which the authors use Hyman’s (1983) fix. It applies the technique to a data set on income expectations. %}


{% Use term “preference” also to designate just utility (capturing inequity aversion). It is sometimes hard to know if “preference” refers just to utility or to preference in general.

They study ultimatum games and inequality aversion à la Fehr-Schmidt. Subjects are students but also a representative sample from the Dutch population. They measure subjective beliefs only through direct judgment, not incentivized. Find that subjective probabilities (of other rejecting offer and so on) better predict decisions than the true objective probabilities (percentage of others in sample that rejected offer). Also find a strange aversion to self-interest-serving inequity, with people rejecting to receive money if it makes them richer than the others.

Nicely refer to rational expectations regarding difference between subjective and objective probabilities (e.g., p. 829). They ask for both introspective probabilities of accepting offer and of the complementary event of rejecting offer. Those do not add to 1, but usually to less, violating binary additivity. They then take midpoints as estimates. In regressions for probability they use two-limit probit models, censoring at 0 and 1. Young and highly educated subjects are most selfish.

Nice sentence on p. 836: “These results suggested that subjective probability data, although suffering from the problem of a substantial framing bias, can be useful to better predict and understand behavior in simple games of proposal and response.” %}

{\% updating: testing Bayes’ formula: Hypothetical choice is used. Subjects are informed that a true distribution over a state space has randomly been chosen from one of three true distributions. Then they sample repeatedly. After every few samples, they are asked to state their 2nd- and 1st order distributions. Their 2nd order distributions are not sufficiently updated (conservatism), which, I add, fits well with a-insensitivity. Some let their 1st order distributions properly be averaged mixes via their 2nd order distributions, others go for the most likely of the three possible ones, and some just do random. The authors interpret the situation as ambiguity. Whether 2nd order probability can be taken as ambiguity has often been debated. (second-order probabilities to model ambiguity). \%)


{\% This paper defines a degree of orness of a Choquet integral, only for positive acts. Orness is an acronym used before in some math. branches. It depends on the comonotonic set considered. In this case, for the special case where the nonadditive measure is lawinvariant (= probabilistic sophistication), the orness index is approximately the area under the curve of the transformation function. More precisely, for n states of nature, it is the usual rectangular-n-rectangle-area sum lower (or is it upper?) bound of the integral. So, it is an index of optimism. The paper cites other indexes proposed in the literature. It takes this as a global measure of risk seeking. For a probability transformation function w, it proposes w(p)/p as a local index of risk seeking. It verbally discussed some properties of these indexes. In the beginning of the paper it points out that some common risk measures are special cases of Choquet integrals, probably to fit with the journal. \%}


**Dutch book:** “Collapse to the mean” in the title means it becomes expected value maximization. The paper derives it from the usual additivity plus translation invariance, but considers many variations in domain, continuity, and so on, with presupposed functionals such as Choquet integrals and more general functionals, and also a true objective probability measure available. 


**dynamic consistency**: p. 504: principle of Optimality: Seems like forgone-branch independence (often called consequentialism; both past decisions and past randomness are present), where dynamic consistency/sophistication seems to be assumed implicitly

Nowadays (1980-2023) it’s sometimes called “Bellman’s optimality principle”


Was probably the first to define the associativity condition for functionals, used by Kolmogorov (1930) and Nagumo (1930) to axiomatize generalized means (CEs (certainty equivalents) of EU).


{% twofold aggregation: over uncertainty and individuals (“inequality”), then min-of-means functional %}


{% %}


{% Prospect of upwards mobility: Poor do not want redistribution of income because they expect to become richer. Paper presents assumptions about risk aversion etc. that can rationalize it, and consider it in a simple data set. %}


{% real incentives/hypothetical choice, & crowding-out: Present theoretical principal-agent model where incentives bring crowding-in and crowding-out effects. They posit all kinds of effects from the psychological literature, psychology-style, and then incorporate those into all kinds of utility functions with properly chosen derivatives, economists-style, where the latter involves deriving equilibria theorems. %}


{% %}


{% Theoretical models for factors influencing self-control. %}

{% crowding-out: reward or punishment can lead to crowding out. %}


{% http://dx.doi.org/10.1257/jep.30.3.141

P. 141 2nd para writes that beliefs are motivated. However, everything we ever do is motivated (say by evolutionary procedures), including rational beliefs we seek to have objectively. Probably the field means: beliefs that deviate from the info we have because we feel interests in believing different things than what is the truth.

P. 149, heading “memory and other neural processes”: isn’t everything a neural process?

In economics, precise meanings are given to many concepts, which may deviate some from natural language. For instance, risk refers to an uncertainty entirely outside the agent’s control and, further, with probabilities given. In natural language this is not so and risk may refer to uncertainties partly under control, and without probabilities known. Psychologists, of course, often do not follow the economic conventions.

In economics, following a Savagean tradition, beliefs are taken to refer to states of information about uncertain events outside the control of the agent and with no utility attached to them by themselves. Utilities are attached to outcomes, such as commodity bundles. So, beliefs are strictly about info and not about utilities, and with outcomes it is the other way around. In natural language, and psychology, this is of course different.

This paper proposes to give up the common terminology in economics regarding beliefs and the authors use the term belief in the natural-language/psychological way. So, beliefs can do just anything and, in particular, can give utility. Subjects can distort their beliefs to solve self-control problems, so, purposefully, or for self-signaling purposes (as in Calvinism). Now beliefs can describe almost everything but, I think, predict almost nothing.

I think that, if beliefs are as commonly taken in economics, but subjects treat
them as in this paper, then subjects are subject to irrationalities, such as confusing uncertainties they cannot influence with act-choices that they can influence. So, it would fit into the behavioral approach. However, the conclusion of the paper distinguishes its approach from behavioral economics, suggesting that the irrationalities in behavioral economics are hard-wired and mechanical unlike what the theory of this paper is about. I do not understand this point, in particular, as regards hard-wired/mechanical, I do not understand why behavioral biases would be more or less hard-wired/mechanical than the biases considered in this paper.

If beliefs are partially used for informational purposes and partly purposefully to manipulate future behavior, then distorting beliefs involves a tradeoff with the pro of the intended improving of behavior but later the suboptimalities that wrong states of information can bring with then suboptimal behavior.

There have been models with motivated beliefs before, with self-deception and self-signaling, and moral hazard is a bit related, but those were more concrete and specific, allowing for predictions, which in this paper happens too little to my taste.

The optimistic concluding sentence of the paper is: “This, in turn, leads to novel views of risktaking, prosociality, identity, organizations, financial crises, and politics.” The abstract (and other places) was also optimistic, e.g., in writing: “Over the last decade or so, the pendulum has started to swing again toward some form of adaptiveness, or at least implicit purposefulness, in human cognition.”

I, when doing economics, prefer not to follow the proposal of this paper and to continue using the term belief in the common economic way.}


Christiane, Veronika & I, P. 82 bottom: nominal money is more
psychologically relevant than real. Risk-free puzzle: treasury bills have about zero gains in terms of real money.

**decreasing ARA/increasing RRA:** use power utility;

P. 74: Because of the presence of loss aversion, these aggregation rules are not neutral. The authors use the same marvelous line of reasoning as Tversky & Kahneman (1981). Myopic and global evaluation give different results. So, which is wrong? Answer: none! The mistake lies elsewhere, being that people deviate too much from expected value, primarily due to loss aversion.

**SPT iso OPT:** P. 79 Eq. 3 and the three lines below.

Use PT in simulations to explain the equity premium puzzle; the weighting function and the value function are not sensitive variables, but loss aversion does it (p. 83 3rd para, p. 85/86). So, nice ref. to suggest that loss aversion is the main factor in risk attitude.

Kahneman & Lovallo (1993) put forward similar arguments against myopic loss aversion.

This paper is typically prescriptive instead of normative. In a strictly normative approach the advice not to be informed about stocks or anything cannot be. The real problem is that people are too loss averse. This paper accepts so as given, and then given this violation of normativity, the smallest evil occurs if people do not inspect their stocks very often.

(!!a??)Thaler is less paternalistic than I am. He accepted, reluctantly, that people do have loss aversion (p. 86 l. 2 “fact of life”), and then advised not to evaluate stocks often.(!!b??) He deliberately does not point at the real culprit. Explicitly they write that periods of evaluation can be altered, but loss aversion cannot. This appears from p. 86: Loss aversion “can be considered a fact of life (or, perhaps, a fact of preferences). In contrast, frequency of evaluations is a policy choice that presumably could be altered, at least in principle. %


{**losses from prior endowment mechanism:** Seems that no prior endowment is given. Instead, if subjects lose, they get the option to earn money. %}

{% Many qualitative observations, not closely related to prospect theory or their 1995 paper. %}


{% %}


{% real incentives/hypothetical choice: for time preferences: Consider delays to up to 6 months. Payment in 6 months is by promise that then cheque will be sent to university mailbox.

They consider a discount function consisting of a fixed loss b (say $4) for every delayed payment. This part accommodates the magnitude effect. They also consider a two-parameter hyperbolic discount function \(((1 - (1-\theta)rt)^{1/(1-\theta)}\), being a power function applied to a translation of t. Then they take the convex combination of these two. This is a 4-parameter family. They assume linear utility. Given that they only have one nonzero outcome, powers are unidentifiable, so this is a pragmatic way to go. (See below for why they cannot have utility curvature.) Then they consider the simplest stimuli possible, being one nonzero outcome. They ask direct matching questions (so not the, nowadays (2000-2023) preferred, choice-based questions), asking for the present value of future payments (Q-present) or the value that at some given future time point is equivalent to a present payment (Q-future). Then they fit the 4-parameter function to the data, and discuss the results.

They have only N=27 subjects. However, by implicitly using the controversial assumption that different choices of the same subject can be treated as statistically independent, they can still do statistical analyses with confidence intervals for individuals and with rejections of nulls.}
P. 208 erroneously claims that the BDM (Becker-DeGroot-Marschak) mechanism needs expected value maximization for being incentive compatible.

P. 208 resolves doubts about understandability of the BDM mechanism by firm optimism: “We had no doubt that the subjects understood the incentive properties of the mechanism.” Unfortunately, the authors do not understand the BDM mechanism very well, thinking that it requires risk neutrality. The full citation on p. 208 is: “Under risk neutrality it is a dominant strategy to report the true indifference amount in this procedure and this fact was explained to the subjects. We had no doubt that the subjects understood the incentive properties of the mechanism.”

On p. 218 (§5.3) middle they do report an estimate of power utility. As just written, powers are in general unidentifiable from their stimuli with only one nonzero outcome. In the same way as discounting becomes identifiable if power of utility is no more free (such as by taking it linear), we can estimate the power of utility if the power of discounting is no more free. This is probably what happened here, with the scaling of the discount function that the authors chose leaving no more freedom of power.

They find that, on average, the fixed cost of $4 for delays works better than quasi-hyperbolic discounting.

P. 206 3rd para describes the contribution of this paper relative to others (psychologists it seems): “While experimental psychologists have collected an impressive amount of data on time preference … rarely have the data been analyzed with proper econometric instruments.” What they mean here is simply the usual story: No real incentives. They conclude on their data fitting and statistical analysis (p. 222): “As such, this experiment is one of the few that generates data that is then rigorously estimated econometrically.”

Criticisms of the analyses in this paper are in Andersen, Harrison, Lau, & Rutström (2013 Economica). %}


{% https://doi.org/10.1038/s41562-017-0189-z

*foundations of statistics*: argue for taking 0.005 iso 0.05 as common threshold for new evidence. 0.005 < p < 0.05 is to be called suggestive. %}


{\% questionnaire versus choice utility: The authors take no position for or against introspective utility versus (hypothetical!) revealed preference, but study some discrepancies and are very open to the use of introspective utility in economics. The authors use more than 2,600 subjects! It is remarkable, and encouraging, that the authors can use hypothetical choice in this journal. The authors defend hypothetical choice (real incentives/hypothetical choice). \%}


{\% Use introspective data to derive utility from a 4,600 US subjects. Explicitly state that they deviate from revealed preference. \%}


{\% Again, use hypothetical choice & introspection, but introspection differs quite from choice. Their data concern rankings over residencies of 561 students from US medical schools, so we have rankings and not just choices. \%}


{\% foundations of statistics \%}


{\% foundations of statistics \%}

Paper questions overconfidence. Gives a theoretical model showing that overconfidence can be Bayesian rational, and gives conditions for when this happens. van den Steen (2004 American Economic Review) also argues that probability transformation can sometimes be rational.


Consider three definitions of being more impatient, elaborating on Horowitz (1992). The first, more delay aversion, is very demanding and incomplete: In each outcome stream, preferring an early increase more than a late one by \( \succeq_1 \) should imply the same for \( \succeq_2 \). Under general discounted utility the condition holds if and only if one utility function is a transformation of the other and some minimal value of \( \succeq_1 \) exceeds some maximal value of the other. Utility and discounting interact here (p. 91 last para). The condition requiring it only for otherwise constant outcome streams is called being more impatient. The characterization still involves \( u \) and discounting. The third is being more cryonic impatient, restricting the above to one nonzero outcome. The characterization still involves \( u \) and discounting.


“But I have planted the tree of utility. I have planted it deep, and spread it wide.”

{% P. 495 seems to write, on interpersonal comparability of utility: “Tis in vain to talk of adding quantities which after the addition will continue distinct as they were before, one man’s happiness will never be another man’s happiness … This addibility of the happiness of different subjects, however, when considered rigorously, it may appear fictitious, is a postulatum without the allowance of which all political reasoning is at a stand.”

This text nicely illustrates that sometimes, even if things are difficult to measure, we just have to do our best because we cannot escape; they are crucial for our decisions.

he faintest of any that can be distinguished” %}


{% P. 398 seems to use just noticeable difference for cardinal utility: “the faintest of any that can be distinguished” %}


{% First to Introduce utility as a full-blown concept. Utility did appear before in Bernoulli (1738) and Smith (1776). Still I like to credit Bentham as the one to “really” introduce the concept.

conservation of influence: Opens with: “Nature has placed mankind under the governance of two sovereign masters, pain and pleasure.” Further, para I.VI takes action as deviation from status quo.

Opening para I of Ch. I uses beautiful metaphors, not only distinguishing gains (pleasure) and losses (pain), a distinction that to Bentham will not have carried the same meaning as it now does with prospect theory, but also normative (ought) and descriptive (shall), social science (right and wrong) and natural science (causes and effects) The penultimate sentence does not consider thinking and rationalite to exclude feeling and happiness, but rather as a tool to get the latter.
Para I.IV says that agent need not only be individual, but can also be society. Throughout (e.g., para I.XIII) emphasizes that utility maximization cannot be falsified. Like the reasoning that an altruist must derive pleasure from helping others and, hence, is just selfish.

At about para I..XIV - Ch. III I found it uninteresting. Ch. IV is interesting because it discusses aggregation over certainty, persons, time points, all apparently to be done additively and separably. It distinguishes duration and discounting.

P. 103 ff: marginal utility is diminishing; or in other book?

Stigler (1950 footnote 15) cites another writing of Bentham where Bentham takes just noticeable difference as basis of cardinal utility

risky utility \( u = \text{strength of preference} \ v \) (or other riskless cardinal utility, often called value) (Stigler, 1950), Bentham let aggregation over duration, certainty, and propinquity (temporal remoteness), in addition to intensity, play a role in one and the same utility index. Stigler (1950, footnote 10) cites Bentham on an, in my opinion appropriate, defense of utilitarianistic addition of utilities over different individuals, explicitly relating it to aggregation over uncertainty.

marginal utility is diminishing which implies risk aversion.

For small amounts of money, u is linear (Stigler, 1950).}


{% Seems to be selection from many writings by Bentham, composed by his disciple Étienne Dumont.

P. 103 ff: marginal utility is diminishing; or in other book?

consequentialism/pragmatism: Stigler (1950) writes that on p. 103 in the Hildreth translation there is the citation hereafter where Bentham argues, as I see it, against consequentialism (“incorporate everything relevant whatsoever,” à la Becker), in favor of pragmatism. I tried to check out Bentham’s work to find the citation but did not find it. It is hard to know which of his books is which. Here is Stigler’s alleged citation:

"It is to be observed in general, that in speaking of the effect of a portion of wealth upon happiness, abstraction is always to be made of the particular sensibility of individuals, and of the exterior circumstances in which they may be placed. Differences of character are inscrutable; and
such is the diversity of circumstances, that they are never the same for two individuals. Unless we begin by dropping these two considerations, it will be impossible to announce any general proposition. But though each of these propositions may prove false or inexact in a given individual case, that will furnish no argument against their speculative truth and practical utility. It is enough for the justification of these propositions—1st, If they approach nearer the truth than any others which can be substituted for them; 2nd, If with less inconvenience than any others they can be made the basis of legislation.”

**conservation of influence**: Ch. VII, first page:

“When one has become familiar with the process; when he has acquired that justness of estimate which results from it; he can compare the sum of good and of evil with so much promptitude as scarcely to be conscious of the steps of the calculation.”


**marginal utility is diminishing; risky utility** $u = \text{strength of preference} \ v$

(or other riskless cardinal utility, often called value):

Schlee cites from p. 65: “Though the chances so far as relates to money, are equal, in regard to pleasure, they are always unfavourable. I have a thousand pounds. The stake is five hundred. If I lose, my fortune is diminished one-half; if I gain, it is increased only by a third. Suppose the stake to be a thousand pounds. If I gain, my happiness is not doubled with my fortune; if I lose, my happiness is destroyed; I am reduced to undigence.” This text shows that Bentham has some version of expected utility in mind, takes “pleasure” as vNM index, and in a way ascribes a rudimentary version of risk aversion to diminishing marginal utility. %}


{% Seems that in Book i Ch. vi Bentham suggests to use a scale on which witnesses can mark their degree of certainty. %}


{% [1782-7]: 236 on loss aversion: “It is by fear only and not by hope, that [a worker] is impelled to the discharge of his duty—by the fear of receiving less than he would otherwise receive, not by the hope of receiving more. %}

{\% Seems that (1785-6: p. 331) writes: “the pleasure of gaining is not equal to the evil of losing.” \%}


{\% Collection of Bentham’s writings.

**marginal utility is diminishing:** Vol. 1, p. 103, seems to write: “The quantity of happiness produced by a particle of wealth (each particle being the same magnitude) will be less and less every particle.” \%}


{\% P. 54 gives the following citation: “Brethren, here is a great difficulty; let us look it firmly in the face and pass on.” \%}


{\% \%


{\% **time preference:** data reject constant discounting; support an implicit risk hypothesis according to which delayed consequences are associated with an implicit risk value, and an added compensation hypothesis that asserts that individuals require compensation for a change in their financial position. Confirm Thaler’s (1981) basic findings, including magnitude effect and smaller discounting for losses. Seem to find even negative impatience for losses. \%

proper scoring rules: compare scoring-rule behavior for gains and for losses. For losses more risks are taken than for gains. This agrees with prospect theory, as the authors write.


Under expected utility, linear utility can be generated by paying in probability units (as in Roth & Malouf 1979). A utility function $U$ can be generated by paying in $U^{-1}$-probability units. The authors pointed this out, and did an experiment with it.


Re-analyze past data on preference reversals, and compare real incentives to hypothetical choice. They focus on the classical Slovic-Lichtenstein stimuli, for which they find 11 references. For hypothetical choice they find the usual preference reversals. For real incentives they find less risk aversion. They find as many preference reversals for real as for hypothetical, only for real there are as many usual reversals as unusual preference reversals. They conclude that then EU with error may explain things, rather than real preference reversal.


paternalism/Humean-view-of-preference: the authors clearly don’t like classical decision theories, prospect theory, behavioral economics, consistency, utility, and what have you.

The authors throughout think that as-if automatically violates homeomorphic.
They do not realize that as-if can still be homeomorphic. Prospect theory can be homeomorphic if somewhere in us processes go on that use the mathematical operations of prospect theory, but still be as-if if these processes are not or only partly conscious. This is why p. 141 footnote 1 is not correct.

Ecological rationality is like context dependence, the term that I am allergic to.

P. 137: The authors argue that prospect theory is only an attempt to repair the failing classical models: “Instead of asking how real people – both successful and unsuccessful – choose among gambles, the repair program focused on transformations of payoffs (which produced expected utility theory) and, later, transformations of probabilities (which produced prospect theory) to fit, rather than predict, data. The repair program is based largely on tinkering with the mathematical form of the mathematical expectation operator and cannot be described as a sustained empirical effort to uncover the process by which people actually choose gambles.”

Pp. 141-142: “the assumption – almost surely wrong – of universal commensurability between all inputs in the utility function,” where they next identify it with the Archimedean axiom. Here they also kind of confuse restricted solvability and unrestricted solvability, unnecessarily adding an assumption of unbounded functions under additive decomposability for instance.

P. 146 2nd para: the authors are hopelessly confused on visual perception.

The authors throughout do not buy that normative axioms can be based on logic intrinsic nature without exogenous evidence (such as proved happier lives), e.g., p. 148 2nd half. Or see p. 149 l. 3-4: “that logical deduction rather than inductively derived descriptions of behavioral process are the proper starting point for economic analyses.” This is why they miss the normative foundation of for instance EU, justifying the interest, also empirically, of its concepts beyond merely as-if fitting data. Their oversight is common among people who only work empirically. Such people, when facing the introduction of a new measurement method, require as imperative an empirical horse-race between the new method and some existing method, and cannot understand that logical arguments can also work because that whole concept is unknown to them.

P. 148 bottom writes: “No studies we are aware of show that deviators from rational choice earn less money, live shorter lives, or are less happy.”

P. 149 ff.: they argue for ecological rationality (adapting heuristics to environment) and against the importance of coherence (coherentism).
P. 150 ff.: Gigerenzer had decided to embark on proving that expected utility maximization and Bayesian updating are no good. He and his co-author come out with supporting evidence stronger than anyone could ever dream of … :

“Our own empirical research tries to answer some of these questions about the economic costs of deviating from neoclassical axioms, with surprising results. Expected utility violators and time-inconsistent decision makers earn more money in experiments (Berg, Eckel & Johnson 2009). And the beliefs about PSA testing of non-Bayesians are more accurate than those of perfect Bayesians—that is, better calibrated to objective risk frequencies in the real-world decision-making environment (Berg, Biele & Gigerenzer 2008). So far, it appears that people who violate neoclassical coherence, or consistency, axioms are better off as measured by correspondence metrics such as earnings and accuracy of beliefs.”

It is like proving that non-elephants are more intelligent than elephants. The authors continue on the path taken: “There are a growing number of theoretical models, too, where individuals (Dekel 1999, Compte & Postlewaite 2004) and markets (Berg & Lien 2005) do better with incorrect beliefs. These results pose fundamental questions about the normative status of assumptions regarding probabilistic beliefs and other core assumptions of the rational choice framework. If individuals and aggregates both do better (Berg & Gigerenzer 2007) when, say, individuals satisfice instead of maximize, then there would seem to be no market discipline or evolutionary pressure (arguments often invoked by defenders of the normative status of rationality axioms) to enforce conformity with rationality axioms, which focus primarily on internal consistency rather than evaluation of outcomes themselves.”

P. 161 is negative on prospect theory: “In prospect theory, behavioral economics has added parameters rather than psychological realism to model choice under uncertainty.”


The paper considers seven common biases from decision under risk and uncertainty, such as probability neglect, outcome neglect, and status quo bias, for policy decisions regarding reclaiming degraded sites. They first discuss in general, which is trivial for decision theorists, but then have, in §3, nice case studies illustrating the biases. Pp. 9-10, on climate change: people rather risk big loss than take sure small loss, which may explain small amount of abatement undertaken.
Consider choices under risk and ambiguity using known and unknown Ellsberg urns. Some subjects can choose the winning color but for others the winning color is chosen randomly. Subjects who can choose the winning color like that more under ambiguity, exhibiting less ambiguity aversion, but for risk it gives no difference. The authors interpret this as illusion of control for ambiguity, so that illusion of control reduces ambiguity aversion. They also did this experiment for decision under risk, where there was no preference for (illusion of) control.

As the authors discuss on p. 262, letting subjects choose winning color is often done in ambiguity measurements to control for suspicion, where it has been understood before that this can bring illusion of control (suspicion under ambiguity). We then usually cannot separate if subjects like it because of illusion of control or because of control against suspicion. This paper seeks to do so by having a control treatment where not subjects choose the winning color themselves, but this is determined last moment by a random process carried out by an outsider, so that it is clear that there cannot have been any rigging. This controls for suspicion without illusion of control. However, in this control treatment subjects can take it as two-stage with a risk stage added, and this can have all kinds of effects such as bringing extra risk aversion or extra complexity. It could also have an effect of reducing ambiguity in the spirit of Raiffa (1961) although it then would have increased attractiveness, whereas in this experiment it reduces it.

A useful sentence on p. 278: “Studies in economics have only studied the illusion of control in choice under risk, whereas studies in psychology did not distinguish between risk and ambiguity.” It is important to be aware of this difference in terminology between the two fields.

P. 281: “Given that the distortion of beliefs seems to best explain the effect of the illusion of control in our study” suggests a bit the source method, but the authors use $\alpha$ maxmin and recursive expected utility (smooth model) for ambiguity. %}

{% $\varepsilon$-contamination %}


{% foundations of statistics %}


{% foundations of statistics; likelihood principle;
  dynamic consistency: favors abandoning RCLA, because criticisms of sufficiency are described that come down to rejecting collapse independence (Section 3.6.4 and Lane’s “post-randomization” argument in the discussion). %}


{% https://doi.org/10.1073/pnas.2012704118
  ambiguity attitude taken to be rational: This paper discusses the role of uncertainty, taking the current (2021) covid pandemic as example. It pleads for using decision theory for good decision making, which I agree with. But it argues against Bayesianism and for ambiguity models, which I disagree with. The contribution is that it does so in the language of policy makers, bringing in concepts relevant for policy makers, with flow diagrams and so on. The main text does not even mention the particular models. Figure 2 gives a case study where the names of various models are mentioned, but not defined. The latter is in %}
online appendices.

I as a Bayesian of course disagree with some claims. I display two, which will never appear with my name as co-author.

(1) P. 4 4th para: “However, it may not always be rational to follow this [Bayesian] approach (34–37). Its limitation stems from its inability to distinguish between uncertainty across models (which has an epistemic nature and is due to limited knowledge or ignorance) and uncertainty within models (which has an aleatory nature and is due to the intrinsic randomness in the world).” Of course Bayesians can distinguish there.

(2) P. 4 top of 2nd column: “They assume that policymakers cope with uncertainty without reducing everything to risk, a pretension that tacitly presumes better information than they typically have.”

The basic argument the authors have against Bayesianism is that Bayesianism requires probabilities to be specified but this being (“too”) difficult. Thus the authors write, on p. 4 4th para:

“In the response to the COVID-19 outbreak, the Bayesian approach requires the policymaker to express probabilistic beliefs (about the impact of a policy, about the correctness of a given model, etc.), without being told which probability it makes sense to adopt or being allowed to say “I don’t know.””

One counterargument from Bayesians is that specifying a set of priors, or other ambiguity concepts, is more complex than specifying one prior. A second is that … well, let me not get into it here. %}


{\% Use smooth model of ambiguity to analyze the implications of ambiguity aversion on some medical decisions, where it may lead to more or less preference for treatment. %}


Many authors take ambiguity aversion in the sense of Schmeidler’s (1989) uncertainty aversion, being a preference for probabilistic mixing. I qualified this as a historical mistake in Wakker (2010 §11.6). This paper shows for many models that the two can work out differently. Whereas diversification is always good for risk under risk aversion, it can be bad under ambiguity aversion. For instance, it can lead to an enlarged set of possible priors.%


Consider aggregation over several components at the same time, primarily persons, time, and uncertainty. Consider degrees of inequality aversion in each, and what effects they have on overall constant equivalents under different orders of aggregation.%


The paper uses the terms ambiguity and deep uncertainty interchangeably (p. 762 endnote 1).

This paper uses Marinacci’s (2015) model of ambiguity with applications in climate change. Here the set of priors is assumed to be objectively given (p. 751). In climate change it is usually assumed to be the probability estimates provided by experts. Although this set can be quite different than the set of probabilities that possibly are the correct ones, which usually is what the set of priors in multiple prior models is taken to be, it is nevertheless used the same way in many papers. The paper assumes a subjective 2nd order probability distribution over the set of priors, and then uses the smooth model for calculations.

P. 754 Definition 2: For each event this paper takes the variance of the probabilities over the set of priors as index of degree of ambiguity (degree of disagreement), at least in the finite case. The definition does not specify if they
use the counting measure available on the set of priors, or the subjective 2nd-order distribution. Because the paper focuses on one ambiguous event (a tipping point in climate is reached), this can readily be.

In their numerical examples and results, higher degree of ambiguity implies higher desirability of climate change mitigation and abatement. This may be because in the smooth model such a higher degree implies more ambiguity aversion, which may drive it. In other models, for events of moderate likelihood, bigger degree of ambiguity implies higher insensitivity and, hence, less desirability of precautionary measures. For extreme events, however, the opposite results. The smooth model does not have such insensitivity.

P. 749 writes, criticizing SEU normatively: “Therefore, it [ambiguity] requires a robust decision-making approach that is less sensitive to initial assumptions, is valid for a wide range of futures, and keeps options open (Lempert and Collins 2007), rather than a formal approach that maximizes the expected utility mechanically.” P. 750 continues: “In view of this disagreement among experts or models, how should a rational policy decision maker proceed? If one follows the traditional Bayesian/subjective expected utility approach, one will simply aggregate the models by averaging them into a single representative model and then use the (subjective) expected utility framework (Newbold and Daigneault 2009). The problem with this approach is that the decision maker considers the resulting aggregated model in exactly the same way as one would consider an equivalent objective model representing a specific risk, and model uncertainty has therefore no impact on the decisionmaking process.” P. 752 reiterates: “Although the classical subjective expected utility framework has the advantage of being easily tractable, it is unable to take into account different attitudes toward different types of uncertainty that surround the economics of climate change. We now introduce different attitudes toward different types of uncertainty.” As a Bayesian, I of course see things differently.

Bayesians treat objective and subjective probabilities/ambiguity differently in the sense that in the second case they rather search for more information, and more easily update. Only, in the last second of the final decision, which is what static decision is about, the two are treated the same. At that last second, every ambiguity nonEU model has to be equally mechanic, and replacing a correct mechanic formula by an incorrect mechanic one does not help. If a hospital works 4 years on a treatment decision, objective statistical probabilities are important and collected all the time, whereas subjective probabilities long time play no role at all. They only do at the last second of the final decision.

P. 751 recognizes the predominance of EU: “Although we recognize the existence of
a debate about the normative status of nonexpected utility models, and the predominance of the expected utility theory paradigm for normative purposes in decision making, we here follow the claim that there is nothing irrational about violating Savage’s (1954) axioms in situations of deep uncertainty (Gilboa et al. 2008, 2009, 2012; Gilboa and Marinacci 2013).” [italics added here] P. 753 ff. derive implications of prudence, which here corresponds with absolute ambiguity aversion decreasing in vNM utility. %}


{\% Pedagogic \%


{% %}


{% %}


{% I agree with most claims. Main problem today is that referees have too much influence on content of paper due to asymmetric power, and do not try to avoid this (authors write similarly on p. 234 ll. –6/–3). Despite this, I am more positive about quality improvements of papers due to referee inputs than the authors are. I am also one of the few who think that the best duration of a referee round is not the fastest one (due to lack of referee resources).

I agree much that referees too much focus on small imperfections, not properly balancing the overall contributions, which favors marginal smooth contributions at the cost of truly innovative nontrivial contributions that are more open to debate, a point properly emphasized many times by the authors. The authors write e.g. p. 234: “The emphasis on superficial perfection over substantive importance”

I also agree much that referees should distinguish essential points for
acceptance decision from nonessential suggestions for improvements. I add that another closely related distinction is about points that authors should react to and points they need not. Especially editors emphasize too much today that authors should exactly explain how all comments were incorporated, making authors lose time. Yet another closely related distinction is points of subjective opinion/taste vs. objective criticisms.

May main disagreement with the authors is their claim (p. 238 bottom) that if you have been a referee of a paper before, you should always let the editor know. Especially for top journals, doing so is a death sentence to the paper. The busy editor, knowing his journal was not first choice and the paper has been rejected elsewhere, will find it psychologically impossible to go for the paper. There are more reasons why sometimes it is better not to let the editor know, and why there is a referee-responsibility decision to be taken (whether or not the paper deserves a new independent try) here before involving the editor.

P. 240: another role of the cover letter is to give info to the editor that is not suited for the authors.

I agree that editors should guard against referees trying to push their own work and, in particular, trying to get their work cited. Whenever a referee asks for citation of own work, the referee is under suspicion.}


{% Seem to have argued that psychology is so much driven by anomalies that it tends to exaggerate their importance and generality. %}


{% ordering of subsets %}


**one-dimensional utility:** A concave utility function has a decreasing derivative. That can be equated with dual of distribution function. Thus, utility functions can be obtained from distribution functions. This paper, §4, does this, with normal distribution intervening. It, thus, uses beta distributions to obtain a five-parameter family of utility functions that contains virtually all known families.


Solve/discuss a number of analytical problems in optimizing portfolio choice under PT (the authors write CPT), giving closed form results. Consider as reference point the risk-free rate. Show that because of the overweighting of extremes by PT, skewness is important, and subjects may like skewness to the right. Footnote 2 points out the analyzing PT is complex because we cannot just use convex analysis. I often raise this point when explaining that insensitivity is a new concept that requires the development of new theory.

P. 280: Beware that their $u_-$, utility for losses, (they indicate gain-loss by the subscript) is defined on $\mathbb{R}^-$, and for a loss $x < 0$, $-u_-(\neg x)$ gives its utility.

**principle of complete ignorance:** Seems like principle of complete ignorance (true, untrue, or don’t know). Doesn’t say in citation below that for undetermined
events statistics has nothing to offer. Does seem to say so for events that have been determined in the past but are as yet unknown to us. Seems to have said elsewhere that for undetermined events statistics is dangerous because it suggest a quasi-certainty.

Wrote on p. 103, according to Bossuyt (1997):

If faut reconnaître dans toute science deux classes de phénomènes, les uns dont la cause est actuellement déterminée, les autres dont la cause est encore indéterminée. Pour tous les phénomènes dont la cause est déterminée, la statistique n’a rien à faire; elle serait même absurde. Jamais la statistique, suivant moi, ne peut donner la vérité scientifique et ne peut constituer par conséquent une méthode scientifique définitive.

My translation into English:

In every science, two classes of phenomena should be recognized, those whose cause has actually been determined, and the others whose cause is as yet undetermined. For all phenomena whose cause is determined, statistics has nothing to offer; it would even be absurd …. Never statistics can, according to me, deliver the scientific truth and, consequently, it cannot be a conclusive scientific method.

For the historical context, that this citation indeed was meant to discredit probability theory’s applicability to medicine, see Murphy, Terence D. (1981).

Bernard, Claude (1865) “Introduction à l’Étude de la Médicine Expérimentale.”  
(Revised edn.: Paul F. Cranefield (1976, ed.) Science History Publications, New York.)


{% foundations of probability, foundations of quantum mechanics %}

{% foundations of statistics
Frequentists, from Bayesian perspective, choose particular ignorance prior with a restricted ignorance zone. %}

{% Theorem 2 shows that, for three or more events, logarithm is only scoring rule for subjective probabilities that is both proper and has payment depend only on answer under event happening. %}

{% Axiomatize subjective expected utility taking a stochastic-independence type condition as a primitive in the axiomatization. They assume much richness, such as objective probabilities also being available. %}

{% P. 250: brief discussion of likelihood principle
§2.7.2: scoring rules
§2.8 (p. 87): argues that de Finetti assumes linear utility. %}
P. 160, defines DUR, that the only thing that matters is the probability distribution generated over outcomes, calling it the identity principle. Assumption 2.1.2 in Wakker (2010) calls it decision under risk.

P., 170” “And this implies that efforts in the direction of modeling possible mental and psychological processes by which people arrive at choices consistent with EU, along the liners suggested by Leland (1980) and Friedman (1989), are certainly worth pursuing.” Goes bit in direction, but does not really say, that conforming with EU and s.th.pr. can be a heuristic rather than true preference. %}


SPT iso OPT: p. 64

Violations of betweenness (due to “squiggle”) and also of mixture symmetry of quadratic utility;

RDU better, “Squiggle Hypothesis” for probability triangle supports inverse-S weighting functions; intersection point, however, seems to be below .16 iso .33. That is, at .16 their observations already suggest convex probability transformation; leads him to question RDU.

Real incentives: the random incentive system was used.

**second-order probabilities; backward induction/normal form, descriptive:** shows that RCLA is violated more than compound independence and, therefore, gives evidence in favor of backward induction/backward induction.

PT falsified: deparable prospect theory is violated (pp. 64-65), repeated on p. 69 in the conclusion.

P. 67 top: RDU can accommodate data, but with less overweighing for small probabilities than commonly found (see above). %


**second-order probabilities to model ambiguity:** Test, and reject, some conjectures of Segal about the perception of single-stage lotteries as two-stage
lotteries (violating RCLA) relating it to ambiguity attitudes. This also goes against later claims by Halevy (2007) and others. 


Bernays has been credited for introducing in marketing, and public policy, the insight that to move people one has to make the right emotional connections. He famously arranged a smoking campaign end of 1920s to get women to smoke, calling cigarettes torches of liberty. 


Argues against Nash equilibrium. 


Consider choosing from choice sets X, where they write (X,d) with d indicating an ancillary condition, meaning that the choice can depend on an ancillary condition. Same is the framing-dependence of Salant & Rubinstein (2008). A revealed preference is nonsuspect only if it is independent of d. Voilà the modeling of frame dependence. Reminds me some of Wang & Fischbeck (2004) who took as extra parameter whether subjects used a gain or loss frame.

This paper is criticized by Wakker (2022) ‘A Criticism of Bernheim & Sprenger’s (2020) Tests of Rank Dependence,” §9. It suggests that it reacts to the criticisms of Abdellaoui, Li, Wakker, & Wu (2020) of Bernheim & Sprenger (2020), but virtually none of the many problems are fixed. The authors only improve the layout of their stimuli and their explanations to the subjects, reducing fatigue and properly avoiding a cancellation heuristic. However, as Wakker (2022) explains, contrary to their claims they do not improve the incentives. They ignore all other criticisms, such as wrong formula of prospect theory, identifying unidentifiable functions, having no viable alternative to rank-dependent weighting, and they reiterate their ridiculous claim that all counting statistics would be invalid using it to improperly denying priority of many preceding studies. Further, all their conclusions are based only on accepted H₀ with no power analysis or anything added, something criticized in every statistical textbook. %}


PT falsified: This paper claims to find that, but I disagree. The authors want economists to return to what has been known as separable prospect theory. That is, they want economists to set back the clock by 40 years and return to the state of the art in psychology before 1980. This makes no sense: separable PT has been discarded since then mainly because it violates stochastic dominance, and does so in unacceptable manners. The basic problem of that theory is that it equates over-weighting of a 1/n probability at a worst-ranked outcome (is due to pessimism) with over-weighing of all 1/n probability outcomes (giving optimism for gains). This does not make sense and makes the formula completely implausible, also descriptively. For lab-choices between lotteries with up to, say, four outcomes, the damage may not be very big, but beyond it goes nowhere.
SECTION 1. INTRODUCTION

This paper, abbreviated SB henceforth (I avoid BS for linguistic reasons), criticizes rank dependence, introduced by Quiggin (1982) for risk, and independently by Schmeidler (1989) for uncertainty. Rank dependence is central in Tversky & Kahneman’s (1992) new prospect theory and many of my works. I co-authored a criticism of SB, at
abbreviated AL henceforth. Thus, I am not a neutral commentator here. I think that SB is very weak, and damaging to the field.

As everyone will guess, AL was submitted to Econometrica (ECMA), and, as will be clear, it was rejected. Given that I still maintain all the criticisms expressed by AL here, it is also clear that I disagree with all of ECMA’s objections to AL: They did not provide any serious counterargument. Now that ECMA has let Bernheim & Sprenger publish an incorrect formula of the Nobel-awarded 1979 prospect theory, and has refused to correct it, what else can one do than warn people so as to minimize damage? The same holds for Bernheim & Sprenger’s incorrect identification of an unidentifiable functional, their incorrect claim of invalidity of general statistical counting tests, their attempt to revive separable prospect theory that was properly abandoned in the 1980s because of not just violating stochastic dominance but absurdly violating stochastic dominance, their unfounded pushing of their misnomer complexity aversion that was empirically rejected decades ago, their incorrect priority claims, and their other mistakes below. When Nilsson, Rieskamp, & Wagenmakers discovered that their 2011 paper in Journal of Mathematical Psychology used an incorrect formula of 1979 prospect theory, this alone was enough reason for the authors and journal to publish a correction in 2020. In this regard, ECMA, Bernheim, and Sprenger behaved differently.

AL was written following academic conventions of diplomacy. Here, where I express subjective opinions on works, I can be more explicit and clear.

SECTION 2. ORGANIZATION
References below can be found in this bibliography. I will as much as possible use SB’s notation and terminology, often reluctantly:

- “CPT” iso PT
- “rank-independent probability weighting”: This term is uninformative, like non-elephant zoology. SB use it to refer to what is often called separable probability weighting \(\Sigma w(p_i)u(x_i)\). It was popular in psychology (Preston & Baratta 1948; Edwards 1962) until the 1980s, when it was abandoned mostly because Fishburn (1978 JPE) and others discovered that it violates stochastic dominance.
- “complexity aversion”: That subjects supposedly have an aversion to many outcomes, also for gains. The claim is empirically incorrect (see Mistake 3.8 below). The literature uses the term complexity aversion for phenomena other than dependency on nr. of outcomes, where the term is correct.

Next, three more sections follow.

SECTION 3. LIST OF SB’S MISTAKES DESCRIBED BY AL

SB claim a “novel” falsification of CPT showing its “stunning failure.”

Mistakes:

3.1. [Ignoring priority of stronger counterevidence]
Even if SB’s experiment had been correct, stronger violations of the same kind have been reported long before (and so have many different violations), ignored by SB, and invalidating their novelty claims. (AL §6.4)

3.2. [Ignoring ocean of positive evidence]
Many more positive results for CPT were obtained. One should look at the balance of all evidence ==> CPT most popular today. Even if SB had been correct, it would have been a very marginal contribution to an ocean of preceding evidence, ignored by SB, and invalidating their “failure of CPT” claims. (AL p. 16 l. 6-12)

SB claim that rank-independent probability weighting is better. Mistakes:

3.3. [Misleading presentation of rank-independent probability weighting]
SB once acknowledge that rank-independent weighting violates stochastic dominance (“This is a serious flaw”, SB p. 1364). But then the rest of their paper still presents it, misleadingly, as a promising alternative, apparently forgetting about the flaw, also prior to bringing in the (irrelevant; see below) complexity aversion (link to misleading citations from SB). SB are apparently unaware of the problematic absurdity, also descriptively, of the stochastic dominance violations (AL p. 4, 10-16). The following Mistake 3.4 continues on this.

3.4. [Complexity aversion as incorrect remedy for Mistake 3.3] SB incorrectly suggest complexity aversion as a remedy for the violations of stochastic dominance (SB end of §6). However, it is not; see AL §6.3. A less diplomatic and, hence, clearer, explanation is here (link). Thus, SB’s suggested alternative for rank-dependent probability weighting does not work.

SB’s rank-independent probability weighting, further mistakes:

3.5. [Wrong formula of prospect theory] SB use an incorrect formula of 1979 prospect theory for rank-independent probability weighting (AL p. 3 – p. 4).

3.6. [Models not identifiable from their data] The models that SB claim to estimate are not even identifiable from their data. (AL p. 4 - p. 5) Mainly because of this mistake, and also Mistake 3.5, AL (e.g., in Mistake 3.1 above) ignore SB’s claims on rank-independent weighting, and focus on what remains: SB’s direct tests of rank dependence. SB claim novelty/usefulness of complexity aversion; mistakes:

3.7. [Complexity aversion theoretically discarded long ago] See AL §6.3 & AL Online Appendix (added at the end of the AL file.) This invalidates SB’s novelty/interest claims.

3.8. [Complexity aversion empirically falsified long ago] See AL Online Appendix p. 3 (added at the end of the AL file). This invalidates SB’s empirical claims.

SB claim a new general nonparametric measurement of decision weights.

Mistakes:

3.9. [Trifle problem] Their preference measurement does not work because of Ramsey’s trifle problem (payoff differences too small). (AL p. 7 - p. 8 & §5)

3.10. [Three-outcome lotteries are too complex]
It has often been pointed out that, in general, three-outcome lotteries, as used by SB, are too complex for subjects. Hence, all cited studies with three-outcome lotteries other than SB did special efforts, with special layouts and visual aids (AL p. 12 5-9). SB, unaware, did not do so.

3.11. [Linear utility]
The trifle problem can be avoided, but then linear utility is needed, invalidating SB’s claims of generality and nonparametric analysis. (AL Assumption 1, p. 6 & p. 11 19 - p. 12 4)

3.12. [Further incorrect generality claim]
SB footnote 13, claiming validity even for nondifferentiable utility, is incorrect, and is based on a mathematical mistake. (AL p.6 Footnote 5)

3.13. [Invalid priority claim on measurement and test]
SB p. 1376 claims novelty: “However, our use of equalizing reductions has no counterpart in the existing literature.” However, Diecidue, Wakker, & Zeelenberg (2007) used the (corrected) method before (AL p. 11 19 - p. 12 4) for uncertainty, which is more interesting than risk as in SB.

SB claim invalidity of statistical counting tests, used throughout all empirical sciences. Mistakes:

3.14. [Ignorance of randomness underlying statistical tests 1st]
SB do not know that every statistical test is based on an underlying probabilistic (“noise”) model. (AL p. 13 14 -25). I add here the following citation, found May 2022, of Greenland et al. (2016 p. 338 2nd column 1st para): “Many problems arise however because this statistical model often incorporates unrealistic or at best unjustified assumptions. This is true even for so-called “non-parametric” methods, which (like other methods) depend on assumptions of random sampling or randomization.”

3.15. [Ignorance of randomness underlying statistical tests 2nd]
SB’s claimed first problem for counting tests only shows that there exists an error model under which counting tests are invalid. But this trivially holds for every statistical test, including all their own tests. (AL p. 13 30-33)

3.16. [Invalid no-power counterexample]
SB’s claimed second problem for counting tests considers stimuli where EU and CPT make identical predictions. SB criticize counting tests for having no power then. But, again, this then trivially holds for every statistical test. (AL p. 14 9-19.)
SECTION 4. QUALIFICATIONS AND IMPLICATIONS OF THE PRECEDING SB MISTAKES

*Elementary theoretical blunders:* Mistakes 3.5 (wrong PT formula), 3.6 (nonidentifiability), 3.14 (randomness in statistics), and 3.16 (no-power)

*Elementary experimental blunder:* Mistake 3.9

*Naive:* Mistakes 3.1 and 3.2. Thinking, 30 years after the introduction of CPT, 20 years after its shared Nobel memorial prize, and after 1000s of applications, to be the first to (“properly”) test one of its two main nonclassic components, is naive. Thinking that two (in fact only one; see Mistake 5.17 in §5 below) small experiments can speak final verdict, 30 years after, is so too. (Mistakes 3.14-3.16 are also naïve.) It is unbelievable that with dozens of falsifications available, and thousands of corroborations, Econometrica can put one, one!, falsification, well, supposed falsification, central.

*Further:* SB’s other mistakes are more understandable, though still revealing lack of dedication/understanding & literature search/knowledge.

*Damage:* One can predict much damage to come from SB, augmented by the prominence of its outlet: Use of incorrect formulas/measurement methods, ignoring priority of preceding literature, wrong and useless separable probability weighting, nonsensical claims on general statistical procedures, rejections of papers using the currently best descriptive CPT, and so on.

SECTION 5. MISTAKES BY SB NOT MENTIONED IN AL

AL focused on SB’s mistakes that were directly relevant for the main conclusions, and other mistakes whose mention could not be avoided (e.g., incorrect notation). However, having read their paper in detail, I know many more inaccuracies and weaknesses in SB, not mentioned by AL. I list such next.

*Mathematical mistakes:*

5.1. [Comonotonic independence]
SB p. 1376 8: Schmeidler’s (1989) comonotonic independence is different than what SB claim. For instance, it involves a mixture operation.

5.2. [k independent of X]

P. 1367, Footnote 7: SB in fact need linear utility. Then, contrary to SB’s claims, k does NOT depend on X there under PT and EU, and neither does it under rank dependence as long as ranks are kept fixed (comonotonicity), as follows from AL Eq. 8).

5.3. [p = 1 for common ratio]

P. 1390 10: The common ratio effect is only strong, and often only defined, with probability p = 1 involved. Nonlinearity of w in [0.9, 1] does accommodate this, contrary to SB’s claim.

5.4. [brackets iso braces]

SB’s notation of lotteries violates mathematical rules (AL Footnote 2). Braces denote sets that are not ordered and cannot be used here.

Further:

5.5. [Reference dependence]

SB claim to also falsify models with reference dependence, but these claims are incorrect for the same reasons as their claims about rank dependence are (wrong formulas, unidentifiable estimates, bad stimuli, and so on).

Incorrect citations:

5.6. [No proper justice to Weber & Kirsner]

Weber & Kirsner (1997) find significant rank dependence for the same kind of stimuli as considered by SB, providing straight counterevidence to SB. SB do not make this clear but only cite them ambiguously in Footnote 6.

5.7. [Identifiability in other studies]

P. 1382: “Tversky and Kahneman (1992) and Tversky and Fox (1995) obtained probability weighting parameters from certainty equivalents by parameterizing both the utility and probability weighting functions and assuming each observation satisfies the indifference condition $u(C) = \pi(p)u(25)$."

Wrong citation. Those papers used essentially richer stimuli. For the stimuli mentioned there and used by SB, the model is not even identifiable (see Mistake 1.6).

5.8. [Real incentives in Birnbaum]

P. 1401 Footnote 69: “Interestingly, in incentivized tasks, we do not see the failure of
Wrong citation: Birnbaum used real incentives. His 2008 paper reviews Birnbaum (2004), in particular, his Table 3. His §2 there explains that he used real incentives. Probably SB gambled on their incorrect claim to cover up the puzzling point that their finding is opposite to Birnbaum’s (as it is, unbeknownst to them, to most of the literature). Also note that Birnbaum (2008) extensively discussed what SB call complexity aversion, but they do not cite him for that, or the many other papers Birnbaum cites on it.

The next four mistakes show that almost every sentence in SB’s footnotes 3 and 4, on prospect theory, is wrong.

5.9. [Only one version of 1979 prospect theory]

SB’s Footnote 3: “Kahneman and Tversky (1979) actually provided two formulations of Prospect Theory”

Incorrect. There is only one (AL Eq. 3).

5.10. [No wrong prospect theory formula in other papers]

SB’s Footnote 3: “extensions which correspond to our three-outcome formulation are provided by, for example, Camerer and Ho (1994) and Fennema and Wakker (1997)”

Incorrect citations. See AL p. 17 ell. 25-32).

5.11. [Explicit!]

SB’s Footnote 3: “They implicitly invoked the same assumption [their Equation 1] when examining the Allais common consequence paradox (p. 282).”

Incorrect citation. Kahneman & Tversky (1979) write it explicitly on p. 282 top.

5.12. [Again, only one version of 1979 prospect theory]

SB’s Footnote 4: “Kahneman and Tversky also provided a formulation for two-outcome lotteries with either all positive or all negative outcomes that does indeed respect dominance (see, e.g., Equation (2) of Kahneman and Tversky (1979)).”

Incorrect. Their Eq. 2 is part of the ONLY version of 1979 prospect theory and, as is well known, this does violate stochastic dominance.

Weak writings:

5.13. [Statistical analysis lacking for main claims]

P. 1399 last para of §5: “equalizing reductions respond strongly to changes in 𝑋” [italics added]

No statistical analysis is given to justify this claim. The confidence intervals in Figure 5B overlap, leaving unclear whether what SB call “strongly” is even
significant. SB make the same unfounded claim of dependence on $X$ on p. 1396. -5/-2 and p. 1398 last sentence of §5.3. Further, their claimed explanation, through utility curvature, is implausible because utility curvature is weak for moderate payoffs as in their experiment.

Besides the above point (SB’s third finding end of §5), the first two findings there ((1): nonzero impact of probability; (2): absence of complete randomness) concern trivial strawmen. Their whole claim of genuine effects in their 2nd experiment, needed to claim genuine absence of rank dependence, hinges on the above, unsubstantiated, claim.

5.14. [Unfounded speculation]

P. 1380: “If isolation fails in this context, then our subjects would not exhibit standard patterns of probability weighting in binary tasks. [Then what else? Linear weighting???] Conversely, if our subjects do exhibit standard probability weighting patterns in binary tasks, then one cannot reasonably attribute the absence of implied discontinuities in the equalizing reduction tasks to a failure of isolation.”

Unfounded speculations on what happens if isolation fails.

5.15. [Assumed properties $u$ and $w$?]

SB never say what properties $w$ and $u$ have. Strictly increasing? Stoch. dom? Continuous? Yet they use such properties. This is why AL assumes them explicitly below their Eq. 1.

5.16. [apples vs. pears]

P. 1377: “because the essence of our approach is to measure characteristics of indifference curves (MRSs), all potential confounds associated with unintended variations in “distance to indifference” are eliminated.”

A paraphrase: Because we measure apples, all problems of pears are eliminated. Their measurements of indifferences do have the analogous problem. See Mistake 3.15 in §3. For example, if the errors in their indifference measurements are not constant or are extreme, then their claimed p-values and confidence intervals are not valid either.

5.17. [No use reporting Experiment 1]

SB claim that Experiment 2 would show absence of cancellation in Experiment 1, (p. 1367 end of first para: “clearly refuting the cancellation hypothesis.”) contradicting the consensus in the field (Weber & Kirsner 1997) and unfounded. SB only justify Experiment 1 by referring to Experiment 2. Experiment 1 adds nothing.
Thus, one small Experiment 2 of 84 subjects (with no statistical analysis to support the main claim, see Mistake 3.13) should discard a Nobel-sharing theory used in 1000s of studies. SB’s misleading claim is repeated in the last para of §5.3. Mistake 3.13 above showed how weak the evidence of their Experiment 2 in fact is.

5.18. [Complexity aversion is misnomer]

SB’s complexity aversion for dependence on number of outcomes is a misnomer as explained at the beginning of these annotations and more in AL Online Appendix p. 2 ll, 17-32 & p. 1 ll, 17-21 (added at the end of AL).

If academia can publish a claim “2+2 = 5” and not allow this to be contradicted, then I live in a wrong world.


utility families parametric: utility is logarithmic (paragraph 5 calls it “highly probably”);

marginal utility is diminishing: Contrary to what is commonly thought, the St. Petersburg is not Bernoulli’s primary motivation for deviating from EV (contrary to Cramer 1728). The first argument put forward in paragraph 3 is:

“Somehow a very poor fellow obtains a lottery ticket that will yield with equal probability either nothing or twenty thousand ducats. Will this man evaluate his chance of winning at ten thousand ducats? Would he not be advised to sell this lottery ticket for nine thousand ducats? To me it seems that he answer is negative.” And then the main point: “it seems clear that all men cannot use the same rule to evaluate the gamble.” This formulates the big breakaway that EU brings, the necessity to bring in risk attitudes that are different from different persons. Later: “the utility, however, is dependent on the particular circumstances of the person making the estimate.”

Arrow (1951, *Econometrica*, p. 412) suggests that Bernoulli was the first to
formulate the principle of insufficient reason and has only this paper in his references. Latané (1959, Footnote 12) writes that Bernoulli is generally credited for being the first to use a utility function. Savage (1954, p. 95 in 1972 ed.) says this also.

P. 26 §6 ff.: I did not understand the analysis of the figure, and there may be mistakes.

P. 30 Para 16 argues that concave utility implies that spreading risks is good.


Bernoulli, Daniel (1766)


Use negative outcomes, losses, being unpleasant electric shocks, received with particular probabilities. N = 37 choose. They fit the T&K’92 family to their data.
and find similar best-fitting curves as did T&K’92 and others. Footnote 7 shows that probability distributions suggested to subjects had been predetermined. They do not really consider prospect theory but rather a sort of quasi-normalized separate-probability weighting formula of Edwards (their Eq. 1, p. 238). (SPT iso OPT)

Final sentence of abstract: our results provide evidence that probability weighting is a general phenomenon, independent of the source of disutility. %


{\% questionnaire versus choice utility: Same experiment as Berns et al. (2007, JDM). Use negative outcomes, losses, being unpleasant electric shocks, received with particular probabilities. First N = 37 subjects are just told what probability distribution is exerted on them and they undergo it. So, experience but no decision. After that, subjects will choose between such things. During the experiencing stage, they measure brain activities, and use those to predict future choices (better said, they correlate them to future choices). In particular, they construct a neurobiological probability response ratio (NPRR). This nicely exhibits the inverse-S shape that they also find for probability weighting (although for the latter they only fitted the T&K’92 family which does not have other things than inverse-S). They find that these measured experiences predict future choices as well as prior decisions. Nice, giving orthodox revealed-preference advocates food for thought. Implications of such findings for the revealed-preference discussions are in Abdellaoui, Barrios, & Wakker (2007). P. 2055 discusses separation of probability and magnitude (latter means outcome). %


{\% Paper gives neuro-justification for using RDU and other theories. Last sentence of introduction writes: “For instance, our model implies a diminishing marginal sensitivity to
value and probability, which is consistent with the available evidence from economic experiments.” (p. 302)


{decreasing ARA/increasing RRA: use power utility;

PT: data on probability weighting; their method of estimating loss aversion is not correct, and is based only on their scaling convention regarding power utility.
%


{Fl. 59; Populair-wetenschappelijk; foundations of probability and risk %}


{The author’s Russian family name is sometimes written as Bernshtein in the Roman alphabet.

Seems that he had qualitative probability preceding de Finetti, and probability axioms preceding Kolmogorov. (ordering of subsets %}


{Considers conditioning from frequentist perspective. %}


{Argue that randomization, not useful in individual Bayesianism other than to simplify calculations, may become really optimal in multiperson settings. %}


Idea to derive subjective probabilities from willingness to bet. It seems that he pointed out only that equal willingness to bet on or against shows subjective probability 0.5. (De Finetti, 1931 refers to him).

three-doors problem: seems that he introduced it.


questionnaire for measuring risk aversion; Argue for usefulness of subjective (questionnaire) questions, then describe a number of biases, and end with describing an error theory.


http://dx.doi.org/10.1287/mnsc.1120.1549

equity-versus-efficiency: A theoretical study, illustrated with a case study, of the fairness-efficiency tradeoff. They in particular study the $\alpha$-fairness criterion, which is a CES welfare functional with power $1-\alpha$.


{\% real incentives/hypothetical choice: for time preferences; random incentive system between-subjects (paying only some subjects) \%}


{\% \%


{\% Argue that Dutch people lose pension because government (with Rutte as prime minister) is too risk averse. \%


{\% \%


{\% completeness-criticisms;

Uses Anscombe-Aumann two-stage model with EU in second stage (Theorem 1.2; in Theorem 1.1, lotteries have been replaced by their vNM utilities. On horse space, a family Delta of probability distributions is given. One act is singled out it is the status quo (conservation of influence). Another act is chosen only if its EU dominates the EU of the status quo for every element of Delta. Preferences can be incomplete. This model is called Knightian uncertainty. The term “inertia assumption” indicates the privileged treatment of the status quo. It is defended partially by bounded rationality. P. 7/8: “inertia is not a consequence of rationality. Inertia
is an extra assumption which is consistent with rationality.”

This paper was preceded by Giron & Rios (1980).


{Notion of inertia appeared here, related to Chew’s.}


*Link to paper*

**paternalism/Humean-view-of-preference**: Show for representativeness bias, and ambiguity aversion (in sense of unclear info about stocks), that decision aids in the sense of clearer information reduces biases such as status quo bias (where status quo was clearly inferior to some other options) for ambiguous choice.


**finite additivity**: pp. 142-143, that nonatomicity need not imply convex-rangedness, but does under countable additivity.

Nonatomic: there do not exist atoms; finitely additive P is strongly nonatomic: for each event B, and each $x < P(B)$, there exists a subset A of B with $P(A) = x$.


* A brief account reiterating the findings of Peterson et al. (2021 Science).

Best core theory depends on error theory: they show this. In particular, they assume noise both in the “true” parameters of a subject and in the response/acts generated.%


The authors list many, over 150, decision theories and organize them according to some criteria, revealing many links, relations, and overlaps. The general message is that we should have fewer new models, and more deepening of existing models. As I see it, there is a difference between economics and psychology here. In psychology there is more tendency to develop new models, and in economics it is more on deepening existing models.%


The consider a psychological model where prospects are evaluated by sampling from memory. Doing this coding efficiently can explain decision-theory models. (calculation costs incorporated) The model builds on the decision-by-sampling model by Neil Stewart and others. They point out that their approach can be taken as a normative justification.%


correlation risk & ambiguity attitude: find it weakly negative.

Have administrative panel of clients of investment company. So, all their subjects invest and they cannot investigate whether ambiguity aversion has a positive or negative relation with investing. Measure their risk attitude by one certainty equivalent measurement (positively correlating with some casual measurements.
of risk attitude) and a matching probability of a gain with completely unknown probability (step sizes $p = 0.10$). All this is hypothetical, so, suspicion is not really a problem (suspicion under ambiguity). Whereas their sample is not very big or 100% representative and their measurements are hypothetical, they have refined data on financial decisions and portfolio dynamics. They find: Conditional on participation in the investments, ambiguity averse people exhibit more home bias, choose riskier contracts, more rebalance contrary to market giving more stable risk over time, and (probably because of risky choices) have better returns in good times and worse in bad times. They have detailed results on how ambiguity aversion affects changes in investments over time.

**correlation risk & ambiguity attitude:**

**reflection at individual level for risk:** positive correlation between risk aversion for gains and losses;

**ambiguity seeking for losses:** they find some ambiguity aversion there, although less than for gains. %}


{% conservation of influence %}


{% proper scoring rules: shows that logarithmic scoring rule is better regarding “rank order” properties than quadratic or spherical, and gives numerical arguments that probably it is less affected by utility curvature. %}


{% proper scoring rules: cites many places where they use them to grade students. %}

$S = [0,1]$ is a state space with the Lebesgue measure, so, it is rich and atomless and generates all probability distributions. A regret based representation is

$$(E_1:x_1,...,E_n:x_n) \gg (E_1:y_1,...,E_n:y_n) \iff V(P(E_1)\Psi(x_1,y_1),...,P(E_n)\Psi(x_n,y_n)) \geq 0$$

with everything continuous and monotonic and $\Psi(-\alpha) = -\Psi(\alpha)$ so that $\Psi(0) = 0$.

Theorem 1 shows that transitivity holds iff it is EU. The main idea is that the $\Psi$ functions then give independence of common outcomes. This theorem gives the clearest statement of this result in the literature. %}


real incentives/hypothetical choice: for time preferences: Find that it does not matter, with same discount weights and same brain activities. Problem may be that this is all based on accepting H0. %}


Asset-pricing models are examined assuming fat-tail rather than normal distributions. %}


Asset-pricing models are examined assuming fat-tail rather than normal distributions. %}


Analyze economic models incorporating model uncertainty, modeled using maxmin EU of Gilboa & Schmeidler (1989), also citing Hansen & Sargent for it. %}

{% All hypothetical. Find that optimism negatively affects ambiguity aversion for positive frame and not for negative. So, sign dependence of ambiguity!

Studies 1 & 2: They consider the occurrence of side effects for medical treatments. It is a bit of deception because subjects are told probabilities of side effects that may not be real (deception when implementing real incentives). They either state it positively (probability of no side effect; can we consider it as gains? Debatable.) or negatively (probability of side effect). They have only low-likelihood nonzero outcome events (≤ 0.14).

**ambiguity seeking:** They find ambiguity seeking for positive frame and ambiguity neutrality for negative frame in both studies. They are surprised by the first finding (p. 175, Limitations, line 2). On p. 179 they conjecture that the multiattribute nature of their outcomes may be a reason for their unexpected finding.

The findings of ambiguity are not very clear. In study 1 the ambiguous probabilities refer to two studies, which may have raised confidence, as the authors point out. In study 2 there is a trend but it is not significant.

It may also be that the positive probabilities of absence of side effects are perceived as gains by some subjects, but as losses by others.

**reflection at individual level for ambiguity:** both studies 1&2 have data within individual but do not report this. %


{% Presents the Allais paradox very explicitly, by making explicit the structure that supports independence. I conjecture, if a statement is added: “Note that the most desirable outcome is $5,000,000,” then this will also greatly affect results.

The author does not discuss whether making things salient leads to more genuine preference or to heuristic. %}


Loss aversion may be due to more disutility under losses than utility under gains, but also due to more attention/weight being paid to losses, as has often been discussed. This paper presents several psychological experiments that more
weight adds to loss aversion and that it is not just more disutility. It does not refer to the overweighting interpretation, but takes it as being perceived as more likely. This is one of the possible interpretations of overweighting. The experiments do not clearly show it is perception of more likely rather than more attention and overweighting for other reasons. 


Billot, Antoine, Alain Chateauneuf, Itzhak Gilboa, & Jean-Marc Tallon (2000)

{% CBDT; measure of similarity %}
If beliefs given a union of two databases are a convex combination of beliefs
given each database, then beliefs are similarity-weighted averages of beliefs
induced by each past case. %}

as Similarity-Weighted Frequencies,” *Econometrica* 73, 1125–1136.

{% common knowledge %}
Blackwell, Oxford.

{% %}
Cambridge.

{% Closed universe: all uncertainties completely specified (à la small world), says
SEU is a closed universe. %}
Alan P. Kirman, & Piero Tani (eds.) *Frontiers of Game Theory*, MIT Press,
Cambridge, MA.

{% P. 97/98 seem to write, in context of game theory, in consequentialistic spirit, that
is, all relevant should have been incorporated into consequences. Pp. 108-109
seem to be even clearer on this point. If players do not maximize self-interest,
then payoffs should not be interpreted in terms of self-interest.

Seems to discuss “memes,” units of behavior, as a unit of evolution.

Seems to write that preferences are not actually observed but are what Ramsey
(1931) called disposition: how you would choose if … And then the word
hypothetical comes in for the experimental economist Binmore. P. 106 seems to

{Poses THE central question of experimental economics (p. F.16 & p. F23): “Would it not be better to leave laboratory experiments to psychologists who are trained to run them properly?” Answer is on p. F.23, that there is a lot to learn from psychologists but economists know better what are the central economic questions etc.

real incentives/hypothetical choice: Argues in favor of real incentives. For example, p. F17: “…asking them what they would do if $100 were hanging on the outcomes are therefore out.”

Argues that participants perform reasonably in accordance with economic principles if questions are not too complex, they get chance to learn, and incentives are “adequate.”

Presents Kahneman & Tversky as destroying economic theory and his group as defending it. %}


{Much of the book could be used as a text on decision under uncertainty. The author criticizes the Bayesian approach for problems with small worlds. I disagree with the author on the interpretation that Savage would consider small worlds to be a reason to deviate from expected utility. Savage thinks that it is impossible to model the large world, but surely sees no reason in this for violating his axioms. A beautiful discussion is in §5 of Schervish, Seidenfeld, & Kadane (1990, JASA). %}


{http://dx.doi.org/10.1007/s11166-012-9155-3

In a careful design, measure matching probabilities (using bisection) for 3-color Ellsberg urn. If they go by just one choice then they find ambiguity aversion similarly as others do, but if they take stricter criteria, that only robust ambiguity
aversion counts, then they find almost none. **ambiguity seeking**

Paper controls for suspicion by generating ambiguity through $2^{nd}$ order probabilities and showing subjects the mechanism. (This has the well-known problem that $2^{nd}$ order probabilities may be taken and also be perceived as objective.)

Paper gives link to 

http://aversion-to-ambiguity.behaviouralfinance.net/

which has many references on ambiguity aversion.

P. 229: the authors specify two hedging strategies in choices under ambiguity, but write that it is unlikely that subjects can do that. %}


{%


{%

**real incentives/hypothetical choice**: like Kachelmeier & Shehata (1993), he uses actual payments of considerable amounts of money;

**decreasing ARA/increasing RRA**: both are found.

Only choices between 50/50 lotteries.

I disagree with some suggestions in the literature that this paper be the first to use the choice list. It does present choices that involved bigger and bigger risks versus safety, and takes the point where subjects turn from risky choice to safe choice as index of risk aversion, but this is not really the same as using the choice list to measure indifferences. It is a nice way of: **questionnaire for measuring risk aversion. %} 


{%

**cognitive ability related to risk/ambiguity aversion**: Subjects are asked, introspectively, for their probability of a stock going up next year, where they can give more or less sophisticated answers (§2). There is info about their cognitive
level, with special questions to measure it, level of education, and some other things. There is also info about investments of the subjects. The authors find that for subjects with high cognitive skills their investment decision is more driven by their probability estimate. This fits well with the interpretation of likelihood insensitivity, which is related with low cognitive skill and also with decisions being less affected by likelihood information. Low cognitive skills also go together with more inconsistencies in answers.

A difficulty for me in reading the paper is that it is entirely based on the concept of but true existing but unknown objective probability, automatically connected with the multiple prior idea. As a Bayesian I firmly believe in the existence of a “best” subjective probability for an agent, but the concept of a true existing objective probability, which only happens not to be known, has little meaning to me. Thus, the claim on p. 84 penultimate para, that most experts assume one true known probability measure for stocks, is weird to me.

P 84 writes: “Our preferred interpretation is that individuals with lower cognitive skills view stock returns in more fuzzy and ambiguous terms,” which I like, although I less connect with the continuation “potentially characterized by multiple priors.”

P. 74 4th para cites Gilboa et al. (2008) on nonneutral ambiguity attitudes being rational, and then proceeds to conjecture that subjects of lower cognitive level, who are found to deviate more from ambiguity neutrality, accordingly may be more rational in their handling of ambiguity. Could I as a Bayesian disagree more? P. 84 repeats the point, first using the qualification “particularly rational” for people deviating from ambiguity neutrality, but then fortunately going the other way: “Notwithstanding the merit of this view, there are also plausible arguments why individuals with high cognitive skills can be expected to view stock returns as less ambiguous than individuals with lower cognitive skills.”

The authors are enthusiastic about their research and write, on p. 84: “In this study, we bridge the literature on subjective probabilities and the literature on the role of cognitive skills in economic decision making.”


Dutch book; ordered vector space; Possible tools for Dutch book: The Lemma of Farkas, possibly some lemma of Ky Fan for solving an infinite number of inequalities. Further related mathematics may be the Lemma of Hölder, the theory of ordered vector spaces.

Theorem 13, p. 266, seems to show that no countably additive atomless measure can be defined on the sigma-algebra of all subsets, the result first demonstrated by Banach & Kuratowski (1929) and Ulam (1930).


Already some ideas of configural weighting theory.


Introduced configural weighting theory?


Introduced configural weighting theory; contains several verbal expressions of dependence of decision weights on ranking, but writes it only for two dimensions, and does not present the RDU model or something close. Domain: likeability of a person depending on (intensities of) adjectives.

P. 559, footnote 4: “The configural-weight averaging model assumes that the weight of a stimulus depends upon its rank within the set to be judged”

Experiment 3 is example of scale convergence (although term may have been different).


Poulton’s (1989) book, reviewed here, comprises a nice survey of biases in subjective quantitative estimations. Birnbaum disagrees with the implicit assumption of the book that every way to have context influence subjects’ answers is a bias. It can also be good and lead to more unbiased answers than absence of contexts, where subjects may have no clue. It criticizes Poulton’s preference for between-subject designs, where the later Birnbaum, Michael H. (1999) “How to Show That 9 > 221 …” beautifully shows it.
P. 21 top of 2\textsuperscript{nd} column first defines the assumption that context means bias, next to be criticized.

P. 22 top of 1\textsuperscript{st} column: Ch. 7 of Poulton is on contraction biases, which are like regression to the mean. In many places, e.g. p. 22 2\textsuperscript{nd} column, Birnbaum pleads for not avoiding biases, but studying them and then correcting them.

P. 22 last column penultimate para: systextual design: manipulate context and study its effects.

P. 23 1\textsuperscript{st} column 2\textsuperscript{nd} para: Contextual effects and biases can concern subjective values, responses, or both. That is, it can be just measurement error, or genuine error. This point is often discussed in the context of the endowment effect. 


Real incentives: random incentive system.

PT falsified: Tables 5 and 6 give some violations of the s.th.pr. Here, after change of the common outcome, also one other outcome of one gamble is increased, whence preference reversals in one direction do not really violate the s.th.pr., but reversals in other direction do so strongly. The stimuli were so constructed that in each case most reversals were in the direction that entails
strong violation of s.th.pr. In each case, all gambles could be considered
comonotonic and it was also a violation of the comonotonic s.th.pr. The
violations could simply be inconsistency were it not that the violations in one
direction are significantly more frequent than in the other direction. So, violation
of PT. Not violation of \textit{inverse-S.}\%


Birnbaum, Michael H. (1999) “How to Show That $9 > 221$: Collect Judgments in a

Decision Weights.” \textit{In} James C. Shanteau, Barbara A. Mellers, & David A.
Schum (eds.) \textit{Decision Science and Technology: Reflections on the Contributions

Michael H. Birnbaum (ed.) \textit{Psychological Experiments on the Internet}, 3–34,
Academic Press, San Diego, CA.


That Make HTML Forms for Research on the Internet,” \textit{Behavior Research
Methods, Instruments, and Computers} 32, 339–346.

\url{https://doi.org/10.1016/j.brim.2004.01.001}

\textbf{coalescing}: as much evidence for complexity aversion (if splitting the lowest
outcome) as for complexity seeking.

Real incentives: **random incentive system**;

An interesting decomposition of some things going on in the Allais paradox.

Finds violations of the s.th.pr. as in Birnbaum & McIntosh (1996), falsifying the inverse-S prob weighting of PT. (**PT falsified**)

P. 98 3rd para explains that splitting the best outcome improves, but splitting the worst worsens. Increasing weights nonnormalized, as in separable OPT, means that splitting gains always improves. Increasing weights normalized means that splitting lowest outcome worsens, also if gain. This is Birnbaum’s model.

That salience of common outcome enhances s.th.pr om p. 94: “Event framing would be expected to reduce violations of branch independence in the split forms. Such choices might be termed “transparent” tests of branch independence in the framed form, because both gambles would clearly share a common event–consequence branch. In such a framed format, a decision-maker should find it easy to cancel branches that are identical in two choices and to make a choice based strictly on what is left.”


{% In Birnbaum’s models, splitting the branch with the lowest consequence can make a gamble worse, and splitting the branch with the highest consequence can make a gamble better. The paper investigates coalescing to generate violations of stochastic dominance, and then it is not clear of complexity aversion or seeking is involved. %}


{% https://doi.org/10.1287/mnsc.1050.0404

Clear definition of RAM and TAX models. Some paradoxes to distinguish between RAM and TAX. Choices 9&15 in Table 4, p. 1356, give clear complexity seeking/event splitting (with transitivity). Choice 7 also involves event splitting but in the context of stochastic dominance violation, where it is not
clear if there is complexity aversion of seeking. \textit{(coalescing)}

\textit{biseparable utility} \%


\textit{coalescing}


\textit{coalescing}

P. 171: “Instead, splitting a branch appears to give that branch greater weight.”

P. 171: “Fourth, there is strong evidence that splitting the branch with the higher valued consequence improves a gamble. Fifth, there is statistically significant, but far less dramatic, evidence that splitting the branch with the lower-valued consequence can make a gamble worse.”

\textit{coalescing}


\textit{coalescing}


\textit{coalescing}


A wonderful and useful review of all the findings of Birnbaum on risky choice accumulated over many years.

The author has a deep desire to write negative about prospect theory. Two of
the many examples:

(1) P. 468, top, that different versions of prospect theory have differences in descriptions for some choices (how else could they be different), is formulated as: “so it is best to consider “prospect theory” as a large family of different, contradictory theories.”

(2) p. 466 2nd column 4th para, on the often useful convention of using the same term for a theoretical property and also for its empirical implication, where the latter however assumes some underlying theory (such as equating concave utility with risk aversion where this only works under EU theory) which also happens in prospect theory for loss aversion. The author is unreasonably negative about it (“circular terminology”), even though the point that this can raise confusion is in itself correct.

Most experiments have, apparently, been done without real incentives.

Many violations of prospect theory put forward are only violations of prospect theory of the exact parametric form put forward by Tversky & Kahneman (1992). Of course that exact parametric form will not predict all choices 100% perfectly well, and finding single choices deviating (such as certainty equivalents not being 100% identical) is by itself trivial.

P. 466, as well as several other parts, claim that configural weighting theory can give an alternative explanation for loss aversion but this is not so. It is simply that configural weighting theory has its way of accommodating risk aversion in general, and simply uses that to accommodate loss aversion. It, then, does not treat risk aversion with mixed prospects in any way different than risk aversion with gains. The definition of loss aversion that the author gives, that it is risk aversion for mixed prospects, is horribly wrong. It is like EU saying that loss aversion is nothing but a special case of risk aversion and that nothing needs to be added to concave utility.

P. 467: I disagree with the interpretation

P. 467: note that stochastic dominance as defined implies coalescing.

P. 467 (also p. 490) suggests that his work on difference between buying-selling = endowment effect. This is not so. Buying-selling has more to do with reflection effect. Endowment effect concerns different framings WITH SAME FINAL WEALTH.
P. 469, 2nd para of 2nd column, mentions scale convergence (“the assumption that two ways to measure utility for the same person in the same context should be the same”)

P. 469 bottom of 2nd column: linear utility for small stakes

P. 470: prior RAM is RAM of Eq. 7 with \(a(i,n,s) = i, t(p) = p^\gamma\) with \(0 < \gamma < 1\) (so, overweighting) and \(u(x) = x^\beta\) with \(0 < \beta < 1\).

P. 468/470: The prior TAX model and the special RAM model use rank dependence only to transfer weights from high to low outcomes, enhancing risk aversion. Risk seeking as with inverse-S, what they do for binary prospects, comes from the concave probability weighting.

P. 481, 2nd column, 2nd para, nicely explains that the probability triangle is not well suited to test rank dependence, using simulations.

P. 481, 2nd column, 2nd para, incorrectly cites my Wakker (2001) paper as studying the classical paradoxes “trapped inside the [probability] triangle.” My paper extensively discusses tests of the comonotonic sure-thing principle that typically involve 4 or more distinct outcomes and it is in no way trapped inside the triangle. Wakker, Erev, & Weber (1994, p. 196 penultimate para: p. 222) signaled the problem: “In addition, most tests have almost exclusively studied the probability triangle, which is not a suited domain for testing RDU for the following two reasons. ... Second, the probability triangle considers no more than three fixed outcomes, whereas any test of comonotonic independence requires four or more distinct outcomes.”

P. 481 ff. discusses a decomposition of the Allais paradox into RBI and coalescing. The author uses this decomposition to dismiss the empirical evidence against the sure-thing principle, saying it is coalescing and not RBI (the other part of the s.th.pr.) that is violated. In this, he implicitly assumes that RBI is “true” s.th.pr. without coalescing, so that the nonreduced choices give a true test of the s.th.pr. This is not well justified. In the noncollapsed presentation subjects may cancel common outcomes, not because it is their true preference, but as an easy heuristic just to simplify their choice. Then Birnbaum’s test of RBI gives no insight into true s.th.pr. The author’s implicit assumption is explicit on p. 467 1st column l. –3 where he, without justification, equates RBI with comonotonic independence.

inverse-S: Pp. 484-486 present the evidence against inverse-S initiated by Birnbaum & McIntosh (1996) where in three-outcome-prospect choices with one common outcome increasing the common outcome does not increase risk
aversion as PT would predict, but decreases it in the spirit somewhat of risk aversion decreasing with increasing wealth.

P. 493, 2nd column, 1st para suggests finding opposite of Allais if noncollapsed presentation.

P. 493, 2nd column, 3rd para argues that evidence favoring inverse-S is confounded by framing effects. However, the author only cites his, in itself valid, counterevidence against one particular implication of inverse-S and not much other evidence favoring it.

Much of the counterevidence of Birnbaum (p. 475, p. 479, p. 483) can be explained through the following heuristic, which also underlies much of Wu & Markle (2008): Imagine two prospects with 3 outcomes each. The first prospect has its best outcome better than the second prospect, also has its second best outcome better, and also has its third-best outcome better. Then subjects often immediately decide that the first prospect must be superior by some supposed stochastic dominance, as a heuristic. It is not correct because the probabilities should be considered, with the first prospect maybe assigning much probability to its lowest outcome, and the second prospect to its highest. It is a heuristic where people simply don’t even look at the probabilities. The countertest of this heuristic on p. 477 is too coarse.

P. 493: the author himself prefers TAX to RAM.

P. 497, 2nd para of 1st column, paternalism/Humean-view-of-preference: Discusses measurements of sizes, which is context-dependent according to range-frequency theory. If we reckon with range-frequency theory and correct for it, we can get back a context-free psychophysical function. Refers to Roe et al. (2001) for a similar approach. So, here Birnbaum exhibits the economists’ way of thinking! Similarly, I would like to see coalescing as a bias to be corrected for so as to get the underlying true preference. %}


{% Proposes another error model where within an agent there are different blocks within which there is a same preference but between which it can change. %}

{ % Data of an experiment conform more with configural weighting than with “3rd generation prospect theory,” to use the unfortunate term that its inventors gave to this theory. %}


{ % The tests of splitting always involve multiple splits, or losses, and do not speak to complexity aversion or seeking. %}


{ % Branch independence is the sure-thing principle for events for which probability is also given.  

--- **PT falsified**: evidence against inverse-S: finds violations of the s.th.pr. like Birnbaum & McIntosh (1996), falsifying the inverse-S prob weighting of PT; real incentives: all choices were hypothetical  

--- **SEU = SEU**: five lines below (1), and in the citation of Edwards in first paragraph of second column of p. 87;  

--- **biseparable utility** %}


{ % **PT falsified**: evidence against inverse-S  

--- real incentives: all choices were hypothetical  

--- Finds violations of the s.th.pr. like Birnbaum & McIntosh (1996), falsifying the inverse-S prob weighting of PT, also for four-outcome gambles distribution-independence is something of that kind, shifting probability mass from one common outcome to the other. Humphrey & Verschoor (2004) independently found the same. %}

 {% inverse-S: Find that (Fig. 11, p. 341). As explained by Birnbaum’s email, this is the first paper to discover the violations of monotonicity generated by the zero-outcome effect. For example, (.95, $96; .05, $24) receives lower CE (certainty equivalent) than (.95, $96; .05, $0) (p. 339 2nd column 2nd paragraph.). What is going on here is that when considering the CE for (.95, $96; .05, $0), people say “Ah a 0 outcome is nothing and I need not think about it.” Then they ignore it too much, are only thinking about 96 which is a high number, and they come out with a high CE number. In (.95, $96; .05, $24) there is a 24 outcome and people will not ignore it but will think about it, give it weight. A similar dual phenomenon is mentioned by Goldstein & Einhorn (1987), who ascribe the idea to Slovic (1984, personal communication).

 P. 333 Fig. 2 bottom panel shows how utility, derived under the classical elicitation assumption (so, analyzed under the descriptive assumption of EU), can deviate from the true utility if configural weighting theory is the real model, which for these two-outcome fifty-fifty gambles depends only on the parameter w, where the decision weight of the best outcome is .5 + w.

 **risky utility** \( u = \text{strength of preference} \ v \) (or other riskless cardinal utility, **often called value**): P. 334, 1st column, 2nd paragraph, on configural weight theory: “In this theory, \( u(x) \) represents a psychophysical function that characterizes the subjective value of money, apart from risk.”

 P. 334 discusses buyer’s, neutral, and seller’s point of view nicely, that income effects depending on whether or not people received prior endowment of lottery/sure amount to be given up is not strong enough to explain empirical differences found, referring to Knetsch & Sinden (1984) for it.

 P. 325 clearly explains the idea of asymmetric loss functions to explain the disparity between buyer’s and seller’s point of view. As far as I can see, this idea is completely plausible from a psychological point of view but I see no revealed-preference interpretation for this loss function. Therefore, if I understand right, the asymmetric loss function is typically useful for psychologists but less so for economists. %}


Test a noncompensatory heuristic, the priority heuristic by Gigerenzer et al., versus compensatory approaches, and find the latter prevailing.  

PT falsified: evidence against inverse-S: Real incentives: it was all hypothetical choice;  
Considers choices (R1, R2, C) versus (S1, S2, C), R1 > S1 > S2 > R2. PT with inverse-S predicts that there will be fewer risky choices as C increases. (If C increases from worst (< R2) to intermediate (between S1 and S2) then inverse-S would have the decision weight of S2 and R2 increase, enhancing safe choice. If C increases from intermediate to highest (> R1) then inverse-S would have the decision weight of S1 and R1 decrease, which again enhances risk aversion.) However, it is found that there are more risky choices (in agreement, in fact, with Machina’s fanning out). As the lotteries get better because of C increasing, people get more risk seeking rather than risk averse. See Table 1 where the percentage of safe choices decreases rather than increases as we move to the right. So, the extreme outcomes seem to be underweighted rather than
overweighted.

The paper gives an extensive theoretical analysis. The most extensive tests are in Birnbaum & Navarrete (1998) (the main topic of which, by the way, is another), which also describes the other preceding evidence. In particular, the B&M paper considers only three equally likely outcomes, B&N considers richer probability triples.

P. 91 gives refs to people who argue that independence-tests are mixed up with other assumptions. %}

{\% \%


{\% \%


{\% PT: data on probability weighting; coalescing; PT falsified: evidence against inverse-S

Real incentives: it was all hypothetical choice;

evidence against inverse-S probability weighting, especially Table 4, see the comments in Birnbaum & McIntosh (1996).

coalescing: a systematic method for studying event splitting and the violations of stochastic dominance, the effect nicely illustrated by Tversky & Kahneman (1986, p. 178, problem 7). %}


{\% biseparable utility: does RDU for 50-50 lotteries;

Domain: judges give subjective assessment of average length of group of lines, or of average loudness of group of tones, etc. %}


Test violations of independence as in common ratio and common consequence, but use a sophisticated error theory to distinguish real violations from errors-for one, they allow unequal error rates for different questions. Find that real violations remain. Also find violations of branch independence. P. 81 raises the very relevant question which layout then is best to test for real violations, but says that even the layout favoring independence most leaves violations. Violations of coalescing (coalescing) reduce under learning.


Domain: participants receive experts opinions on aspects of car and aggregate those into one overall evaluation of the car.
Rank-dependence formulated in several places (where the “range-model” is a special case of the configural-weight model):

P. 61: “The range model assumes that the effective relative weight of a stimulus depends on the rank of its scale value in the set of stimuli to be combined.”

P. 70: “Perhaps the buyer’s and seller’s price estimations reflect persuasive judgments, meant as the opening round for bargaining.”

Seems that they already put forward the asymmetric loss function hypothesis.


\[ EU+a*\text{sup}+b*\text{inf} \]: Eq. 3 gives special case of configural-weight model where only highest or lowest outcome is weighted differently; domain is where participants have to predict IQ of a child as aggregation of IQs of parents plus other variables such as socio-economic.


\[ \text{risky utility } u = \text{strength of preference } v \text{ (or other riskless cardinal utility, often called value)} \& \text{ utility measurement: correct for probability distortion} \]

p. 184, second-to-last paragraph expresses views of utility that I agree with, and that underly much of my work on utility: “The principle of scale convergence states that when considering rival theories proposed to describe different empirical phenomena involving the same theoretical constructs, preference should be given to coherent theoretical systems (in which the same measurement scales can be used to account for a variety of empirical phenomena) as opposed to theoretical systems that require different measurements for each new situation. … Configural weighting theory has the hope of resolving the inconsistent scales for utility and value measurement by separating the scaling of stimuli from the scaling of uncertainty and risk.”

visited Tel Aviv.

**ratio-difference principle**: seems that they discuss this.

**decreasing ARA/increasing RRA**: p. 209/211 discuss several arguments in favor, and some in disfavor, of power functions for utility of money. %


{\% Certainty equivalents, inferred indirectly through choices, still show the famous violations of monotonicity. %}


{\% Strength of prefs is over lotteries, not over outcomes. %}


{\% %}


{\% %}


{\% %}


{maths for econ students. Good introduction maths for psychology-students %}
how that all risk seeking individuals can aggregate into risk aversion of the group, and vice versa. %}


{\% paternalism/Humean-view-of-preference: In the lab, use hypothetical and real-incentive WTP questions. In this way they estimate the discrepancy, interpreted as bias in the hypothetical questions (i.e., the difference in probability of acceptance). Hypothetical WTP is considerably larger. Then they apply this correction procedure to hypothetical field data.

P. 1084: “The hypothetical responses can still be informative as to the real responses if the bias between the two is systematic and predictable.” They say such a correction-of-bias-estimation was first proposed by Kurz (1974), and also explicit in the National Oceanic and Atmospheric Administration (1994). That they are the first to actually test the idea for private goods. My reading of Kurz (1974) is different. He does not propose a correction mechanism. He only proposes to take a representative sample into the lab, and from them get unbiased estimates.

P. 1088: “First, we find that bias functions do have some statistical ability to describe the effect of observable socioeconomic characteristics on the extent to which subjects misrepresent their preferences in hypothetical DC [dichotomous choice] surveys.” %}


{\% conservation of influence; free will/determinism: This author has worked much on these topics, arguing that there is only experience and not decision or consciousness, and considering it a mystery what experience is. She also worked much on memes. %}


This book is, mostly, a book on preference axiomatizations for aggregations. That is, it considers a preference relation on $\text{Re}^n$ and properties of it that are necessary and sufficient for particular quantitative representations. It considers both $n$ fixed and $n$ variable (the latter called variable population). It interprets the results for welfare evaluations. It virtually always assumes symmetry/anonymity, so, permutation invariance of preference. In most theorems the real numbers, inputs of preferences, are assumed to be individual utilities that have been measured in some way, reminiscent of the Anscombe-Aumann model. Because of this, it considers many representations that are linear in these inputs, as in expected value. The term generalized, as in generalized utilitarianism, indicates that the input numbers are transformed nonlinearly, as in expected utility. The models in this book are mostly special cases of generalized utilitarianism for same-number
and extensions to variable population sizes, with Gini-type generalizations. (§5.7 will open with: “Most of the principles considered in this book are variable-population extensions of generalized utilitarianism.”)

Chs. 2 & 3 give didactical elementary results. Ch. 3 gives conditions on social welfare functions implying that they amount to maximizing a preference relation on \( \mathbb{R}^n \).

Ch. 4 starts with fixed-population results; i.e., \( n \) is fixed. Part A, sections 4.1-4.5, discusses many principles verbally. Part B, Sections 4.6 ff., gets to business with theorems and axioms, the expertise if the authors. P. 92 defines Euclidean continuity and inequality aversion conditions such as preference for bistochastic matrices.

§4.7 defines generalized utilitarianism as \( \text{SUM}g(u_i) \) with \( u_i \) the utility of individual \( i \) (objectively given beforehand, so, like money) and \( g \) a nonlinear transformation. (They write \( g^n \) to express the dimension \( n \) for later purposes.) So, this could be \( n \) times expected utility for \( 1/n \) probability distributions.

Representative utility is \( g^{-1} \) of \( \text{SUM}/n \), so, certainty equivalent.

P. 102 bottom considers difference of representative utility and average utility, which is risk premium.

§4.9 considers information requirements. Imagine that preference is not affected if we add a prospect (add coordinate-dependent constant). This is what my 2010 book calls additivity in Ch. 1. Under some continuity it implies invariance under multiplication by a positive scalar. Thus, any positive affine transformation does not affect preference. The book calls it cardinal unit comparability (CUC; p. 112). This book interprets it as information invariance, an interpretation initiated by Amartya Sen it seems. The condition is appropriate if we know no more than the cardinal class of the preference inputs. In the same spirit we can interpret constant absolute or relative risk aversion as information requirements. Anyway, CUC is like additivity in my 2010 book and axiomatizes subjective expected value maximization. Anonymity then implies same subjective probabilities, so, just sum.

§4.10 considers fixed population sizes. Same-people independence (p. 115) is joint separability for each fixed \( n \). Theorem 4.7 shows that we get generalized utilitarianism with \( n \)-dependent \( g^n \), for each \( n \).
Then follow some theorems (4.9, 4.10) axiomatizing utilitarianism, which is just the sum of inputs. §4.11 considers variable population size but with comparisons only between n-tuples of the same length. Replication invariance: \( x \succeq y \iff kx \succeq ky \) for each natural \( k \) if \( x \) and \( y \) are of the same length. Theorem 4.22 axiomatizes generalized utilitarianism with same \( g \) for each \( n \), as always in this book, \( g \) being continuous. Theorems 4.19 & 4.21 prepare, with the latter using population substitution (kind of conditional certainty equivalence substitution; this implies for the representative agent exactly what Nagumo (1930) and Kolmogorov (1930) call associativity) instead of replication invariance (which is implied by it). Wakker (1986, Theory and Decision) is in fact the generalization of Theorem 4.21 to general, possibly noncontinuous, utility.

Ch. 5 turns to variable populations with comparisons between n-tuples of different length. In additive representations, it then is important where utility is 0. This is called the critical level. It is comparable to the reference point for prospect theory although not the same (no different dimensions in PT). Section 5.1 p. 130 mentions that continuity now must be strengthened to go across different \( n \).

§5.1.3 discusses what is called the repugnant conclusion (Parfit 1976), where the authors are as emotional as several others, something that I have never understood. Tännsjö (2002) seems to agree with me. §5.2.6 discusses average utilitarianism. For fixed \( n \) it is the same utilitarianism, but for variable \( n \) is makes a difference. Then comes Part B with axioms. §5.5, p. 158, formulates extended continuity, \( \{ x \in \mathbb{R}^n : x \succeq y \} \) must be closed for \( y \in \mathbb{R}^m \) also, and same with weak reversed preference.

§5.6 defines same-number independence, being joint independence for each fixed \( n \). Utility independence: Joint independence if length of the two vectors compared may be different (satisfied under generalized utilitarianism but not under average generalized utilitarianism). Existence independence: Preference between two vectors of possibly different length is not affected if common part is added. It implies utility independence but gives links between variable length. P. 160 ll. 5-6 define critical level. There is an existence of critical levels assumption. P. 165, end of §5.6: extended replication invariance: \( uRv \iff kuRkv \) extended to \( u, v \) of different length. There are also number-dampened models, which have
each extra dimension weighted less than the one before.

§5.8 discussed average generalized utilitarianism (AGU) and some other models, such as number-dampened, with axiomatizations to come in Ch. 6. §6.2 discusses it again. Part B starts at §6.5. Theorem 6.1 axiomatizes continuous same-number generalized utilitarianism with dimension-dependent utility, and Theorem 6.2 axiomatizes it with dimension-independent utility. These results follow directly from Theorems 4.21 and 4.22. §6.6 has number-sensitive critical levels, §6.7 has them constant, §6.9 considers representative-utility principles (CEs (certainty equivalents) represent). It involves replication equivalence: \( x \sim kx \) for each \( k \). Theorem 6.15 axiomatizes it (axioms: continuity, Pareto, minimal increasingness, and replication invariance), with the text following the proof on p. 198 verbally expressing the axiomatization of average generalized utility by adding same-number independence. §6.10 considers number-deampening.

Theorem 6.24 axiomatizes power utility by invariance w.r.t. unit change of inputs (called information invariance with respect to ratio scale full comparability).


\%
This paper, pointed out to me by Horst Zank in November 2000, proves some interesting representation theorems. It formulates these results in a social choice context, where individual utilities are given as primitives and social preferences are derived. As pointed out on p. 251 third paragraph, the results are isomorphic to preference representations on Re\(^a\). Theorem 3 shows that additively decomposable functionals that satisfy CARA (constant absolute risk aversion) are, in fact, expected utility functionals with exponential utility. The result precedes Theorem VII.7.6 of Wakker (1989, Additive Representations of Preferences). Corollary 1.1, the special case of Theorem 1 restricted to monotonicity, shows that additively decomposable functionals that satisfy constant RRA are, in fact, expected utility functionals with power utility. It thereby precedes Theorem VII.7.5 of Wakker (1989, Additive Representations of Preferences). A special aspect of the theorem is that they permit both positive and negative inputs, and characterize a case of power utility \( x^\lambda \) for positive \( x \), and \( -\lambda (-x)^\lambda \) for negative \( x \), with \( \lambda \) positive a scale factor. The authors point out that
this result gives a special meaning to the zero outcome. So, the value function often used in prospect theory is already here!

There are references to earlier works in social choice theory on similar functionals. %}


{% Harsanyi’s aggregation %}


{% dynamic consistency %}


{% %}


{% Paper characterizes SEU by assuming additive representability through separability (Debreu 1960 etc.), and then assuming symmetry of preference with respect to all n states of nature, so that equal probabilities come out. (It suggests something else, being that they work with general n states that may not be equally likely, but then they assume that there exists an underlying refinement such that … etc.) It may be argued that this is decision under risk with known probabilities 1/n, and that what they characterize is a generalized quasi-linear mean. The assumption of replication equivalence (x ~ mx for any n-tuple x where mx means the mn tuple with x repeated m times), often used in axiomatizations of average utility, is not stated explicitly but is implicit in their Assumption 5, and in their implicit assumption in the proof of lemma 2 that u is independent of ||S||.}
Section IV briefly discusses EU with utility of gambling (EU only when restricted to nondegenerate prospects).%


Dutch books. Theorem 4.3.1 shows that for a nontrivial weak order \(\succeq\) on \(\mathbb{R}^n\) that satisfies weak monotonicity and additivity, there exist probabilities \(p_1, \ldots, p_n\) such that \(f \succeq g\) if \(f\) has strictly greater EV. Problem 4.3.1 states the if and only if implication if continuity is added, and also states a mixture-independence (\(f \succeq g\) implies \(\lambda f + (1-\lambda)h \succeq \lambda g + (1-\lambda)h\) for all \(f, g, h\) and \(0 < \lambda < 1\)) that implies additivity and in the presence of continuity is equivalent to additivity. The technique of Theorem 10.1 in Fishburn Peter C. (1982) “The Foundations of Expected Utility” could be used to generalize the result.%


decreasing ARA/increasing RRA: seems to find decreasing, rather than increasing, RRA. %}

Eq. 6 uses a definition of loss aversion that has mathematical problems (Wakker 2010 §9.6).

N=4016 subjects in representative sample from the UK. Loss aversion is measured using a method of Abdellaoui (2008). Do data fitting with certainty equivalents. Assume no probability weighting, mostly for pragmatic reasons. They confirm the usual findings of concave utility for gains, convex for losses, where, remarkably, they find more curvature for losses. Report many correlates.

**gender differences in risk attitude:** Women are slightly more risk and loss averse than men, but this disappears when correcting for other variables.

Representative sample has average loss aversion of 2.41, but student sample has 5.24.

**reflection at individual level for risk:** their data set could report it but my superficial reading did not find it.


If revealing beliefs about games, and then playing games, and then paying for both, income effects can arise. The method widely used to avoid income effects, the RIS, can, of course, also be used in the case just mentioned. This is what this paper proposes and tests. They find that with repeated payments, income effects do arise.


 updating under ambiguity with sampling: They test updating under ambiguity, using Ellsberg urns, with compound risk and ambiguity. 60% of subjects does
classical Bayesian updating. 25% does Bayesian updating under compound risk but something ambiguity nonneutral under ambiguity. As ambiguity model, they take maxmin EU with an Epstein-Schneider updating, a model with ignoring all unlikely priors and then something more. For the sets of priors, they consider two parametrizations. The first is simplex, the second uses beta-priors. Although the authors conclude “This result shows that the extent to which behavior under ambiguity differs from behavior under compound risk is relatively moderate” (p. 175) one can take this differently. Of the non-Bayesians, more than half treat compound risk differently than ambiguity. 


%%% equity-versus-efficiency: Describes situations in which equity is not much at the cost of efficiency. If equity is at the cost of efficiency, this is called the “leaky bucket effect.” %


%%% 


%%% 


%%% Jan. 18, 2002 I discussed this book with Mark Blaug. He said that he did not write things to express his opinions, but rather to provoke students and make them think.

Ch. 8: “The marginal revolution.” §18.1, p. 278, on period following 1870, “For the first time, economics truly became the science that studies the relationship between given ends and given scarce means that have alternative uses for the achievement of those ends.” (Italics from original.)

§8.4, p. 284, on philosophers emphasizing introspection as an instrument for
economics and on hedonism in England in the 1850s. Blaug is negative on Mirowsky.

Ch. 9: “Marshallian Economics: Utility and Demand”

§9.2, p. 313, ascribes, as did Stigler (1950, §V), to Fisher the same way of measuring cardinal utility under additive decomposable MAU. However, Blaug does not ascribe it to Fisher (1892) as did Stigler, but to Fisher (1927). I spent many hours checking both Fisher-works, and found that this idea of standard sequences simply is not there. Blaug (Feb. 12, 2002, personal communication) explained that he had taken the reference from Stigler (1950) without checking the original.

§9.2, end (p. 316) seems to suggest that for utilitarian welfare evaluations the origin of utility must be determined??

§9.4, p. 320, deals with marginal utility derived from vNM utility and is awfully close to equating it with riskless utility, although the text immediately follows by saying that no one can measure the latter yet.

§9.7, p. 330, mentions an observability problem of indifference, as follows, for two commodities x and y (say x are apples and y pears): “we do not presume that he can say how much more y would be equivalent to a unit reduction in x. To make that presumption is to suppose that the individual can compare increments and decrements of marginal utility, which would imply cardinal measurement of utility.” That is, Blaug confuses, for instance, marginal rates of substitution with cardinal utility. §9.10, p. 332 seems to (re)state the observability problem of indifference (we can never be sure from an observed choice whether or not the agent was indifference), but claims that, in the absence of introspection, indifference is as unobservable as strength of preference. It immediately gives one solution, indifference can be observed statistically. Another is that indifference can be observed approximately (every \( \varepsilon \) improvement determines a strict preference). P. 333 l. 1 then goes on to suggest that avoidance of this indifference problem, together with unobservability of strength of preference, were the main motivations for Samuelson to develop the revealed preference approach. I don’t think that the indifference problem played such a role, neither that it is in the same league as the unobservability of strength of preference.

P. 337, §9.12, seems to identify the difference between Benthamite utility and choice-based utility with a normative-descriptive difference, and then criticizes
others for not having grasped this difference.

P. 338, bottom line, seems to equate violations of revealed preference axioms with changing tastes.

Ch. 17, “A Methodological Postscript,” is on empirical status, formal status, and falsifiability. P. 695, §17.3: “… theories are overthrown by better theories, not simply by contradictory facts.”

P. 698, §17.4, “After a serious of attacks on utilitarian welfare economics, a new Pareto welfare economics was erected in the 1930s that purported to avoid interpersonal comparisons of utility.”

End of §17.4, p. 700, points out that welfare economics must involve value judgments. %)


%Eq. 2 is a clever way of approximating PT when the probability weighting function is a power function \( w(p) = p^\gamma \). Then with \( U(x) = x^\alpha \), PT of the St. Petersburg paradox prospect is finite iff \( \alpha < \gamma \). The author considers this to be a problem for PT. Refers to Tversky & Bar-Hillel (1983) who actually predicted risk seeking in the St. Petersburg paradox, if properly truncated to get empirical realism. %)


%Urn contains one white and one black ball. Random drawing with replacement, white ball delivers $1. Then another black ball is added, again random drawing with replacing, with $1 if white; etc. So, the subject receives \( (1/2:$$1) + (1/3:$$1) + (1/4:$$1) + (1/5:$$1) + \ldots \) etc. Probability that total payment is below \( x \) is zero for every real \( x \), so, with probability 1 it yields infinite much. Yet subjects pay only finite amount for it. So, it is a variation of the St. Petersburg paradox, one that falsifies every existing theory. %)

You choose between two prospects by seeing which has the higher probability of giving a better outcome. This simple heuristic is tested descriptively. \%

\%
tradeoff method’s error propagation; tradeoff method; Assume that first Wakker & Deneffe’s (1996) Tradeoff method is used to elicit a sequence $x_0, \ldots, x_k$ of outcomes equally spaced in utility units. They can be given utilities $U(x_j) = j/k$. Then $x_j - x_{kp}x_0$ implies that $w(p_j) = j/k$ for probability weighting $w$. This method was used by Abdellaoui (2000). We can continue and use the elicited weights to refine the utilities measured. We can for instance consider indifferences $y_i \sim x_{l,p}x_0$ to conclude that $U(y_i) = j/k^2/k = j/k^2$. The author considers a three-stage approach of this kind, considers response-errors, and analyzes which of the adaptive method has the smallest overall errors. \%

\%
Assumes EU with error theory. Says that purported violations of betweenness found empirically may be due to errors in choice rather than being genuine violations of betweenness. \%

\%
Reanalyzes existing data sets using stochastic choice theories;
concave utility for gains, convex utility for losses: p. 271;
losses give more/less noise: P. 271 finds lower error for losses than for gains. This agrees with findings of Yechiam, Retzer, Telpaz, & Hochman (2015).
error theory for risky choice \%

\%
A theoretical paper deriving a stochastic choice result from preference assumptions about stochastic choice. \%

{% N = 48 subjects answered 19 general knowledge questions. Then they could choose to either gamble on one of their answers, or on an objective probability, of getting a prize. The objective probability was taken equal to the percentage of correct answers for each subject. So, the two options are indifferent. Although the paper does not write it explicitly, I assume that the subjects were NOT informed about how the probability had been chosen. Most subjects preferred to gamble on the known probability, which can be interpreted as underconfidence. %}


{% Shows that preference reversals, with more common than uncommon ones, can follow from merely errors in choice, using a probabilistic choice model that avoids violations of stochastic dominance. %}


{% Köbberling & Wakker (2003) defined, for PT with monetary outcomes, a more loss averse concept that implies the same risk attitudes for gains and for losses, in other words, that can only be used if the same risk attitudes for gains and for losses. It means that same basic utility and same weighting functions, but stronger kink. This paper generalizes the condition to general, nonmonetary, outcomes and splits the condition up into two. The first half, called more loss averse, imposes the condition only on mixed prospects that are preferred to the reference point. The second half, called less gain prone, imposes it only on mixed prospects worse than the reference point. It does not formulate the conditions for PT but only for RDU and, preceding that, for the special case of EU. It also gives a probabilistic extension.

Köbberling & Wakker’s (1993) preference conditions compare mixed prospects only to unmixed sure outcomes, and not to unmixed general prospects as does this paper. Because K&W have a continuum of outcomes, and because the two agent s compared have the same preferences over nonmixed prospects,
this difference does not matter.

I prefer a terminology where less gain seeking means just the same as more risk averse, as this has been done in other papers, and in the same way as less risk seeking is the same as more risk averse. So, in this sense I would have preferred a different terminology for this paper.

Köbberling & Wakker (2003) defined comparative loss aversion also under the restriction of same risk attitudes, and presented this as a restriction to be generalized in the future. This author proceeds differently. He argues that this restriction is intuitive and good and is how it should be. See his text below Proposition 1, p. 130: “Thus, to have a meaningful concept of comparative loss aversion, we need to consider individuals with identical preferences over the set of loss-free lotteries.” It reminds me of people who, for subjective expected utility, use the particular Yaari-type more-risk-averse-than condition, notice that it implies the same subjective probabilities so that Yaari’s method only works for the special case of identical subjective probabilities, and then start arguing that this is a law of nature and that we should never try to compare risk attitudes if different subjective probabilities; a common misunderstanding in the field. 


Obtains systematic examples of reversed common ratio. If to choose between sure outcome and prospect with considerably higher EV, most choose the latter, risky, option. If then the probabilities of nonzero outcomes are scaled down by a common factor, many switch to a safe choice. For example, 60 < 100\_\/\_0 (64.9%) but 60\_\/\_0 > 100\_\/\_\_0 (67.1%). I wondered if some error theory could account for it, with simply more errors in the latter choice because then the options are more indifferent. But this does not work well because the paradoxical choices are majority choices. The finding 60\_\/\_0 > 100\_\/\_\_0 (67.1%) is amazing and puzzling. The paper considers some error theories but they cannot account for the finding. These findings violate every existing theory.


The version of March 2011 lets 38 subjects choose between all prospects generated by the probabilities $j/4$ and amounts €5, €20, €25, €40. Tests virtually all presently existing theories. RDU and EU do well, quadratic utility and Chew’s betweenness do bad. Best is the heuristic of first minimizing probability of worst outcome and then maximizing probability of best outcome. This fits well with extreme inverse-$S$ and neadditive.


Probabilistic choice with an error theory that, however, is never allowed to violate stochastic dominance. Theoretical derivation using preference conditions is given, and it is fit to data.

The papers Blavatskyy (2011 *Management Science*) and Blavatskyy (2012 *Economic Theory*) are very close, with the same model, but, inappropriately, have no proper cross references. The 2012 ET paper does not cite the 2011 MS paper. The 2011 MS paper does cite the 2012 ET paper (as forthcoming) but only in the appendix for technical steps in the proof, and in no way explains the overlap. This MS paper more discusses empirical implications, and implications for consumer choice, and the ET paper more does the mathematical proof. This MS paper also gives the representation theorem but only sketches the proof.


Probabilistic choice with an error theory that, however, is never allowed to violate stochastic dominance. Theoretical derivation using preference conditions is given.

The papers Blavatskyy (2011 *Management Science*) and Blavatskyy (2012 *Economic Theory*) are very close, with the same model, but, inappropriately, have no proper cross references. The 2012 ET paper does not cite the 2011 MS paper. The 2011 MS paper does cite the 2012 ET paper (as forthcoming) but only in the appendix for technical steps in the proof, and in no way explains the overlap. This MS paper more discusses empirical implications, and implications for consumer choice, and the ET paper more does the mathematical proof. This MS paper also gives the representation theorem but only sketches the proof.
Economic Theory) are very close, with the same model, but, inappropriately, have no proper cross references. The 2012 ET paper does not cite the 2011 MS paper. The 2011 MS paper does cite the 2012 ET paper (as forthcoming) but only in the appendix for technical steps in the proof, and in no way explains the overlap. This ET paper more does the mathematical proof, and the MS paper more discusses empirical implications, and implications for consumer choice. %}


{% A pretty test of the multiplicative model (p:x, 1-p:0) -->w(p)U(x) by testing what in fact is the Thomsen condition. I informed the author that his condition is the Thomsen condition around 2009. I regret that he does not cite the Thomsen condition but inappropriately continues to claim novelty. Other than this, the empirical demonstration is pretty. %}


{% Characterizes a probabilistic generalization of the subjective-mixture SEU axiomatization by Ghirardato et al. (2003, Econometrica). It shares the drawback with the result by Ghirardato et al. that the endogenous mixture operation is not observable by finitely many observations. Using it in preference axioms is the same as using utility as an input in preference axiomatizations. I did not understand in the proof of Proposition 1 why different outcomes cannot be indifferent, and why this would contradict Axiom 4. %}


{% %}


{% tradeoff method: Interestingly, this paper weakens my tradeoff consistency condition that generalizes the Reidemeister condition by considering inter-attribute difference comparisons. It does not turn it into a consistency for endogenous midpoints (which would generalize the hexagon condition by...}
considering inter-attribute comparisons), and for which it has been an open question since my youth whether it gives SEU for more than two states. It does something in between. On one coordinates it uses differences, as does tradeoff consistency, but on the other it considers endogenous midpoints. Still the condition is strong enough to imply SEU. The difficult step in this is to show that the condition implies joint independence (separability), but the author succeeds in doing it. %}


{% %}


{% intertemporal separability criticized: In common discounted utility, time separability is problematic. It implies that splitting $2 today up into $1 today and $1−\varepsilon$ tomorrow is favorable if utility is sufficiently concave. This paper takes a discounted sum, but not of separate amounts received today, but of all cumulated payments received up to a timepoint. It avoids the above monotonicity violations and relaxes time separability. The basic problem, and the cumulative formula as solution, was proposed before by David Bell in his master’s thesis published as Bell (1974). %}


{% This paper applies Abdellaoui’s (2000) method for eliciting RDU and PT in a simple manner. It uses a loss-gauge to elicit a standard sequence of gains and a corresponding gain-gauge to elicit a corresponding standard sequence of losses. These give utility for gains and losses, which is then used to elicit the weighting functions for gains and losses. The loss aversion parameter cannot be determined without varying the reference point or further assumptions. A plausible further assumption that would do is that basic utility (global utility but with the loss


aversion parameter taken out) is close to linear in a nontrivial neighborhood of 0. The data confirm the usual findings.


Further results on the valuable version of intertemporal choice where cumulative payoffs over time, rather than single, are combined, as in Blavatskyy (2016).


... Do a truncated BDM (Becker-DeGroot-Marschak), with upper/lower bound, and use error theory to analyze. Give a multistage explanation with nonEU and each price set a new stage. For $p > 0.5$ the restricted BDM gives higher prices than the unrestricted, for $p < 0.5$ it is the other way around.


... Thy use the measurement method of Attema, Bleichrodt, Gao, Huang, & Wakker (2016) to measure discounting independently of utility. They use it for a simple important question: Is the discount function convex or concave? For 1/3 of subjects it is convex, for 1/3 it is concave and, finally, for 1/3 undetermined.


... survey on nonEU: On the Allais paradox, to be precise. The authors review 89 tests in 29 papers and specify conditions when the paradox is strong, weak, or sometimes even reversed (in particular, if the highest and lowest outcome have the same probability). The paradox is not as strong as the literature suggests (as many teachers have witnessed when teaching it).

Best core theory depends on error theory: Find that. In particular, best fitting parameters within one theory depend on the error theory. Thus, when fitting EU with CRRA, they find risk seeking convex U for a random utility model, risk neutrality for a tremble model, and risk aversion for a Fechner model. They find inverse-S probability weighting confirmed for all error models except Fechner. In Fechner error component does similar things as inverse-S, so takes over.

They find that log-power (CRRA) utility fits worse than expo-power. Probably because both very small and very large amounts are involved. %}


In the deal-or-no-deal show, the authors make the questionable assumption that in a choice between the offer of the bank (a sure option) and a prospect, a choice for the prospect entails a violation of loss aversion. %}


People can gamble on 20% price or 80% price but exhibit similar risk aversion in a deal or no deal context. %}


{PE doesn’t do well; PE higher than CE

Biases in PE utility measurements all go in the same direction (upwards); biases in the TTO go in different directions. Scale compatibility and loss aversion give bias upwards, utility curvature a bias downwards. Hence, TTO may not be so bad on average. My guess is that the two upwards biases are stronger than the one downward bias, suggesting that on average TTO comes out too high.

Also contributes to **CE bias towards EV.** %}


{%


%

tradeoff method is used.

Paper assumes choices from choice sets where one of the elements in the choice set is the reference point. It means that the preference relation given each reference point, as derivable using revealed preference techniques, cannot compare options worse than the reference point (they are never chosen because rather the reference point is chosen). This is a very realistic assumption. Sugden (2003) assumed such preferences observable which is unconvincing. Thus, reference dependence leads to incomplete preference (or, put another way in this case, to complete preference on a subset). The author develops additive representations for this case.

This paper is the first to illustrate that reference dependence makes completeness more questionable and adds to the desirability to study weakenings of completeness. %}


{%

\{\textbf{PE higher than others:} seem to show that PE results are too high. \%


\%


\%

\textbf{tradeoff method}

The first paper to actually measure the regret theory functional quantitatively. This has not been done before, probably, because people thought that something as strange as a nontransitive functional can never be measured in any sensible way. This paper shows it can.

Confirms the main empirical hypothesis that Loomes & Sugden put up in the 1980s, that people are disproportionally averse to large regrets. This is even after controlling for event splitting. (In later papers, after the 1980s, Loomes, Sugden, and others conjectured that their original findings may have been just due to event splitting.)

Under regret theory, we have

\[ x > y \iff p_1Q(U(x_1) - U(y_1)) + \ldots + p_nQ(U(x_n) - U(y_n)) > 0 \]

where \( x_i (y_i) \) is the outcome of act \( x (y) \) at state \( i \), and \( p_i \) the subjective probability of that state. The tradeoff method with indifferences

\[ \alpha^{i+1}x \sim \alpha^iy \text{ for many } j \]

still implies that the \( \alpha^i \)'s are equally spaced in utility units. (It, first, implies that \( Q(\alpha^{i+1}, \alpha^i) \) is the same for all \( j \). This then implies the same \( U(\alpha^{i+1}) - U(\alpha^i) \) for all \( j \). That is, the tradeoff method is robust not only against probability weighting as shown many times before, but also against violations of transitivity. This paper, thus, measures \( U \). Then, with \( U \) available, it derives \( Q \) from PE questions.

\textbf{tradeoff method’s error propagation;} simulations based on a Fechner error
model suggest that it is not strong (p. 164). They also have a clever test of whether subjects act strategically in view of the adaptive nature: Two questions from the beginning, when subjects could not yet know about adaptive stimuli, are repeated near the end, where subjects know if they ever. Then the second questions should receive higher answers. But they don’t (p. 168). So, this gives evidence of no seeing through the adaptive setup and no strategic answers.

They find no subject doing the linear-constant-distance heuristic for TO. All of this because TO not from matching but from binary choice. %}


{% Use mostly the smooth ambiguity model (also a bit neo-additive) to analyze the value of a statistical life under ambiguity. Increased aversion/perception need not always increase that value. Ambiguity prudence plays a role. %}


{% %}


{% %}


{% %}


{% %}

[https://doi.org/10.1016/j.jmp.2011.08.001](https://doi.org/10.1016/j.jmp.2011.08.001)


[Link to paper](https://doi.org/10.1007/s11166-019-09318-0)


[Link to paper](https://doi.org/10.1007/s11166-019-09318-0)

---

**tradeoff method:** used that to measure the utility of QALYs. An impressive sample: not only 69 students, but also 208 members from the general public in 22 group sessions of about 15 each, with three interviewers present at each session.

In an experiment, subjects had to choose between different hypothetical allocations of QALY scores over n individuals. The authors used the tradeoff method to measure how people transformed QALYs into utilities and, next, used these to measure the rank-dependent weights that people assigned to individuals. They found preference for equality in sense of over weighting of the worst-off, but also: **inverse-S:** People overweight the richest and poorest, suggesting insensitivity to groupsize. Insensitivity dominated pessimism, so that the typical inverse-S shape resulted. The authors then advance an interesting argument: Insensitivity is a cognitive limitation at the level of numerical misperception, so that it is reasonable to correct for it. *(cognitive ability related to likelihood)*
insensitivity (= inverse-S)) They present the equity weighting that results after doing so, which is, obviously, convex and pessimistic. %


Investigate effects of probability weighting in a two-period market with cost-benefit ratios that come out too high. Elasticity of probability weighting is an important index. %


updating under ambiguity; find more support for consequentialism than for dynamic consistency %


Link to paper


They use the time-tradeoff sequences of Attema et al. (2010) to measure deviations from constant discounting. Do it for (economic) money and (health) life duration. A minority of 25% to 35% exhibit increasing impatience. The authors use Rohde’s (2010) convenient hyperbolic factor to analyze their data. They only fit discount families that cannot accommodate increasing impatience, being hyperbolic, quasi-hyperbolic, constant, and proportional. Of these, hyperbolic and proportional are relatively best. The authors write, in their conclusion: “To explain increasing impatience other discount functions are needed (Ebert and Prelec 2007; Bleichrodt et al. 2009).”

Seems that they discuss the problem of transferability of money over time (iso consumption) when measuring discounting.


This paper claims to empirically measure Hurwicz expected utility (HEU) of Gul & Pesendorfer (2015). However, HEU is totally and completely unobservable. In reality, this paper uses the source method, i.e., it uses probability weighting functions to measure uncertainty and ambiguity attitudes. Its only relation with HEU is that it uses a parametric family of weighting function that satisfies the requirements for those of HEU. To empirically measure HEU, one should (1) Find the collection of events where the subject maximizes subjective expected
utility (SEU), more precisely, find exactly the collection of all such events (the ideal events). (2) Measure the subjective probability \( \mu \) used in this SEU. (3) For the other events, determine the inner and outer measure w.r.t. \( \mu \). (4) Determine \( \alpha \). One should hope and prey that for the diffuse events the subject behaves as extremely as HEU requires, involving violations of dominance. This paper doesn’t do anything of this kind, as no-one ever will. %}


{\% %}


{\% Propose, if I understand well, that \( U(\text{dead}) = 0 \) for all individuals, and \( U(M) = 1 \) where \( M \), depending on an individual, is the best conceivable health state for the group that the individual belongs to. %}


{\% %}


{\% %}


Kirsten (2006) is somewhat related, as I discovered 2022.


Kirby (2006) is somewhat related, as I discovered 2022. %


{% Use tradeoff method: Extends axiomatizations of QALYs (quality adjusted life years), known under expected utility, to PT; Theorem 3.1 adapts the PT axiomatization of Wakker & Tversky (1993) to a case of nonconnected outcomes, using the zero-condition for health states. One novelty concerns the definition of loss aversion, which is conditional on the health state. %}


{% tradeoff method: They use it. P. 1490/1491 gives nice details about their implementation for finding indifferences. They first ask for values that give sure decisions, then narrow these down.  

tradeoff method’s error propagation: P. 1495 did simulation suggesting that error propagation of the tradeoff method is not very serious.  

inverse-S: They find that, doing it for health outcomes instead of monetary. The curve is more elevated/curved than for money. Table 1, p. 1488, gives a convenient listing of studies of probability weighting. They clearly find inverse-S, more than for monetary experiments. P. 1492 bottom of 2nd column: They find more bounded SA (so, lower and upper SA) than monetary experiments did. Strangely enough, p. 1493/1494 finds slightly more lower SA than upper SA in one analysis, slightly less in another. So, roughly, it looks equal.  

P. 1494 1st column: they find approximately linear probability weighting in the middle region.  

P. 1495: compares fit of different parametric weighting function families.  

Weighting function for health is both more elevated (abstract, p. 1495; higher $\delta$ in Table 4) and more inverse-S (p. 1492 bottom; lower $\gamma$ in Table 4) than commonly found for money. %}

Use medical stimuli, i.e., chronic health states with two dimensions, health state and life duration. Consider (i) Effects of varying loss aversion when scale compatibility effects are constant (ii) Effects of varying scale compatibility when loss aversion effects are constant (iii) What happens if scale compatibility goes one way, loss aversion the other? Stimuli: To get \((x_1, x_2) \sim (y_1, y_2)\), three of the four values are fixed and the fourth is established through choice-bracketing, e.g. \((x_1, x_2) \sim (y_1, ?)\) with ? to be revealed from the participant. Next, in a return question, the matching value obtained is substituted and any of the other should be substituted, as, for example, with \(x_1\) to be substituted, in \((?, x_2) \sim (y_1, y_2)\).

Results: All effects occur, scale compatibility and loss aversion seem about equally strong for they neutralize each other when they can. Loss aversion is not constant but depends on stimuli: it seems to decrease with life duration.

Suggest to do utility measurement in contexts where scale compatibility and loss aversion are minimal.

**restrictiveness of monotonicity/weak separability:** Participants preferred death to a severely impaired health state following stroke. However, if these outcomes resulted with probability .25 (.75 probability of full recovery), then the preferences reversed.” [Death and stroke are not explicitly modeled as multiattribute here but are similar.]


**Use tradeoff method:** empirically show that utility of life duration is concave which, as they write themselves, is not surprising in itself. The new contribution of this paper is to show it in a way not affected by violations of expected utility. Given the widespread belief in, and use of, concavity of utility of life duration, and the total absence of empirical support not distorted by violations of expected utility, this is an important result.


{\% real incentives/hypothetical choice: Of N = 300 subjects, 150 accepted an invitation for returning next week and participating in a next round of the experiment, taking about 45 minutes. Of these, 50 were randomly selected. They were offered a flat payment of €12 for that. However, 34 of the 50 did not want the payment, and preferred to participate for free (p. 716 end of §2)! This illustrates once more how well motivated people are to participate in health investigations, where several of these investigations are financed by charity donations. Many subjects have, with FH denoting full health,

\[(FH_{0.75}\text{death}) > (FH_{0.75}X) \text{ but death} < X\]

which can be taken as a violation of stochastic dominance (or independence if death and X are not taken as outcomes but as prospects) (restrictiveness of monotonicity/weak separability). The authors take it as preference reversal. \%}


{\% \%


{\% \https://doi.org/10.1287/mnsc.47.11.1498.10248

inverse-S; paternalism/Humean-view-of-preference; tradeoff method; utility elicitation; utility measurement: correct for probability distortion;

PE doesn’t do well: p. 1505 has it extremely;

utility elicitation: different EU methods give different curves: This paper shows that reconciliation can result from prospect theory. \%

Bleichrodt, Han, José Luis Pinto, & Peter P. Wakker (2001) “Making Descriptive Use of Prospect Theory to Improve the Prescriptive Use of Expected Utility,”


Link to paper
Quasi-hyperbolic discounting, also called the beta-delta model, has discount function \( \delta^0 = 1 \) for \( t = 0 \) but \( \beta \delta^t \) for all \( t > 0 \). For \( \delta \neq 1 \), it can be rewritten as \( \delta^{\tau t} \) for all \( t > 0 \), with \( \tau = (\ln \beta)/(\ln \delta) \). Whereas for some purposes \( \beta \) is a better index, better capturing the utility loss of nonstationarity, for other purposes \( \tau \) is, better capturing the time duration (“number of future selves”) during which there can be nonstationarities. \( \tau \) is, indeed, the length of the period during which inconsistencies can occur. The intro does not give a balanced account by mentioning drawbacks of \( \beta \) but not mentioning the similar drawbacks of \( \tau \) (that it ignores the utility lost). The discussion and rest of the paper similarly oversell \( \tau \), using overly strong words, with the usual policy and even normative claims.

\( \tau \) and its measurement have big problems for \( \delta = 1 \). Then \( \tau \) is undefined or infinite. Further, \( \delta \) close to 1 gives extreme values of \( \tau \). How to do statistical estimations then? The authors duck the issue in their numerical illustration in §6. The beginning of §6 considers \( \beta < 1 \) and then points out that \( \delta = 1 \) may be due to a form of high irrationality: that agents do not distinguish between future timepoints, with the only distinction now versus later. Although I did not find it stated in the paper, the authors apparently removed these subjects from the analysis. (How else could they do their regressions?) I have two problems here. First, \( \delta = 1 \) (with \( \beta < 1 \)) need not be high irrationality but can be very moderate irrationality, if at all. Second, even if irrational, why are these subjects removed from the analysis? Don’t we want to analyze irrationalities here?


Link to paper


On July 1, 2010, Drazen Prelec pointed out to us that our CRDI function appeared before in Prelec (1998, Econometrica) as conditional invariance in his Proposition 4, and our CADI function was defined there on p. 511, Eq. 4.2. Prelec also provided an axiomatization by his conditional invariance preference condition (p. 511 top), which is almost identical to our CRDI preference condition. Our CRDI condition is slightly weaker, being the special case of
Prelec’s conditional invariance with $q = r$ and $x' = y$. Thus, our theorem is slightly more general, but this difference is minor. Prelec formulated his theorem for the context of decision under risk, with his $p$ from $[0,1]$ or from $(0,1)$, designating probability. We formulated our theorem for intertemporal choice, with our $t$ (the same role as Prelec’s $p$) from any subinterval from $[0, \infty)$, and with utility slightly more general. Our details are again slightly more general than Prelec’s, but, again, the differences are minor. Thus, the priority of the CRDI family is with Prelec (1998). I regret that we did not know this at the time of writing our paper and, accordingly, could not properly credit Prelec then.

CRDI generalizes the constant sensitivity family of Ebert & Prelec (2007). Now I think unit invariance is a better name. March 2014 I discovered that Read (2001 JRU Eq. 16) proposed this basic family before, and so did Takahashi (2006 Eq. 6).


Formally, PT uses the holistic approach. This appears, for instance, from Wakker & Tversky (1993) where the outcome set is a connected topological space, which includes a convex set of commodity bundles with the usual Euclidean topology as a special case. It is stated verbally by Tversky &
Kahneman (1981) p. 456, penultimate paragraph. Yet, what is empirically more useful, and what is more interesting, that is another question. The holistic approach has been primarily chosen for pragmatic reasons, having fewer parameters. Similarly, for RDU, Schmeidler (1989) chose the holistic approach.

A preference foundation is given. Decision weighting and loss aversion can depend on the attribute. They give a model that is essentially addition, over attributes, of attribute-dependent PT values.

The attribute-specific approach does still satisfy transitivity and in this sense is holistic still. It is not the regret-theory type of deviation from transitivity.

**tradeoff method**: used in axioms. %


{% Use rank-dependence in axiomatizing/justifying measures of inequality for the health domain. %}


{% inverse-S: find that because incorporating inverse-S probability weighting improves utility measurement:

The consistency of QALYs is increased if probability transformation is incorporated. After that, utility curvature does not add much more. P. 253: probability transformation alone improves fit better than utility curvature alone.

Power utility fits some better than exponential utility. %}


{% https://doi.org/10.1162/rest_a_00980

%}


Throughout, expected utility is assumed. P. 408: “Cross sections of option prices have long been used to estimate implied probability density functions (PDFs). … Unfortunately, theory also tells us that the PDFs estimated from options prices are risk-neutral. If the representative investor who determines options prices is not risk-neutral, these PDFs need not correspond to the representative investor’s (i.e., the market’s) actual forecast of the future distribution of underlying asset values.” It is reasonable that on average the subjective probabilities equal objective probabilities. This paper corrects by assuming nonlinear utility, and seeing what utility best corrects. They report RRA for both (so, for exponential utility multiply the Pratt-Arrow index by the amount). Table III, p. 424, finds powers such as $-4$ (i.e., relative risk aversion indexes of 5) as median and mean. Table V, p. 429, has more extreme values, ranging from power 0 (ln) to power $-14$ for all kinds of time horizons. Table VI, p. 431, is likewise. A nice table of previous estimates is on p. 432, Table VII, with wide variation. Exponential utility seems to fit better than power.


Blissseems to discuss (p. 99) the observability problem of indifference; i.e., the difficulty to falsify indifference empirically.

Block, Henry David & Jacob Marschak (1960) “Random Orderings and Stochastic Theories of Responses.” In Ingram Olkin (Ed.) *Contributions to Probability and...*

Uses data of Wakker, Erev, & Weber (1994), does parameter fitting at an individual level. Then new prospect theory = RDU does well, better than the original ’79 prospect theory (denoted PT in this paper) and Gul’s (1991) disappointment aversion theory (p. 260 end of §4; also p. 261). Some other less well-known theories do even better. Utility is strongly concave under EU, and more weakly concave, but still concave, under nonEU theories. For 1979 OPT, the author (his Eq. 8) does not really use that theory but, instead, the Edwards-type separable prospect theory. (SPT iso OPT).

**linear utility for small stakes:** concave utility improves some over linear utility.%


**ordered vector space:** seem to give lexicographic generalizations of de Finetti’s theorem, standard in ordered vector spaces.%


**state space derived endogeously:**

This paper does not assume Savage’s states, outcomes, and acts, but constructs them from, possibly incomplete, preferences on a finite set of other concepts,
called syntactic programs. A syntactic program is: If test t then action a, else action b. Tests are like propositions, being true or false. We can construct the algebra generated by tests, which can serve as a state space, although sometimes more states will be needed. Outcomes can be constructed from, I guess, states combined with actions. Thus, it is close to models that take states and acts as given, and derive consequences from those.

Cancellation axioms are imposed, giving additive representations, i.e., state-dependent expected utility. The model allows for state-space and outcome-set constructions thus permissively that state-dependence and state-independence cannot be distinguished (p. 19 middle). It is written there that state independence needs justification external to the theory. (This is the typical case if states and acts are taken as primitive, and outcomes derived from those.) Objective probabilities and mixtures are also introduced, with mixture cancellation axioms on them giving mixture independence (Theorem 1).

It is allowed that an agent deciding, and a researcher studying the agent, have different state spaces. The agent may violate extensionality: May not know that different descriptions refer to the same event. This is similar to Tversky & Koehler’s (1994) support theory, which the authors extensively discuss. I discussed support theory much with Tversky. Tversky had in mind one “true correct” state space and then a (mis)perceived state space by the agent. I several times told Amos that there does not exist something like a true correct state space (only the true state of nature “exists”), and that I would prefer that he replace it by just a subjective sophisticated state space of the researcher. I am glad to see that this paper does it that way. Another difference is that in support theory the state space(s) are exogenously given, but here they are derived.

One other thing I liked about the Tversky & Koehler paper is that they maintain additivity of subjective probabilities in the agent’s perceived state space. What we model as violation of SEU due to nonlinear probability may then in fact be misperception of the state space. So I regretted much when later papers on support theory gave up that additivity. Glad to see that this paper has the additivity that I like.

Luce worked on somewhat similar models and is also cited. %} Blume, Lawrence, David Easley, & Joseph Y. Halpern (2021) “Constructive Decision Theory,” *Journal of Economic Theory* 196, 105306.

**real incentives/hypothetical choice**: Test discrepancy between hypothetical and real choice. Subjects are considerably less willing to buy in real than hypothetical. A very easy cure is given: if in hypothetical choice a follow-up question is asked for yes answers about how sure they are, then those that are sure match well with real choices. %}


**real incentives/hypothetical choice**: Study method of Blumenschein, Johannesson, Blomquist, Liljas, & O’Conor (1998; *Southern Economic Journal* 65). Do it for treatment for 172 asthma patients, which is a nicer population than students in a lab. %}


**https://doi.org/10.1257/aer.20171676**

They find strong effects of defaults in saving choices by employees in Afghanistan. They consider five possible causes, writing on p. 2870: “Here, we attempt to differentiate between five explanations offered by the literature; the first three are consistent with rational models, and the latter two with behavioral models. First, defaults may persist because of an employer “endorsement” effect whereby decision makers, unsure of the best course of action, take the default as reflecting a recommendation by a benevolent planner (Madrian and Shea 2001; Choi et al. 2004; Madrian 2014). Second, there may be significant real or perceived costs involved in switching from the default election, due to mechanical frictions in changing one’s contribution rate. Third, and closely related, there may be a large mental cost
associated with the complexity of forming a financial plan (Lusardi and Mitchell 2011; Cole, Sampson, and Zia 2011; Drexler, Fischer, and Schoar 2014). Fourth, turning to behavioral theories, the possibility of switching may not be salient in the mind of the employee, or the employee may be inattentive (Karlan et al. 2016b; Taubinsky 2013; Kast, Meier, and Pomeranz 2016). Finally, because changing defaults involves some immediate costs with delayed benefits, individuals may not switch, particularly if they are present-biased and naive about their future preferences (O'Donoghue and Rabin 1999).”

They find that present bias and calculations being too complex are main explanations. %}


{%
%


{%
proper scoring rules: The authors apply classical test theory or, more precisely, its alternative Item Response Theory (IRT) to proper scoring rules, thus qualifying forecasters as high or low quality and events as hard or easy to predict.
%


{%
Seems to show that it matters whether a task is performed in the morning or evening in combination with whether one is a morning or evening person. %}


{%}}

[Link to paper](#)

{% probability communication: suggest to use more than one frame. %}


Imagine agent A prefers apple to banana, and agent B prefers banana to apple. Tomorrow, 50-50, either one apple or one banana comes. Ex-post fair is to give each half the fruit. Ex ante fair can be to give the fruit to the one preferring it most. The latter is more efficient. This paper examines allocation rules that depend on these things but one, for one thing, does not know probabilities (so need not be 50-50, contrary to above). Gives axioms to axiomatize rules.


**real incentives/hypothetical choice: for time preferences:** finds discrepancy between real/hypothetical, fewer preference reversals occur with real incentives. However, it seems that much of the difference compared to the literature is because Bohm uses buying prices whereas most of the literature uses selling prices. Within buying prices, Bohm finds some discrepancy, but not very strong. I never studied in detail the experimental setup and incentive scheme used here.

{% Field experiment with used cars: No pref. reversals at all (no surprise if matching cannot be done via quantitative dimension!?!?!?) This work has often been criticized for finding no preference reversals where no one would expect them in the first place. %}


{% Only 11% pref. reversal in real-world lotteries %}


{% Take money as set of integers (cents) iso continuum. Adapt many results, such as (Theorem 4) that under EU more risk averse iff more concave utility. The latter had been proved before by Peters & Wakker (1987, Theorem 2), for completely general domains. %}


{% probability elicitation: applied to experimental economics; %}

Short summary:

This paper considers standard gamble (PE) measurements. The sure outcome is (10,10) (10 for you and 10 for an anonymous other person). The PE question has a good outcome (15,15) and a, for you, bad outcome (8,22). Which probability p makes you indifferent between (10,10) and (15,15)p(8,22)? I first present the 2nd treatment.

2nd treatment: The probability p refers to some objective probability determined by some random mechanism that does not arouse any emotion (at least not by the info given to the subjects).

3rd treatment: Like the 2nd, but with the payments for the other person
removed.

1st Treatment: The probability p refers again to some objective probability, but it is of an event that arouses nonneutral (here, negative) emotions (percentage of people betraying others).

All treatments use a BDM (Becker-DeGroot-Marschak) two-stage resolution of uncertainty. In the first stage an objective probability p is chosen in an ambiguous way (in treatments 2 & 3 no info at all is given to the subjects, and in treatment 1 it is the percentage of betrayal, unknown to subjects). In the second stage it is decision under risk, choosing between $(10, 10)$ and $(15, 15)_p(8, 22)$.

Under backward induction (BI) or isolation (in a strict sense) (or consequentialism as Machina, 1989, called it, or time invariance as Halevy, 2015, called it), the subject should let the indifference p be the indifference probability of the PE, so, it should be the same in treatments 1 and 2. In particular, under BI (in a strict sense) betrayal aversion can play no role. Indeed, rationally speaking, in treatment 2 any aversive betrayal event has happened anyhow and can no more be affected. In particular, it is no more reason to like $(10, 10)$ more than $(15, 15)_p(8, 22)$. Still, in the experiment the subjects just dislike the probabilities of aversive events in Treatment 1 extra and hence require a higher probability p there to make them indifferent. This means that BI/isolation in the strict sense must be violated. (Something that Machina (1989) argued for on, for him, normative grounds, although he did not write those very explicitly.) Conditioning on a betrayal event induces extra dislike of $(15, 15)_p(8, 22)$. Then betrayal aversion can come in. Also ambiguity attitude can come in (if this is considered a component separate from betrayal aversion). Maybe subjects dislike more, or perceive more, the ambiguity about betrayal in treatment 1 than the choice (which may be perceived as uniform) in treatment 2.

Under BI, it can be interpreted as: violation of risk/objective probability = one source

More detailed summary:

Game 1 [Trust game]: First I define the trust game, then I say what happened. In the trust game, a principal, who gets bold payoffs, can choose to either get $(10, 10)$ ($10$ for self and $10$ for agent) or move to second stage. In 2nd stage agent can choose $(15, 15)$ or $(8, 22)$ (in latter case principal gets only $8$ and agent gets $22$).
The trust game was not played for real by the principal, but something else is done. Under BI, it is just a task of decision under risk with known probability, as follows: The principal is asked the minimal probability (objective!), denoted MAP (minimally acceptable probability) at the good prize (so, (15, 15)_{MAP}(8, 22)) to make him willing to forgo the sure prize ((10, 10)) and take the risky option. This is implemented in a BDM (Becker-DeGroot-Marschak)-like implementation as follows. Each agent was asked whether he would be trustworthy (go for (15, 15)) if given the chance (without any other info; they just thought it was a trust game). Then it was measured which percentage p of the agents in the sample chose to be trustworthy. Then each principal was randomly matched with an agent. If p was better than the chosen threshold MAP (p* ≥ MAP) then the game was played, but if p was worse (p* < MAP) then the sure (10, 10) resulted. Under BI, for the principal it can be taken not as ambiguity but only as risk with known probability, where a probability equivalent question was asked for (10, 10) in a lottery with (15, 15) as good outcome and (8, 22) as bad outcome. Then real incentives were implemented à la BDM where, however, the probability p was not chosen fully randomly from [0, 1] but was determined by the agents’ responses in the sample. Under BI, this does not affect the incentive compatibility. However, ambiguity attitudes may come in regarding the probability p chosen in the BDM mechanism, which in treatment 2 is done without any info given to the subjects (so, ambiguous) and in treatment 1 through the (objective, 1st stage) probability of betrayal the 2nd stage uncertainty about which however is ambiguous.

For control, besides the trust game, two other games were considered:

**GAME 2** (called risky dictator game): Principal can choose to either get (10, 10) or move to second stage. In second stage, randomness chooses: (15, 15)p(8, 22). Here the principals were only told that it was a probability p, but not how it was determined. It was actually determined as in Game 1, as the probability of the agents in the sample choosing trustworthy, but principals had no knowledge of this.

**GAME 3** (called decision problem): Principal can choose to either get 10 or 15p8. Here the principals were only told that it was a probability p, but not how that was determined. It was actually determined as in Game 1, as the probability of the agents in the sample choosing trustworthy. So, this is like Game 2 but
without payments to another agent.

They find betrayal aversion: i.e., the matching probability in Game 1 is higher. In reality, and in deviation from BI, one can, pessimistically, expect subjects not to fully see through Game 1 (the same way as I, each time when rereading this paper, need nontrivial time to re-understand that it is just risk under BI) and be confused by and partly guided by beliefs in trust/betrayal still. Or, very plausibly, BI is violated. Then anything can be going on and, in particular, ambiguity attitudes may play a role. Let me henceforth assume BI.

In all games the probability regarding the decision situation of the principal can then be taken as objective. In Game 2 the only reason to be different than Game 3 then is welfare considerations regarding the payoff for the other. In Game 1, besides the welfare considerations, there is also the (dis)like of having been betrayed yourself by your matched agent or not. So, not the beliefs, but only the values of the outcomes matter, formally speaking.

In my preferred interpretation (still assuming BI), the finding of betrayal aversion is a special case of source preference, be it that here both sources concern risk (objective probabilities) (in the source method risk is usually taken as one source): people just dislike uncertainty (risk in this case) having to do with betrayal, in the same way as they just like to deal with uncertainty related to their hobby of basketball rather than other uncertainties (Heath & Tversky 1991).%

Bohnet, Iris, Fiona Greig, Benedikt Herrmann, & Richard Zeckhauser (2008)

{They did the same experiment as Bohnet, Greig, Herrmann, & Zeckhauser (2008 American Economic Review) but with a convenience-student sample and, thus, have most of the novelty. But people mostly cite the American Economic Review paper for its better sample, and I will add annotations there. %}


{**second-order probabilities to model ambiguity**: Paper considers ambiguity attitudes through second-order probabilities. People prefer positively-skewed second-order probability distributions, both for gains and for losses. P. 140 Table
l gives a good impression of what goes on. All effects are weaker for losses than for gains.

**ambiguity seeking for unlikely:** If interpreted as ambiguity study, this paper finds considerable risk seeking for positively-skewed 2nd-order distributions, so, it is again evidence against the assumption of universal ambiguity aversion. However, I interpret it differently. First, the 2nd-order probabilities are so explicit and simple that I rather consider this to be a study of [RCLA](#) than of ambiguity. Second, I think that the subjects have simply treated the first-order probabilities as outcomes, somewhat as in Selten, Sadrieh, & Abbink (1999). Much in this paper enhances such processing, e.g., the manager-is-blamed-for-bad-1st-order-probability-interpretation on p. 136 (did author express such explanations to participants, MBA students who had been taught in decision theory?). The interpretations of the author in many places and in the theoretical model take 1st order probabilities as outcomes. Then the findings of this paper are simply explained as an overweighting of small second-order probabilities. %}


{% The Matthew effect means that young researchers who got grants approved early on, will also have more success later. If one can correct for quality of researchers and some other things, then does the effect remain, so that really the approval by itself has impact? How to correct for quality? The authors use a nice regression discontinuity design. In the Netherlands, applications are graded and all those passing a threshold are approved, those below aren’t. Then, for applications just below the threshold and those just above, it is reasonable to assume that the researchers are of same quality and that the approval was random. So, here we control for quality and see if the approval in itself brings extra. The authors find that it does, where they investigate several other factors, and where it is often debatable to what extent those other factors are confounds to be corrected for or are not confounds but are the thing to be part of the Matthew effect and to be investigated. %}


Point out what title says: In games with common interests (coordination games), people prefer social risks to nature risks. The authors write this clearly and explicitly.


Government subsidies seem to crowd-out private donations and charitable contributions.


Groups are more risk averse than individuals because of social responsibility (enhancing caution and blaming for bad outcomes). Conformity has no directional effect because it can as well be conformity with more risk averse as with more risk seeking others. Preference for distributional fairness has no effect either. The authors used the stimuli of Holt & Laury (2002) to measure risk attitude.


People only do partial influence, leaving future influences for crossing that bridge when we come to it (also contingent on state of nature), where such decisions are postponed based on a cost-of-decision calculation. Have results such as
Proposition 3 (p. 1218): a reduction of uncertainty reduces the attractiveness of both complete planning and of complete nonplanning, and favors a step-by-step approach. %}


{ P. 152: “general aversion to gambling with one’s health, a “gambling aversion” which must be distinguished from the “risk aversion” familiar to student of decision analysis.” Relates PE to TTO. %}


{ They observe choices of contestants in an Italian tv show (it is deal or no deal) and find that logarithmic utility fits the data well both for small and large stakes. NonEU does not improve, and they suggest that they do not find Rabin’s discrepancy. However, their stimuli set may not be well suited to detect violations of EU. Further, logarithmic utility gives extreme risk aversion if the status quo is incorporated and given utility $\ln(0) = -\infty$.

The biggest problem in this study is that at each stage the authors model the decision not to accept (so, to continue playing) simply as the probability distribution over the remaining sums of money. In reality, continuing is more attractive because later new information will be received and relatively better bank offers will come. Many studies of these shows have shown that the bank offers at the beginning are indeed relatively more unfavorable than later. Hence, the authors take subjects as more risk seeking than they really are, especially at the beginning of the show when the offers still concern relatively low amounts of money. A second problem is that subjects who face low offers have been unlucky so far and will be in a frame of mind of facing losses and wanting to make up (as losing gamblers in a casino do not take their losses but go for ruin), wanting to break even, and increasing their risk seeking (as found by Post et al. 2008).
Because of this complication, I disagree with the authors’ discussions of Rabin’s paradox and do not think that they provided counterevidence.

Another problem, and this one the authors do signal and analyze, is that the bank offers constitute a complex game. But an extra complication here is that not so much the real bank strategy, but rather the subject’s perception of it, is relevant. %}


{% decreasing/increasing impatience: provides theoretical arguments for the possibility of increasing impatience.  
restrictiveness of monotonicity/weak separability: is violated in this theoretical paper because risk attitude depends on time. %}


{%  %}


{% criticism of monotonicity in Anscombe-Aumann (1963) for ambiguity:  
Criticizes separability of single states in Anscombe-Aumann framework. A similar criticism is in Wakker (2010 Section 10.7.3). Considers the Anscombe-Aumann framework, but does not assume EU, or Anscombe-Aumann monotonicity, and only assumes monotonicity w.r.t. stochastic dominance; replacing, conditional on a horse, a lottery by a stochastically dominating lottery is preferred. Then, in the horse-state contingent model imposes the comonotonic sure-thing principle, giving the Green-Jullien-Chew-Wakker type representation there. Part of the analysis consists of replacing a horse-race contingent act by an equivalent objective lottery that has all cumulative events equivalent, in the spirit of cumulative dominance of Sarin & Wakker (1992). It can be considered to be a generalized version of matching probabilities. %}

{\% Consider Yaari’s (1969) more risk averse than relation (worse certainty equivalents), but also generalizations with richer more-risky-than relations between prospects than only riskless-risky. Their theorems focus on when the distributions cross only once. They characterize more-risk-averse than for various theories, including EU (called Kihlstrom-Mirman) and Quiggin’s rank dependence (RDU). The Epstein-Zin model gives no clear results. In the general definition of RDU they assume general, nonlinear utility (Definition 1, \(u_2\) there). But in the sufficiency proofs of Results 2 and 3, where convexity of \(w\) (they denote \(\varphi\)) is derived, they take utility linear. This may have come about as follows, as a colleague told me: The authors, in their appendix (but not in the main text) take the more-risk-averse than relation stronger than usually done. They let it imply not only same ordering of riskless outcomes, but also things like same additive representation up to AFFINE transformation, giving a sort of cardinal equivalence. Then being more risk averse than risk neutral, under RDU, automatically implies cardinally equivalent utility functions and, hence, linear utility under RDU. This is an inaccuracy in this paper.

P. 1617 takes vNM utility as additively separable not if it is a strictly increasing transform of an additively decomposable function, but only if it is that function itself.

P. 1616, as do many, cites Kihlstrom & Mirman (1974) on the strange claim that more risk averse comparison is possible only under the prior restriction of same ordering of riskless outcomes. Peters & Wakker (1987) show, to the contrary, … see my annotations of the K&M paper.

Many results are first presented for fifty-fifty lotteries (§3.2), e.g. regarding \(w(0.5)\) in RDU, and next for general lotteries (§3.3).

P. 1626 points out that we should acknowledge, rather than ignore by arbitrary choice, the problem that there is no unique definition of more-risk-averse-than, and then choose a definition of single crossing over of distribution functions (“simple spreads”). \%}

{% They assume a group of experts reported their beliefs (mostly assumed additive probabilities) and decisions. They set up an ambiguity model where first the beliefs are aggregated, can be ambiguity-averse/pessimistic, and then an ambiguity model is used to derive decisions, for which they take Bommier’s (2017) dual model. Of course, this procedure can violate the unanimity principle where one deviates from a preference unanimously held by all experts. %}


{% Consider decisions with both risk and time involved, with infinite horizon. Study recursive preferences that satisfy monotonicity. Here monotonicity means that, given each state of nature, we have a preferred time profile. So, it first integrates over time and only then over uncertainty. They explain that this assumption is nontrivial because the underlying relation is, in my terminology, subjective (they use the term “not totally ordered”) (restrictiveness of monotonicity/weak separability), and in Footnote 7, p. 1438, points out that monotonicity in Anscombe-Aumann is similarly nontrivial. (criticism of monotonicity in Anscombe-Aumann (1963) for ambiguity) I favor the term separability for such conditions iso monotonicity. They also write that it comprises nontrivial separability. Epstein-Zin preferences are not included. They characterize some functional forms that specify their conditions, where Chew & Epstein 1990 papers are important.

P. 1437: stationarity and the slightly weaker history independence are considered. %}


{% %}


Law of maturity means that unlikely events will be more likely to occur in the future. Seems like the law of small numbers. Violates exchangeability. The authors reconcile it with a finite version of exchangeability. Bonassi, Fernando V., Rafael B. Stern, Cláudia M. Peixoto, & Sergio Wechsler (2015) “Exchangeability and the Law of Maturity,” Theory and Decision 78, 603–615.


A nice paradox: A person can choose between UP or DOWN, and then between UP1 or UP2, or between DOWN1 and DOWN2. UP1 stochastically dominates all others, so, UP and then UP1 should be it. However, UP2 is extremely unfavorable, and people erroneously seem to take the UP option as something like a 50-50 choice between UP1 and UP2, because of which they prefer to go DOWN. They confuse their influence with randomness (conservation of influence). Nice! The authors interpret this finding as evidence that people do not plan. The conclusion is vague and broad, and I guess that more can be gotten from the paradox.


Bonner, Sarah E.S., Mark Young, & Reid Hastie (1996) “Financial Incentives and Performance in Laboratory Tasks: The Effects of Task Type and Incentive Scheme Type,” Department of Accounting, University of Southern California, Los Angeles, CA.
Bontempo, Robert N. (1990) “Cultural Differences in Decision Making,”
Commentary: Special Issue on Judgement and Decision Making, published by the National University of Singapore.

Boogaards, Erik & Peter P. Wakker (2009) “Doe de Polis-Check (en Bespaar Geld),”
Plus Magazine 20 no. 11, 28–29.
[Link to paper](#)

**gender differences in risk attitudes**: Find that women are more risk averse than men. Because this study, unlike most other studies, separates utility curvature, probability weighting, and loss aversion, it can show that it is loss aversion where women are more extreme than men. **tradeoff method**


Ask hypothetical WTP questions about payments with both risks and delays to a large sample representative of the working class of the Dutch population. Estimate average relative risk aversion (if no initial wealth assumed) to be 2, and discounting 6% per month. Typical thing of this study is that risk aversion and discounting are estimated jointly. Seem to find negative relation between discounting and risk aversion.


**tradeoff method; inverse-S**: Confirm it using the Goldstein & Einhorn (1987) and Prelec 2-parameter families. Reanalyze the data of Booij & van de Kuilen (2009) but now use parametric fitting, and add to it that they also estimate probability weighting; confirm all the findings of the earlier paper and find inverse-S. Find loss aversion $\lambda = 1.58$. %}


Jack Stecher pointed out to me April 2015: Seems to have discussed a coin with unknown probability of landing heads. Argued that it would be incorrect to give p a “definite value” of 1/2. Instead, he thought it should receive an indefinite value of 0/0.


The following was pointed out to me by Jack Stecher (15Dec2017): For events with no observations the probability is 0/0, i.e., undefined. P. 252: “Hence in the present theory the numerical expression for the probability of an event about which we are totally ignorant is not ½, but c [indeterminate].” Here c is a constant that can be anything between 0 and 1. A footnote on p. 251 cites Bishop Terrot, who seems to have had similar ideas before. Also Keynes (1921) p. 46 seems to cite Boole and Terrot for it.


They study distorted risk measures, which is essentially Yaari’s RDU with linear utility. There can be several insurers with different beliefs (so, the probabilities are subjective) and different distortion functions, i.e., probability weighting functions. So this all fits smoothly into the source method.

https://doi.org/10.1016/j.insmatheco.2020.06.008

They study distorted risk measures, which is essentially Yaari’s RDU with linear utility. There can be several insurers with different beliefs (so, the probabilities are subjective) and different distortion functions, i.e., probability weighting functions. So this all fits smoothly into the source method.

{% Show that SEU in the Anscombe-Aumann framework can be characterized by restricting axioms to a subset of acts, which contains all lottery acts, all act preferences with identity except for one horse. Then authors impose separability only for such acts. They do involve a mixture operation in it that directly implies mixture-independence and, hence, EU on roulette lotteries. %}


{% Seems to argue that sure-thing principle is normative for all who think about it. %}


{% Relates moments approaches (mean-variance etc.) to EU, showing that usually mean-variance really violates EU. He seems to also have shown here that mean-variance violates stochastic dominance. %}


{% maths for econ students. %}


{% }

Review of descriptive studies of behavioral influences on attribute weighting in MAUT.

Swing-method of determining decision weights qualitative strategies (e.g. letting most important dimension decide) is more likely to be employed in qualitative method of choice; quantitative strategy such as making tradeoffs between dimensions is more likely to be employed in the quantitative method of matching. %}


The authors propose a model where probability estimations are obtained by retrieving cases from memory and weighing them based on similarity. They use this simple general framework to accommodate numerous phenomena from numerous fields, although they much focus on works by Kahneman and Tversky. Models like the authors’ have been known and widely studied in computer science, psychology, and many other fields under the name case-based reasoning. A model should not only accommodate but also predict and, hence, the authors state some qualitative predictions for which they find “strong experimental support.”

The authors are enthusiastic about their work and write: “Our analysis opens the gates for many research directions, and in conclusion we list three we find particularly promising.” (p. 305 top) %


This paper is based on a good and new intuition, but the modeling is problematic. There is a fundamental problem: The model is essentially intransitive (similarly as regret theory is), making it unsuited for virtually all applications in economics and finance. There is also a theoretical problem that needs further fixing: The model as written is too general with too many parameters. Before discussing
more, here is the basic idea of the model.

====================

BASIC IDEA

(1) Assume states of nature that have objective probabilities (as with regret theory, although the latter also allows for subjective probabilities);

(2) consider only binary choices between two prospects, say $x,y$;

(3) let $x$ and $y$ have outcomes $x_i$ and $y_i$ for state $s_i$, and define the salience function $\sigma(x_i,y_i)$, specifying how salient state $s_i$ is due to the outcome difference. $\sigma$ is independent of $i$. “Ordering”: it is increasing in the max of $\{x_i, y_i\}$ and decreasing in the min, like, for instance, the difference $|x_i - y_i|$.

(4) Transform decision weights of states in a somewhat complex way: Rank states by their salience value from largest (rank nr. $r_i = 1$) to smallest (rank nr. equal to nr. of states/outomes), so that each state $s_i$ has a salience rank number $r_i$. So, salience is only used ordinally. Then adjust odds of all state pairs $(s_i,s_j)$ by a factor $\delta(r_i - r_j)$ where $0 < \delta \leq 1$.

Classical EU results from $\delta = 1$ with no overweightings, and the smaller $\delta$ the more sensitivity to salience. (The formula is sound in the sense that readjusting the odds of $s_i$ and $s_j$, and then of $s_j$ and $s_k$, gives the right adjustment of $s_i$ and $s_k$. Getting this soundness in is nontrivial. It is reminiscent of Birnbaum’s RAM and TAX models, where probability weights are moved from some states to others as terms.) In this way we can overweight the salient states. There is a ceiling effect in the sense that small probabilities are more overweighted than large ones can be. (This could hardly be otherwise numerically; here a weighting of goodnews probabilities, as in rank dependence, would be worthwhile.) Note that this ranking part is independent of the probability of the state, which will generate discontinuities under convergence to null. There will also be discontinuities of outcomes pass some levels. The authors mention the latter discontinuity on p. 1255. This part also brings in interactions between different states, not precluded by the sure-thing principle, which is not very restrictive in the absence of transitivity. This part is a new part of the theory, distinguishing it from regret theory by having more interactions between states. However, the authors are not strong on this aspect, appearing from their p. 1255, discussed more below.

(5) There is a reference point, and salience becomes less as outcomes, in
absolute sense, move farther away from the reference point. Hence the paper favors, in examples, not using the difference $x_i - y_i$, but rather $\sigma(x_i, y_i) = \frac{|x_i - y_i|}{(|x_i| + |y_i|)}$, to assess salience. For this, the reference point is crucial.

THE GOOD INTUITION

As regards the good intuition of salience theory, prospect theory assumes that the state (of nature $\approx$ event) generating the largest outcome, and the state generating the lowest outcome, are overweighted; they are salient. It is just as plausible that, when comparing two prospects, the state with the largest DIFFERENCE in outcomes (or a transformation of difference) is salient and gets extra weight. The idea that people directly compare outcomes of a prospect to outcomes of the competing prospect before any aggregation of the prospect’s value is not new (regret theory has it too, and other theories have it also; it is the basis of the tradeoff concept that I used in many papers). To let this lead to overweighting of large differences is not new either (regret theory has this too, again, and it is central in regret theory). But to model these things through state weighting rather than through utility is new. It makes salience theory an interesting counterpart to regret theory. Salience theory modifies prospect theory as regret theory modified expected utility. Modeling the extra weighting through event weights, as salience theory does, seems more natural to me than modeling it through outcomes and utility as regret theory does. Hence, salience theory can turn into an improved version of regret theory.

Moderating this pro: It is also plausible that people sometimes UNDERweight states with big differences, in something like diminishing sensitivity with respect to difference. If one prospect yields €1 more in 5 states, and €5 less in one state, then being better five out of six times may decide. Similarly, later studies in regret theory found no clear empirical evidence for its original hypotheses of overweighting of big differences. Salience theory can easily accommodate these things by allowing their $\delta$ to exceed 1, and I recommend using this generalization.

FIRST PROBLEM (INTRANSITIVITY)

The essence of transitivity is that each prospect is evaluated on its own, independently of the other prospects it is competing with. To wit, skipping minor
technicalities, if transitivity holds, then there exists a function \( V \) such that, for all prospects \( x, y \), we have \( x > y \) if and only if \( V(x) > V(y) \). It means that when evaluating \( x \) by \( V(x) \), we do not even look at its competitor \( y \). This excludes anything like salience. The essence of salience theory (and the above good intuition) is that the evaluation of a prospect does depend on the one it is competing with (only binary choice is treated). Here salience theory is like regret theory. The essence of salience is violating transitivity, and it doesn’t bring any novelty outside intransitivity. Problem 1a: Intransitivity entails irrationality at a basic level. For most work in economics and finance such irrationalities are of no interest. Salience theory can, therefore, only be of use in psychologically oriented applications, such as understanding behavior of subjects in labs, and in marketing for instance where such irrationalities are also important. Problem 1b: Intransitive models are intractable. It is not clear how to choose from more than two prospects (the web appendix has suggestions but their dependence on whole choice set is too general to be tractable). It even is not clear how to define optimality. Thus quantitative assessments are hard to imagine, as it is with regret theory. For these reasons, regret theory hasn’t been used in quantitative applications, and with salience theory it will be the same. The only paper that measured regret theory quantitatively is Bleichrodt, Cillo, & Diecidue (2010 Management Science), using my tradeoff technique (🛠️), and this may also work for measuring the salience function.

SECOND PROBLEM

To explain the second problem, expected utility has one one-variate function, utility of money, as parameter. Prospect theory has two such one-variate functions, with probability weighting in addition (and one more number, loss aversion; I assume the reference point fixed, here as with salience theory). Salience theory has a two-variable function, the salience \( \sigma(x,y) \) as function. This is much larger generality, and it is something like infinitely many univariate functions. (There is also one more number, being \( \delta \); I assume loss aversion is also good to add). This is way too general. Good subfamilies with fewer parameters will have to be developed. Eq. 5, p. 1250, gives a tractable subfamily, but it will take more to prove its value. Regret theory faced the same problem, with two-variable \( U(x_i, x_j) \) too general. They quickly went for the special case
\( \varphi((U(x_i) - U(x_j)) \) with \( \varphi \) a nonlinear univariate function. Salience theory may go for \( \varphi(|x_i - x_j|/(|x_i|+|x_j|)) \), similar to their Eq. 5 (p. 1250).

Related to the second problem, there is no preference foundation (properly mentioned as an open problem on p. 1259 end of §III), and no verification of natural conditions such as continuity (will fail for probabilities tending to 0 for instance) or some kinds of monotonicity with respect to outcomes; or, for that matter, transitivity. The editing operations generate discontinuities and suggest other anomalies. There also is no way to measure/calibrate the functions, as in describe-predict. It is not discussed if they are at all identifiable. There are no quantitative assessments, which I think will be very hard at the present stage, and there are hardly ways to falsify the general theory (mostly the sure-thing principle is; see below). The theory does add some qualitative assumptions, and all tests and predictions concern those qualitative assumptions rather than the theory itself. It is as if setting up some complex weird theory that has a utility function in it, conjecturing decreasing concavity of utility and have that imply decreasing risk aversion, and then only testing the latter, which says almost nothing about the complex weird theory itself. On the positive side, the two qualitative assumptions are plausible and they well predict right directions in the many examples chosen. It is obvious that the theory captures something substantive.

Because of its many parameters, salience theory can accommodate almost everything, and the paper gives many examples, but it is almost impossible to falsify the theory. This second problem, concerning the theoretical problems, can be fixed if specific subfamilies are developed, and possibly some changes are made to the decision model itself.

The only clearly restrictive (so, falsifiable, which is desirable) implication that I see (explained on pp. 1259 and 1267 for instance) is the sure-thing principle: States with the same outcome for both prospect have 0 salience and can be ignored, so that it does not matter if the common outcome is changed there. I add here that the sure-thing principle is not very restrictive under intransitivity. Under transitivity it amounts to completely excluding interactions between disjoint events, but here it need not. Tradeoffs between two states can be affected by a third state, which can interfere via the salience rankings I guess.

DETAILS
Throughout, the authors do not make sufficiently clear, and do not sufficiently realize, that the essence of their theory lies in violating transitivity. They mention intransitivities once casually (p. 1246 l. −4). Near the bottom of p. 1259 they claim a positive result on transitivity on a subdomain (meaning their theory does not bring anything new there!). And at the bottom of p. 1273 they criticize intransitivity of regret theory.

The editing of the paper is not very good. Footnote 10 (p. 1255), referring to empirical measurements of probability weighting, an active field during the last two decades, cites only one 1996 paper, (nonincentivized and) 16 years old at the time of appearance of this salience paper (2012), and calls it “recent.” Pp. 1257-1258 out of the blue discuss contexts with apparently more than two choice options (whereas the paper restricts to binary choices), with vague claims and a vague consideration set (can be bigger than the choice set, but also smaller …). The idea about prospects that are permutations of each other at the bottom of p. 1257 is vague and ad hoc. (One problem: It matters much which of the permutations is randomly kept, because the correlation with other prospects matters.) When referring to “Both forms of editing” the paper means, besides the permutation idea, also the removal of dominated prospects.

The paper does not use the terms risk seeking (and risk aversion) in the usual way, but risk seeking means choosing the riskier of two prospects. For example, a preference $100_{0.90} > 50$ is called risk seeking.

I regret that the authors throughout use original 1979 prospect theory, and not the corrected 1992 version (e.g., footnote 2 on p. 1248 does not help).

The differences with regret theory listed on p. 1259 1st para are not important: Adding framing, reference dependence, and reflection in the definition of regret theory can trivially be done; the non-trivial parts of these moves, maintaining tractability, is not done by salience theory either. Salience theory is a weighting-counterpart of utility-regret theory. But providing such a counterpart is interesting enough! However, the authors do not have a strong opinion on this counterpart-point at all. P. 1255, in passing by, mentions a “continuous” variation of the theory. Here odds are adjusted simply by multiplying the weight of a state $s_i$ by a function $f(\sigma(x_i,y_i))$. One can then renormalize but, given that the preference functional is unique up to multiplication by any positive function.
g(x,y) that can entirely depend on gambles x and y (only its sign matters), this is not important. Anyway, then salience theory is simply a special case of generalized regret theory:

\[ \sum_{i=1}^{n} V(x_i, y_i). \]

It seems that in 2021 most authors take salience theory in this manner, which I would call regret theory rather than salience theory. See Herweg & Müller (2021) and Herweg & Müller (2021). Pfff! Such is marketing in research. Then there is an ocean of theoretical work by Fishburn and Karl Vind on it. Then there is no novelty in salience theory!

P. 1259 2nd para is neither to the point. First, ordering and diminishing sensitivity do not make strong predictions, being only qualitative (although still good in their kind). Second, regret theory and the SSB theories by Fishburn (1982) also satisfy the sure-thing principle (although Fishburn 1982 concerns decision under risk and the analog there is bilinearity; other papers by him are directly for uncertainty and directly have the sure-thing principle there). As an aside, Vind (2003) provides advanced mathematics on intransitive preferences, where the sure-thing principle can still be satisfied. Third, the transitivity and dominance for independent prospects, suggested as a positive result, in fact means that salience theory has nothing new to offer there.

P. 1264: The violation of prospect theory is not tight: The common view is that utility (value) becomes less concave as stakes increase, and then risk aversion may turn into risk seeking (risk seeking by w may start to dominate the concavity of utility for high stakes). The footnote after only claims that the common calibrations of prospect theory do not accommodate, which is a weaker criticism. The more so as no common calibration of salience theory is available yet.

P. 1267 ff. put forward as defense of salience theory, that the predicted sure-thing principle holds in framing that make the common consequence event clear. This is indeed a positive argument. It is weakened though because several people have argued that such independence of common consequence may reflect a heuristic that subjects use to simplify their task, rather than their preference. (This also weakens the, still positive, argument discussed on p. 1270, regarding what Kahneman & Tversky (1979) called the pseudo-certainty effect (term not used in
this paper). Important: A psychological effect such as salience perception will not be restricted within a state but it will be global, generating violations of the sure-thing principle.

P. 1276 claims as positive point that salience theory can explain the fourfold pattern while assuming linear utility, whereas prospect theory supposedly could not do this. This is incorrect. Prospect theory also predicts the fourfold pattern if utility is linear, where it then is generated by probability weighting. P. 1278 incorrectly writes: “In prospect theory, the main driver of risk attitudes is the curvature of the value function.” In PT, probability weighting is also a big driver or risk attitude (and also loss aversion, taking this “kink” not to be part of utility curvature).

The authors throughout use the term local thinker to refer to an agent behaving according to their theory. I guess local means missing things. In this way everything can be called local. The prospect theory probability weighting function means that people pay too much attention to small probabilities and too little to large probabilities. So they are missing the importance of large probabilities. Why not call this local?

CONCLUSION. Positive: The basic intuition, that states with large differences of outcomes are overweighted, is good. Modeling it through event weighting is good and more natural than regret theory’s modeling through outcome utility. The qualitative assumptions of ordering and diminishing sensitivity work well to accommodate many findings. Negative: Biggest restriction is that intransitivity is the essence of the theory, limiting usefulness for economics and finance, and not well realized or presented by the authors. A problem that may be fixed (further work and creativity needed here) is that the model as is, especially with the bivariate salience function, is too general. There are no preference conditions to suggest that the model chosen is natural, and several aspects of it are not. Another problem is that the authors do not compare well with regret theory and prospect theory. Different fields should be able to exchange inputs and, therefore, this is not a serious problem. %}


{ % Show that salience theory can accommodate the endowment effect. %}

{\% Show that salience theory can accommodate may phenomena. Problem is that salience can accommodate too many phenomena. Again there is no discussion of the violations of transitivity. The conclusion compares with probability weighting of prospect theory and, incorrectly, claims that the overweighting of small probabilities would imply that risk aversion would increase in good times and decrease in bad times. Here is the sentence with the mistake: “In a recession, when the objective probability of left-tail payoffs increases, standard probability weighting would imply that the low payoff will be less overweighted than before.” If the probability increases from 0 (or something very small) to $\varepsilon$, the overweighting will INCREASE. Another problem for the authors, also underlying the preceding reasoning, can be inferred from the sentence in the conclusion where they try to separate salience theory from prospect theory: “In our model, extreme payoffs are overweighted not because they have small probabilities but because they are salient relative to the market payoff.” Here one sees, as in the other papers by the authors, being that they go by the outdated and incorrect 1979 version of prospect theory, and not by the updated and corrected version of 1992. In the latter, not the small probability of an outcome makes it being overweighted, but the extremity of being best or worst. Which is as close to salience as one can get without giving up transitivity. \%}


{\% SIIA/IIIA \%}


{\% \%}

Show that if $P_1, \ldots, P_n$ are nonatomic countably additive probability measures on a measurable space $S$, $A$, where $A$ is a sigma-algebra on $S$, then there is a subsigma algebra $B$ of $A$ on which all $P$’s agree, and such that for every $p$ in $[0,1]$ there is an event in $B$ taking that probability.


Many have alluded to strategic complications in the Dutch book game. The authors analyze these strategic complications formally by really considering the book making situation as a game. People can then deviate from Bayesianism. The results are enforced by the author’s 2002-JMP-paper.


Dutch book; p. 181-182 describes strange Dutch book; dynamic consistency


Nash bargaining solution


Follows up on their 1994 EJ paper and proves stronger results, where an equilibrium can necessitate the book maker to use nonadditive odds.


Foundations of quantum mechanics


Two different small worlds X and Y are two different partitions of the state space S. Their junction leads to receipt of two-dimensional outcomes (x,y). The utility assessments of these pairs can have all kinds of forms. If x and y are correlated, then.


P. 57 2nd para in Kyburg & Smokler (1964) discusses that subjective probabilities can be calibrated using matching probabilities.


Translated into English as “Apropos of a Treatise on Probability.”


Pp. 6-7 seems to say that on the human scale negligible probability is $10^{-6}$, on terrestrial level $10^{-15}$, and on the cosmic level $10^{-50}$.

§39, p. 73 and §48, pp. 84-86, discuss that subjective probabilities can be calibrated through gambles on objective probabilities.


{% Seem to argue that economic subjective attitude indexes such as risk aversion and discounting should be submitted to the same psychometric standards, e.g., test-retest reliability (≥ 0.7 correlation is desirable), as personality traits in psychology. %}


{% real incentives: Cumulative payments, with income effects (subjects were informed about cumulative earnings throughout, p. 653). Average earning per subject is €21.30, average time of experiment 1.5 hour. 

N = 347 high-school students aged 15/16. Tested 4 urns of 2 colors, first fifty-fifty so risk, then bit ambiguity (0.4 ≤ p ≤ 0.6, then more, 0.2 ≤ p ≤ 0.8, then all 0 ≤ p ≤ 1). P. 650 3rd para says these are Halevy urns, but this is not so.

suspicion under ambiguity: ambiguity tests: subjects can choose color, which controls for suspicion (though maybe illusion of control).

Women are more risk averse than men (gender differences in risk attitudes). Psychometric scales are related to risk attitude but not to ambiguity attitudes (p. 655, 657). Men are more ambiguity averse than women, which disappears after correcting for risk attitude (which I do not understand but did not read in detail).

correlation risk & ambiguity attitude: although a central theme of the paper is that ambiguity is different than risk (their correlation is not 1), the actual correlation of these two is not reported. %}


{% Shows that s.th.pr. is implied by vNM independence, and the other way around if continuity. %}

{\% ambiguity attitude taken to be rational: Apply not only SEU, but also the smooth model and maxmin (which can be taken as a limiting case of smooth) ambiguity models to some decision analysis problems, with decision trees. They connect well with the decision analysis literature and terminology, considering decision trees and referring to simulation techniques. They calculate risk and ambiguity premiums. In the smooth model, they seem to take the two-stage setup as exogenously given, although not very explicitly.

§7 then analysed a well-known decision example used for illustration in the decision analysis literature: the Carter racing case study. I must admit that I did not understand part of the notation here, apparently not having read the paper in sufficient detail. The discussion section 7.1 is more positive about ambiguity than I Bayesian could be. The end of the discussion properly mentions that a dynamic implementation of nonEU is nontrivial. I think that no nonEU model will survive any dynamic implementation for normative purposes. The strongest arguments in favor of Bayesianism come from dynamic consistency type conditions, the violation of which no rational agent should desire. {\%}


{\% Shows that incomplete preference relation over lotteries satisfying independence can be extended to a complete one. Gives a lexicographic representation. {\%}


{\% Do simulation to see effects of publication bias. This study could appear in any academic journal. {\%}


losses from prior endowment mechanism: Did this, but very carefully, where 32 subjects received a prior endowment and then had to return 3 months later, giving them as much chance as possible to integrate the prior endowment into their reference point. 30 subjects indeed returned to undergo the losses from their prior endowment. Nice again, they asked about subjects’ perception. About 25% or 30% suggested that they do not consider the later losses as losses because they integrate with the prior endowment. The data were not very good for prospect theory, but I forgot details now in August 2006 (about month after hearing lecture).


Consider a bias in the Holt Laury (2002) risk aversion measurement that results from adding/removing some options. The method of Abdellaoui, Driouchi, & l’Haridon (2011) is found not to be subject to such biases.


% risk seeking for symmetric fifty-fifty gambles: they don’t have fifty-fifty gambles, but do find risk seeking for small amounts.

PT falsified.

Consider gains and losses, and probabilities 0.20 and 0.80 of getting the gain or loss.

Compare $80_{0.2}$ and $-80_{0.2}$. Can be done in two steps: Step 1, translation by subtracting $80$, so that $80_{0.2}$ is changed into $0_{0.2}$. Step 2, switching good- and bad-outcome probability, so that $0_{0.2}$ is changed into $0_{0.8}$. They find that translation from gains to losses always increases risk seeking, both for high-probability and for low-probability for best outcome. They find that switching probability of bad outcome from 0.2 to 0.8 always increases risk seeking, both for gains and for losses.

Testing reflection for high-probability nonzero has translation and switch go in same direction, enhancing risk seeking for losses. Testing reflection for low-probability nonzero has translation and switches go in opposite directions. In prospect theory, probability weighting and utility curvature have opposite effects for small-probability-nonzero-outcomes, although they both support the reflection effect because they both switch from gains to losses.

Also consider seven different stakes. People are risk averse for high stakes and risk seeking for small, for high and low probabilities and for gains and losses (probability weighting depends on outcomes). Maybe some utility of gambling generating the risk seeking for small amounts!? So that we may want to avoid small-amount prospects, considering this just a bias? %


% Wealthy are more risk seeking at low stakes but, strangely enough, the poor at high stakes. %


Assume a finite number of observations from budget sets that contain event-contingent payoffs (acts). Give necessary and sufficient conditions for these choices to maximize maxmin EU or the smooth model. The conditions given are not directly in terms of preferences, but instead require existence of sets of probabilities, utilities, and so on, such that their necessary and sufficient condition is satisfied. Bose, Subir, Matthew Polisson, & Ludovic Renou (2012) “Ambiguity Revealed.”


Their global risk idea, not finding all the same results as before; now also measuring emotions and relating them to observed behavior.


Ambiguity in market. Heterogeneity in ambiguity attitude has extra inertia effects of neither buying nor selling ambiguous option for wider ranges of prices, which is something different than heterogeneity in risk attitude. Some qualitative theoretical predictions about agents being more certainty-seeking under ambiguity than any smooth model could explain, with bid-ask spread, are confirmed in experiments.

**correlation risk & ambiguity attitude**: find positive correlation between risk aversion and ambiguity aversion.

They use $\alpha$-maxmin model. The authors assume, in 3-color urn, that red has weight 1/3, and for black they assume a set of possible probabilities $[a, b]$. It was not clear to me if $a$ and $b$ are exogenous or endogenous. The theoretical part does not say, in the experiment it seemed to be endogenous (or was it $[0, 2/3]$?). But then they influence ambiguity aversion and interact with $\alpha$.

They find support for nonsmooth ambiguity attitudes as opposed to the smooth KMM model (e.g. p. 1329 3rd para). They paid subjects repeatedly, so that income effects could arise. They do several drawings from the same unknown urn without replacement. Bayesian rational subjects, hence, will be ambiguity seeking in the sense of rather playing the unknown urn! I will rather gamble on the unknown color that occurred most often so far than on the known color. %}


Refers to Peters & Wakker (1992) %}

{\% ordering of subsets \%}


{\% Nash bargaining solution \%}


{\% Single-basined means that there can be multiple worst alternatives. Consider as choice domain all compact convex subsets of $\mathbb{R}^n$. Assume IIA, and derive representation. Corollary 2 shows that the choice function is representable by a weak order. (They show transitivity there, but completeness can then be obtained.) \%}


{\% Define a choice function usual way, assigning to each subset of set of alternative an element. If I understand right, for each choice function they can associate with each subset of alternatives a game in extensive form with perfect information having those alternatives as possible outcomes and the chosen element as the solution of backward induction. Exact restrictions of domains here I did not study enough. \%}


{\% Show for welfare evaluations that all relations satisfying the transfer principle (something like elementary mean-preserving spread) and Pareto optimality and anonymity are extensions of a Suppes relation, which is the most elementary transitive extension of Pareto optimality and the transfer principle. \%}

% time preference %}


% revealed preference: variations on Richter’s (1966) consistency condition, with and without reflexivity/completeness and if domain does not contain all two-point subsets. %}


% Theorem 2, p. 716, characterizes an incomplete and intransitive EU representation, with a best outcome M and a worst outcome m, and:

\[ M > m; \]
\[ x \sim M_p m \text{ with } p \text{ the EU of lottery } x \text{ (so, we can use the standard gamble method)}. \]
\[ x > y \Rightarrow \text{EU}(x) > \text{EU}(y) \]
\[ x \sim y \Rightarrow \text{EU}(x) = \text{EU}(y) \]

Necessary and sufficient preference conditions: Suzumura consistency, solvability, monotonicity and independence. %}


% foundations of probability: nineteenth century debates of physicians on use/meaning of probability. %}


% bisection > matching:

Many references on preference reversal; find that ping-pong method of elicitation greatly reduces Choice vs. Pricing preference reversals.

Judged CEs (certainty equivalents) and choice-based CEs can differ substantially for some gambles. %}

{P. 18: Advantageous selection is opposite of adverse selection. They find opposite of moral hazard; people who take insurance against floods, also take better precautions. P. 23: the author writes that climate change is caused by [human] consumption and production processes. %}


{PT, applications: Analyze risks due to flooding in the Netherlands, with special interest in changing climate. Use prospect theory and RDU to calculate risk premiums. See if there is space for insurance. %}


{small probabilities: The authors ask not only for assessment of the likelihoods of extreme events, but also of the damage resulting. They claim this joint assessment as their novelty. inverse-S: They confirm overestimation of small probabilities. The extreme damages are underestimated. %}


{The authors use their beautiful data set with some 3000 subjects from 30 countries to measure gender differences in loss aversion. They estimate loss aversion from fitting PT (they write CPT) with all kinds of specifications. The results are not clear because they depend entirely on the specifications made. %}

%% ambiguity seeking for unlikely & ambiguity seeking for losses: They find both.

N = 157 subjects from Ethiopia, students from Addis Ababa University. Measure certainty equivalents (CEs) for binary prospects, both risky and Ellsberg ambiguous, using choice lists, for all probabilities j/8. Incentives like weekly income. For gains and losses (losses from prior endowment mechanism). First risky gains, then ambiguous gains, then risky losses, then ambiguous losses. The authors prefer order effects to the cognitive difficulties for subjects if losses precede gains.

The authors find the best fit for

\[ CE/X = c + s \times EV/X \]

with X the maximum amount of the prospect and EV being expected value. With \( c > 0 \) and \( 0 < s \leq c \) this means that for small EV/X, so, small probabilities, CE > EV with risk/uncertainty seeking, and for large EV/X risk/uncertainty aversion. This measure relates to proportional risk/uncertainty aversion. Then from c and s they derive sensitivity (through s) and optimism (through c + s/2) the usual way. This agrees with measures in Abdellaoui et al. (2011 AER) for weighting functions under linear utility, as the authors point out in footnote 2 (version of March 29 2012). Concave utility will push c and s down for big gains as opposed to small gains. It is not clear to what extent the findings concern utility or probability weighting and, hence, it does not directly speak to: probability weighting depends on outcomes.

The paper, unusually, finds prevailing risk seeking, and no prevailing uncertainty aversion. It finds that increasing (doubling, between-subjects) stakes increases ambiguity seeking for small-probability gains and large-probability losses, and more ambiguity averse for large-probability gains and small-probability losses. That is, a-insensitivity is increased. The text suggests that for gains mostly uncertainty aversion for high probabilities is increased.

reflection at individual level for risk: The authors consider it, but it is hard
to interpret with prevailing risk seeking for gains. The authors also consider it for ambiguity and losses, and many correlations between the various variables.

**decreasing ARA/increasing RRA:** the authors study relative risk aversion, and find that it increases, rather than decreases, with stakes, over the whole probability range. %


{% Find risk seeking for small outcomes but risk aversion for large ones. A generalized logarithmic utility (ln (x + a)) fits better than the common log-power or linear-exponential. The authors use hypothetical choices for losses and so as to examine real large stakes. They also find some violations of separability of probability weighting versus utility of outcome. (**PT falsified; probability weighting depends on outcomes**). **decreasing ARA/increasing RRA:** they find increasing relative risk aversion! %}


{% It is well known that besides expectation and variance, also skewness of lotteries plays a role in risky choices, where people are usually skewness seeking, and that this amounts to inverse-S probability weighting. This paper provides data clearly supporting these things, e.g. by separately measuring skewness preference and probability weighting and seeing they are closely related. %}


{% %}
Neuro-studies seem to find regret in the brains. The author suggests that this gives a normative basis to regret theory. 


Additive conjoint measurement when there are only a finite number of categories that the n-tuples can belong to.


Paper assumes that we only observe whether acts are better or worse than a status quo. It shows that the tradeoff consistency condition (tradeoff method) then still gives expected utility. This approach with incomplete preference is in the spirit of works by Karl Vind and by Han Bleichrdt (2009, JMP).


**% cancellation axioms:** Examines cancellation axioms without transitivity. The results are also of interest to readers interested only in transitive relations, because these general models nicely illustrate the meaning of all kinds of preference conditions. For instance, Table 1 on p. 683 nicely illustrates how triple cancellation and tradeoff consistency axioms amount to separability of pairs \((x_i, y_i)\) in preferences \((x_1, ..., x_n) \succeq (y_1, ..., y_n)\), and how separability amounts to similar separability only of pairs \((x_i, x_i)\) (“void influence”).

**Triple cancellation:**
\[
z_{ia_i} \preceq w_{ib_i} \quad \text{and} \quad z_{ic_i} \succeq w_{id_i} \quad \text{and}
\]
\[
x_{ia_i} \succeq y_{ib_i} \implies x_{ic_i} \succeq y_{id_i}
\]

**RC1 on p. 686:**
\[
(\text{not } z_{ia_i} \succeq w_{ib_i}) \quad \text{and} \quad z_{ic_i} \succeq w_{id_i} \quad \text{and}
\]
\[
x_{ia_i} \succeq y_{ib_i} \implies x_{ic_i} \succeq y_{id_i}
\]

**RC2 on p. 686 (with change of symbols):**
\[
z_{ia_i} \preceq w_{ib_i} \quad \text{and} \quad z_{ic_i} \succeq w_{id_i} \quad \text{and}
\]
\[
(\text{not } x_{ia_i} \preceq y_{ib_i}) \implies x_{ic_i} \succeq y_{id_i}
\]

They are the kinds of weakenings called independence by Karl Vind. %}


**% standard-sequence invariance; tradeoff method %}

{% Intransitivity in multi-attribute. %}


{% \%


{% tradeoff method: Use it to obtain a joint generalization of expected utility and the likely dominance model (choice the alternative that on more than half of the state space (measured in terms of subjective probability) dominates the other). Show that in terms of comparing tradeoffs, the latter model is very crude in only considering the sign of the tradeoff. %}


{% risky utility u = strength of preference v (or other riskless cardinal utility, often called value) if normative; maybe also descriptive. %}


{% \%


{% Use tradeoff method %}

ubiquity fallacy: p. 6 footnote 2: “dat het er in het programma niet in de eerste plaats om gaat dat de scholier de economiepagina in de krant begrijpt maar ook zijn of haar eigen leven.”

P. 12 “Hoe meer mensen verschillen in voorkeuren of talenten, hoe groter de potentiële meerwaarde van samenwerken.”

P. 15 l. 1: “Toen de mens de kracht van werderzijds voordeel ontdekte, explodeerde de welvaart.”

P. 15 l. 3: “Adam Smith—doorgrondde de grote betekenis van de balans win-win.” Then writes that besides win-lose and lose-win there is a third road, being win-win.

P. 16: “Landen waar de overheid en de economie in dienst staan van een kleine elite zijn arm.” Has suggested before that this concerns, besides North Korea, also East Germany before unification with West Germany.

P. 21: “‘Nobody ever saw a dog make a fair and deliberate exchange of one bone for another with another dog.’ … De mens heeft de wereld veroverd vanwege zijn verstand (deliberate and moraliteit (fair)).” [italics from original]. The italics are a citation from Adam Smith, who therefore shares in this idea that animals know no (“delibrerate”) collaboration or exchange. %


P. 424: “Essentially, all models are wrong, but some are useful.” %

{% Assumes the repeated two-stage recursive utility form à la Koopmans. Proves existence and continuity of optima under proper assumptions. %}


{% P. 59: “Category rating scales are subject to the same inconsistencies as the standard gamble.”

Use PEs (if I remember right, they call it SG), VAS, and treatment choice; value colostomy for carcinoma of the rectum; five groups of, roughly, 35 participants each (patients with colostomy, physicians, two groups of healthy volunteers, and patients treated with radiotherapy but with no colostomy).

Patients with colostomy valued it highest on PE and VAS, and were close second next to physicians in treatment choice.

P. 66: “Thus, patients may regard a particular outcome of treatment as highly undesirable but then become accustomed to it when it is directly experienced, and learn to tolerate it well.” %}


{% Use housing market data of 1987-1991 and 2004-2013 to estimate discount rates. Find them between 2% and 3% and, a point put central, find them declining. %}


**nonconstant discount = nonlinear time perception:** Follow Zauberman et al. (2009) by measuring introspective time perception by direct subjective assessment, and seeing how much of discounting can be captured by such nonlinear perception of time. They find that most of non-constant discounting comes from nonlinear time perception.

P. 45 2nd para enthusiastically writes: “We innovatively build on the literature …”


[https://doi.org/10.1007/s11166-022-09390-z](https://doi.org/10.1007/s11166-022-09390-z)

**nonconstant discount = nonlinear time perception:** they also consider this, with introspective measurements of time perception.

Subjects who had to do discount-calculations, after discounted less than others.

The abstract ends, enthusiastically, with the usual important policy implications: “This has important implications for the possibility of designing interventions to lower individual discount rates.” They are also enthusiastic in the beginning of §6.4: “While our study design is strong”. Further, they are enthusiastic about Bradford, Dolan, & Galizzi (2019), co-authored by the first author.


By considering choice of gamble stake, favorite long-shot bias can be reconciled with prospect theory, but also with risk seeking for gains and risk aversion for losses.


Provides a detailed discussion and clarification of Ramsey’s theorem.


R.C. Jeffrey model: shows that utilitarian aggregation is possible only if agents have same probability distribution.


R.C. Jeffrey model: Unifies Savage etc. unconditional versus Jeffrey etc. conditional, referring to the work of Krantz et al. (1971) and others. Much logic in the paper.


Argues that subjects can assign values to probabilities as they do to outcomes. This is a different interpretation than probability weighting. Mathematical differences remain to be investigated.


This paper is written in the spirit of multiple priors. This is popular in the IP community, although also other approaches are considered. First, it assumes a true existing but unknown objective probability, which I find a problematic concept the moment one leaves Ellsberg’s urn and goes to natural events. Second, it assumes that we don’t know exactly what that true probability is, but we do know an exact set that contains that true probability, which again is ad hoc to me. It sometimes seems to me that many people working on ambiguity can only think this way.

The intro lists many fields where IPs are used. It assumes linear utility for risk, and “indifference” to risk, which means expected utility and even expected value for risk. §1.2 states that the main interest of this paper is normative. The section distinguishes between imprecision due to absent info or due to imperfect processing of info. To me this distinction can sometimes be useful but is not very fundamental.

§2.2: indifference ties will be broken by very small extra payments, but incompleteness ties will not.
Important: End of §2.3 cites the nice Skyrms (2011) and Leitgeb (2014) who seem to use the terms resilience and stability, respectively, to indicate that Keynes’ weight of evidence (vs. balance of evidence) should play no role in static decisions, but only in updating, which surely is my opinion.

End of §2.7: Set of priors is set of all probability measures consistent with your evidence. It was called the credal committee by Joyce (2011). This is an informational basis for the set of priors, and not a decision-basis. I as critic if multiple priors argue that it usually is not the black/white consistent/inconsistent, but it is gradual more/less plausible.

§3.1 has the nice topic of dilation. Unfortunately, the example regarding Figure 1 is not well explained. In the 3rd para (“Let’s imagine …”) it is not explained what is written if coins lands up (from context: then a lie is written), and the difference between H being true or H being written is also something to keep in mind. Here is a simpler example of dilation, although not with conditioning involved.

MY EXAMPLE OF DILATION; BEGINNING

Imagine an Ellsberg two-color urn containing 100 numbered balls, each red (R) or black (B). There are 50R and 50B, as follows. Of the odd-numbered balls, $(50+\varepsilon)\%$ are R and of the even numbered balls, $(50-\varepsilon)\%$ are R. Here $\varepsilon$ is unknown but can be anything between −50 or 50. So, $\varepsilon$ can as well be positive as negative. P(R) from the whole urn is a known probability and is 0.5. But if we get informed about whether the number of the ball drawn is odd or even, then it is ambiguity. Extra info changes risk into ambiguity (without making things more favorable or unfavorable under Bayesian ambiguity neutrality).

MY EXAMPLE OF DILATION; END

Here is Bradley’s example, if I understand it right. Imagine the following probabilities:

\[
\begin{align*}
H & \quad \neg H \\
X & \quad \frac{1}{4} + \varepsilon \quad \frac{1}{4} + \varepsilon \\
\neg X & \quad \frac{1}{4} - \varepsilon \quad \frac{1}{4} - \varepsilon
\end{align*}
\]

where $\varepsilon$ is unknown, say if may as well be $+1/10$ as $-1/10$. Then $P(H) = P(\neg H) = \frac{1}{2}$. $Y = (X \& H)$ or $(\neg X \& \neg H)$. $P(Y) = \frac{1}{2}$. Conditioning on $X$ does not affect $P(H)$, but if we first condition on $Y$, then conditioning on $X$ turns $H$ into ambiguous.
This is complex.

In general statistics, dilation seems to mean that the posterior distribution is wider than the prior one. A good illustration that risk need not reflect more info than ambiguity.

End of §3.1 (on dilation) writes: “We cannot take narrowness of the interval [lower probability, higher probability] as a characterisation of weight of evidence since the interval can be narrow for reasons other than because lots of evidence has been accumulated.”

Section 3.5: Lindley (1996) and others have argued that we can neither know the set of priors exactly. This section considers if we should then consider sets of sets of priors. It argues for not doing so for pragmatic reasons, because things then get too complex. Using sets of priors nicely captures some aspects of ambiguity/IP and Bradley is satisfied with that. He writes, 1st para of §3.5: “For the functionalist interpretation suggested above, this is something of a pragmatic choice. The further we allow this regress to continue, the harder it is to deal with these belief-representing objects. So let’s not go further than we need.” I think this deprives the approach of any normative force. He doesn’t say: “if there is ambiguity then one should use sets of priors.” He says, in my words: “We use multiple priors only when it pleases us.”


Dilation means that a state of objective probabilities can turn into imprecise info if new info is received. Although there is noting surprising about this, it is a paradox to those who erroneously think that a state of objective probability always reflects more info than states of ambiguity. Many in modern theories of ambiguity make the latter mistake implicitly. The authors discuss the cases with examples, references, and so on.

information aversion; discusses its relations to dynamic decision principles, similar to Brocas & Carrillo (2000).


Probably related to the shaping hypothesis.


Discuss Plott’s discovered preference hypothesis and suggest that it cannot explain all anomalies.


gender differences in risk attitudes: women more risk averse than men.


real incentives/hypothetical choice: They do a simplified version of tasks by Holt & Laury (2002), real and hypothetical, with 178 Spanish students in the lab, 360 households in Nigeria, and 360 households in Honduras. (The households came to do the experiment so, in this sense, it was not a field experiment.) Find no difference between real and hypothetical.
A difficulty is that there is little novelty. The keyword “real incentives/hypothetical choice” in this bibliography gives over 150 references on this (I write this Sept. 2021), about half finding differences and half finding no differences. This paper does not cite much literature, focusing only on a small group of experimental economists (Harrison and others), suggesting that Holt & Laury (2002) had novelty, and so on. It is remarkable because this journal is more psychologically oriented. Their conclusion that hypothetical is OK may have made it hard for them to find an economic outlet. They cite the survey Camerer & Hogarth (1999) but not Hertwig & Ortmann (2001).


*games with incomplete information*, Bayesian Rationality


*common knowledge*; Seems to be readable version of Mertens & Zamir (1985)


Whereas virtually all results in economic decision theory, based on revealed preference, get their mileage from variations in the choice sets, Arrow’s social choie theory gets mileage from varing social preference profiles. This papers assumes/uses both. A variation on the impossibility result of Mongin (1995) is
given. Gives a model where the average of both the agents’ beliefs and, normalized, utilities is given. Uses, among others, a weakening of Arrow’s (1951) independence of irrelevant alternatives of voting theory. %


{% The priority heuristic works as follows: for gains:

1) Compare worst outcomes. If their difference is more than 1/10 times the best outcome, go for best worst outcome. (So, no probabilities inspected apart from them being nonzero. Ratio-scale structure.)

2) If (1) did not decide, consider probabilities of worst outcomes. If they differ by more than 1/10, go for minimal probability.

3) If (2) did not decide either, consider best outcomes. For two-outcome prospects, now the best outcome decides (by point (2) their probabilities do not differ by much). For three- or more outcome prospects, if the difference of the best outcomes is more than 1/10 times the best outcome, go by the best one here.

4) If (3) did not work (then prospects have more than two outcomes), if probabilities of best outcomes differ by more than 1/10, go by them.

5) If not (4), then I guess indecision.

For losses things are reflected. So, we start with inspecting the best losses, and so on.

There is only one example with mixed prospect, suggesting a bit that then the treatment is as with gains and with signs ignored, but it is not clear to me. %


{% %}


utility depends on probability

inverse-S: Confirm it. In exp. 3 elicited certainty equivalents for some gambles (hypothetical only) using ping-pong à la Tversky & Fox (1995), only for one nonzero outcome. Assume that utility is $x^{0.88}$ and then find inverse-S with confirmed. Do not say whether or not they used real incentives.

They propose that inverse-S, overweighting of extreme outcomes, may be due to the surprise (elation if positive, disappointment if negative) that you feel about them if they are unlikely, and the extra utility or disutility that that surprise gives. So, utility depends on probabilities. They ask people how surprised they feel if some low-probability outcome occurs, and like that grade the degree of surprise. Propose a formula that derives inverse-S from the degree of surprise (inverse-S (= likelihood insensitivity) related to emotions;

cognitive ability related to risk/ambiguity aversion): They don’t link data on surprise to data on probability weighting. They don’t consider whether subjects with more surprise have more extreme inverse-S. The basic idea, that inverse-S is not through probability-perception per se, but through utility, is interesting. %}


Subjects do speak-aloud. Subjects do more between-gamble examinations (as formalized in tradeoffs) than within. %


{% This paper combines $\alpha$ maxmin with no arbitrage. I guess that they can be combined if the set of assets considered is so poor that $\alpha$-maxmin and SEV cannot be distinguished, and both can fit data. This may happen in comonotonic subsets of acts. %}


{% %}


{% %}


{% Seem to have written on the comparison of decision analysis advice with actual decisions. %}


{% intertemporal separability criticized: test intertemporal separability and find it violated, though not to a very pronounced degree. %}


{\% This paper shows that in the financial market one can obtain any indicator function for any event and, thus, and simple event-contingent payment. That is, one can get an essentially complete Savagean act-space. The authors refer to it as the time-state preference approach by Arrow (1964) and Debreu (1959). %\}


{\% Argues for the use of machine-learning techniques to replace many statistical modeling techniques. The author first did research, then consultancy, and then went back to research. For predictions from large data sets machine learning works better than statistical modeling techniques.

P. 202 §5 1st para, on data models: “This enterprise has at its heart the belief that a statistician, by imagination and by looking at the data, can invent a reasonably good parametric class of models for a complex mechanism devised by nature.”

P. 204: The author several times points out that statisticians uncritically start from some common modeling assumption, e.g. multivariate normal distribution of regressions, which will usually not hold: “Nobody really believes that multivariate data is multivariate normal, but that model occupies a large number of pages in every graduate textbook on multivariate statistical analysis.”

P. 205 2nd para points out that machine learning etc. usually does assume iid drawings. The author gives many examples where optimal fits in classical statistics and elsewhere have many local optima almost equally good but far apart, with minor changes in the data completely changing the solutions.

P. 210 displays a claim: “The goal is not interpretation, but accurate information.” This may be true if in an application all one wants is good predictions there, but is not true in academic studies where one wants interpretations connecting with other fields and studies to acquire general knowledge. %\}


Neural responses were monitored for monetary gambles, prior and posterior to deciding and learning about outcomes. P. 620, 2nd col. defines loss aversion as $-U(-x) > U(x)$. They did repeated gambles with real payments and, hence, there was an income effect (p. 626).

P. 627, top of 2nd col.: “The predominant responses to gains or their prospects were noted in the right hemisphere, whereas left hemisphere activations predominated in response to negative prospects.” There had been prior endowment to guarantee that no overall net loss results (prior endowment mechanism). P. 627 2nd column mentions that this may have reduced loss aversion effects.


Link to paper

Seems to have suggested that the usual psychophysical laws do not exactly apply to money, because money does not give direct physical sensation.


Criticizes, a.o., way in which the authors assume a true underlying model.

Wallsten, Erev, & Budescu (2001) reply to it.

{\% Consider pricing and direct probability judgments. Work along the lines of prospect theory, but bring in psychological processes of how likelihood judgments are derived from case-based reasoning (not related to the Gilboa-Schmeidler theory). %\}


{\% Seem to derive and confirm a number of implications of support theory. %\}


{\% %\}


{\% natural sources of ambiguity: Empirically measures ambiguity attitudes and risk attitudes and subjective beliefs for natural events, which is desirable to have rather than Ellsberg urns or experimenter-specified probability intervals. The natural events concern equity markets. Now, when correcting for beliefs and ambiguity attitudes, the authors find a positive relation between risk and expected returns which is natural, and deviates from puzzling preceding opposite findings. They find that ambiguity attitude (“aversion” rather than “attitude” is the proper term here) depends on the a-neutral probability (“expected probability” in the two-stage model of this paper), referring to it as probabilistic contingent ambiguity attitude (“aversion” is, again, the proper term also here). See p. 519, Figure 3, with ambiguity seeking for unlikely gains and ambiguity aversion for likely gains, reflected for losses, and perfectly agreeing with the fourfold pattern of ambiguity described by the survey Trautmann & van de Kuilen (2015; not
cited here) (ambiguity seeking for unlikely).

I prefer to interpret this as a(мигivity)-generated insensitivity, and as
independent of a-neutral probability. Aversion is not the right concept here, but
insensitivity is, similar as in well-known philosophical discussions where the
colors bleen and grue are not the right concepts, but the colors green and blue are.

The authors distinguish ambiguity, a property of info, from ambiguity
aversion, an attitude, as do so many studies. Ambiguity is captured by a second-
order probability distribution. They achieve this distinction in the experiment by
ASSUMING a set of priors derived from monthly variation in daily priors (daily
mean and variance of returns on the SPDR), and ASSUMING normal
distributions of 1st order distributions (§3.2, p. 509 above Eq. 8), and
ASSUMING that this captures ambiguity of the info. These assumptions are
pragmatic and plausible but essentially ad hoc, relating exogenous finance
variables and ambiguity perception, not derived from preference.

P. 505 penultimate para reports a test that it must have been a set of
probabilities, and not a unique one, but this test is GIVEN the assumptions made
as just derived, and does not preclude deviating models. §2, pp. 506-507, surveys
other approaches in the literature that assume sets of priors or other parameters to
capture ambiguity. They are always just assumed and not justified by preference
conditions.

The authors derive risk- and ambiguity premia (Eq.1 p. 504), expressed in
monetary units. Ambiguity attitude and premium is a component separate from
risk attitude and risk premium (p. 504 bottom), which is desirable. Many studies
in the literature will compare ambiguity attitudes only if risk attitudes are the
same, but this is undesirably restrictive.

Footnote 3, p. 505, properly points out that studies by Baillon and others do
not use particular functional forms, and that that is the difference with the present
study. %}


{% Applications of Bayesian statistics in medical/biological world. Nice, personal.
%


unique set, for otherwise there are possibilities of ambiguity in practical applications that we cannot admit ...  

P. 10: if we have more than one set of operations we have more than one concept, and strictly speaking there should be a separate name to correspond to each different set of operations.

P. 23 seems to write:

“If we deal with phenomena outside the domain in which we originally defined our concepts, we may find physical hindrances to performing the operations of the original definition, so that the original operations have to be replaced by others. These new operations are, of course, to be chosen so that they give, within experimental error, the same numerical results in the domain in which the two sets of operations may be both applied; but we must recognize in principle that in changing the operations we have really changed the concept.”%}


{% Introduces the quadratic proper scoring rule. This is a version of incentive compatibility that preceded Hurwicz (1972).

P. 2 nicely points out the very useful fact that n events with relative frequencies p₁, . . . , pₙ to be given same judged probability on each observation should be given judged probabilities fᵢ = pᵢ to minimize punishment. Also mentions, informally in an example, the difference between calibration and discrimination. What an ideas in three pages! %}


{% statistics for C/E (cost-effectiveness) %}


{% %}

Seem to argue that measurement is not well possible in the social sciences (got this reference from Pfanzagl 1959). I also have a Ferguson et al. (1940) reference on this. 


Was cited as a good didactical example to illustrate decision analysis. 


A game between selves at different times, with equilibria resulting. 


**dynamic consistency; information aversion; value of information**

This paper shows that dynamic inconsistency leads to aversion to information. With some benevolence on the reader’s part, the same result can be inferred from Wakker (1988) “Nonexpected Utility as Aversion of Information,” *JBDM* 1. Forgone branch independence (mostly called consequentialism after Machina 1989) is stated there on p. 173, as part of the “first objection” in §4, RCLA is assumed as self-evident, after which the independence considered by Wakker amounts to dynamic consistency. 


Two specialists in strategic management write about applications of prospect theory in strategic management.
theory there, making it lively for managers by adding examples such as “thus a manager who faces …”. One cannot expect theoretical perfection with people from other fields and, hence, there are theoretical inaccuracies.

The paper does not distinguish between prescriptive and descriptive as clearly as I would want to. It mentions it in passing by on p. 137 l. -5.

P. 2022 3rd para strongly suggests that probabilities would always be underweighted, contrary to the prevailing inverse-S shape, but later the paper will write about inverse-S.

P. 127 2nd para l. 4 suggestst that OPT would only concern two-outcome lotteries. However, for two-outcome lotteries OPT agrees with PT (this is how I abbreviate new 1992 (cumulative) prospect theory) [given that sign-dependence of w is at will for both theories]. OPT allows for three-outcome lotteries if one outcome is 0, and only there deviates.

An elementary confusion throughout is that the authors confuse steepness of utility with curvature/degree of concavity (risk aversion under EU), which is roughly like confusing first and second derivative or, more precisely, first derivative u’ and −u’’/u’ (the Pratt-Arrow index). The authors accordingly think that if you multiply the utility function by 2, then risk aversion will double, whereas in reality risk aversion is unaffected by this. Thus, on p. 2022 end of 1st para they claim that there is more risk seeking for losses then for gains because utility is steeper for losses. However, in reality utility is LESS convex (thus LESS risk seeking) for losses than for gains. The whole rest of p. 131 is based on this confusion. Thus, the 2nd para there continues on the confusion, leading to erroneous criticisms of claims on associations between risk and returns put central and repeated several times. P. 131 2nd para writes “This decrease in marginal value for potential outcomes far from the reference point and the resulting almost-linear value function in this region implies risk neutrality (i.e., neither risk aversion nor risk seeking).” clearly showing this confusion. Throughout all the rest of the paper, all claims on degrees of risk aversion are confused and erroneous because of this. One symptom of problems here is that the authors never define what degree of risk aversion is. Thus, they claim that people are less risk averse for higher gains, whereas the empirical finding is more absolute but less relative risk aversion. (Yes, there are different versions of risk aversion!)
Another elementary mistake is that the author many times, in many parts of the paper, erroneously claim that PT can only be used if known probabilities are available, i.e., for risk, and not for uncertainty/ambiguity. Well, most of my work today (Aug. 2022) is on PT for ambiguity, as expressed even in the title of my book Wakker (2010).

P. 133 3rd para criticizes people who only use loss aversion, and not probability weighting, writing: “By ignoring the probability weighting function, scholars ignore half of the theory.” Several other places repeat this criticism. However, it can completely be justified for reasons of tractability.

P. 133 last para is too strong on claiming that PT looks at every single decision in isolation and never integrates several choices. Several other places repeat this claim. However, PT is not at all that strict on this point. It allows for it, but does not claim it to be universal.

Several places argue that more things in life are relevant than PT. For instance, P. 135 after first para discusses strategic complications. However, PT does not preclude such! It never claimed that it can solve all problems in life.

P. 137: “For example, we do not see prospect theory as necessary to argue that people do not behave according to expected utility theory.” Everyone will agree!

P. 138 1st para cites Stanford (2017) on theories that are empirically indistinguishable but then goes on to write that they are empirically distinguishable after all.

P. 139 final sentence is nice: “We hope our discussion sparks a conversation on how to best balance the use of an academic theory in a complicated real world.”


{https://doi.org/10.1093/cje/beab022

criticizing Knight (1921) for low quality: They criticize Knight (1921) for making mistakes. For instance, they write: “we argue that Knight made a combination of errors and poor modeling choices”

{\textbf{Test PT with more than three outcomes.} Separate gain prospects, loss prospects, and mixed prospects. Their main interest is testing aversion to mean-preserving spreads. The controversial Levy & Levy (2002) did this too. Find usual things of PT, but less loss aversion and less pronounced probability weighting. Fox mixed prospects, the probability of losing does much.

\textbf{losses from prior endowment mechanism}: they do that (p. 161).

\textbf{reflection at individual level for risk}: P. 171 ff. consider it. They find the usual reflection at the aggregate level. At the individual level they find no clear classifications at all, which seems like $H_0$, but makes them conclude that it may not be at the individual level. %}


{\textbf{Use random incentive system.} \\
Consider choices between $(p:x, r:z, p:-x)$ and $(p:x+\epsilon, r:z, p:-x-\epsilon)$ for all variables nonnegative; i.e., they test aversion to particular mean-preserving spreads, with always $-x \leq z \leq x$. Because these spreads concern mixed prospects, they interpret aversion as loss aversion. They find that most subjects are loss averse, women considerably more than men (\textbf{gender differences in risk attitudes}). They also consider what happens under variations of $z$ without affecting rank-ordering, amounting to tests of comonotonic independence, and find violations there, with more risk aversion as $z$ gets lower. %}


{\textbf{foundations of statistics}: P. 2694 seems to write: “Thus, if your primary question of interest can be simply expressed in a form amenable to a t test, say, there really is no need to try and apply the full Bayesian machinery to so simple a problem.” My opinion, say for a t-test of a single null versus a single alternative: In one test, Bayesian likelihood ratio and p-value are equivalent, being two ways of specifying the cutoff point. But when comparing across different tests, the Bayesian likelihood ratio gives the relevant quantity, ad p-value does not. %}

{% Argue that biases and WTP-WTA discrepancy can be solved by exercise, feedback and incentives. %}


{% equity-versus-efficiency: Seems to describe case known as U.S. versus Holmes. Seaman Holmes was involved in throwing people overboard from an overcrowded lifeboat, in 1841. Judge Baldwin found him guilty because he had not done it by lot: “In no other than this or some like way are those having equal rights put upon equal footing” %}


{% %}


{% R.C. Jeffrey model: Reformulates Harsanyi’s theorem for Bolker/Jeffrey restricting representations to subsets: P. 493: points out that a Hammond paper, to apply Gorman’s theorem, requires full product structure, and cites personal communication with Gorman claiming that it could be considerably generalized. %}


{% This book has been one of the most influential works for my academic thinking. The book focuses on aggregation over persons, time, or uncertainty. See its subtitle. (Also Section 2.2. “These are the dimensions I shall be dealing with in this book. Perhaps there are other dimensions that could usefully be treated similarly, but I cannot think of any.”)

Preface: the book considers “good” rather than preference (whenever
those two might deviate).

The book argues that aggregation over uncertainty and maybe also persons and time, should be additivite with respect to one same cardinal index, being “goodness.” Goodness is a kind of cardinal utility (may deviate from preference if latter are irrational). The required separability can be justified by assuming that “all relevant” be incorporated in the outcomes (“individuation of outcomes”). The book gives an advanced discussion of this point in §§5.3-5.7.

Ccr. 1: “good” = “relation of betterness.” It adheres to consequentialism, rather called teleology (adj: teleological), by saying that anything relevant should be incorporated into consequences.

Often: the “right” act is the one that brings most “goodness,” so as to reconcile teleological and nonteleological theories.

Section 1.2, p. 7 reminds me of my tradeoff thinking: “metaphor of weighing often fits teleology ... good and bad features are weighed against each other.”

P. 11/12: “being more Westerly” is a nice example of intransitive relation. “At least as good as” should be transitive and reflexive (and for that the term ordering will be used. However, p. 65 defines ordering as also being complete). Need not be complete by an “I see no reason” argument. It is permitted that different things are incommensurable. (This is stated explicitly later, Section 5.1 p. 92/93.)

P. 16, end of Section 1.3: Announces that book will defend that EU is normative. End of Section 2.2 will say book is not to be understood as defence of utilitarianism, but only as exploration of its logical relations to separability.

**coherentism:** Section 1.4, P. 19, ed of 2nd paragraph: “It follows that teleological ethics cannot be *fully* justified on grounds of internal consistency ... It also follows that there are, actually, external criteria available for assessing the goodness of acts.”

Same section, p. 20: “The view that one should maximize pain is excluded by a substantive limit. This book is concerned with the structural limits.” Beginning of Section 2.4: “This book is about the structure of good, not the content of good.” Points out that structural work cannot deal with substantive issues but thinks it still is valuable. Such a fine, nuanced, statement, right on target, is not to be found in any of the writings of Sen for instance!

Section 2.1 points out that decisions come about by weighing of goods,
or aggregation. Points out that the weighing metaphor fares well if separability, less so otherwise. Presents separability for uncertainty, interpersonal, and time.

Section 2.2 explains that uncertainty, interpersonal, and intertemporal are special dimensions because separability can be defended there. For other dimensions it cannot be. I disagree because I think that only for uncertainty, separability has a special status (due to mutual exclusiveness of states of nature, explained on p. 96, Section 5.3 of Broome’s book). Interpersonal and intertemporal do not have this; there an undesirably strong appeal will have to be invoked that the description of consequences contains everything relevant.

The coordinate value functions (as I would call it) are called “good at locations.”

Section 2.2, near end, says that book argues for separability and utilitarianism, but that the case is ultimately inconclusive and that the arguments will contain gaps. John mentions that separability over time seems implausible to him.

Section 2.2, p. 28 bottom, gives precisely the same argument as Kahneman, I, & Sarin (1997) needed to defend that we assume instant utility measurement in intertemporal aggregation. John formulates it for interpersonal aggregation:

“For instance, between people, separability of income is implausible, but I think separability of good turns out to be an acceptable assumption. That is why my argument is conducted in terms of good rather than income. At places in this book the framework of the argument may seem contrived. But if some artifice is required to gain access to the theorems, it is worthwhile. It will reveal features of the structure of good that would otherwise remain hidden.” [italics added]

Section 2.5, p. 33, points out that Broome thinks, like me, that completeness is the weakest of the EU axioms. However, he thinks it mainly because of incommensurability and I don’t find that a good argument. Anybody who worked in a hospital will disagree with philosophers on this point. Philosophers can relax in their chair and argue that human lives and money are incommensurable. In the hospital, doctors do not have this luxury, but have to trade off human lives against money on a daily basis. My main counterargument against completeness is different: that many choice situations
are too unrealistic to consider, which is related to Broome’s rectangularity property.

Section 2.5, p. 36, “The conclusion is that general good can be represented by an expectational function that is the sum of expectational utility functions representing the good of individuals.”

Chapter 3 is on a similarity argument by Harsanyi (1953) that Broome doesn't like too much.

Section 4.1, p. 60/61, discusses the Samuelson game where you don't want one gamble, you do like them when repeated often and only sum total matters, you don't want them maybe when repeated often but money is not transferable from one moment to the other.

Section 4.2, p. 70, states “second separability theorem” which has also been known as the “problem of aggregation” in the literature. The two-dimensional separability is called “crosscutting separability.” For its proof, Gorman (1968) is cited.

Section 4.4 calls the assumption that the domain is a full product set the “rectangular field” assumption, and expresses interest in weakenings thereof.

Appendix to Chapter 4, p. 87/88, gives informal proof of Gorman’s theorem in line with what I plan to do in the future. (“future” was written in 1998. Now, 2021, it is postponed until next life.)

Section 5.1, p. 91 (about EU): “It claims only that there are numbers $p_1, p_2$ and so on and a function $u$ that allow the preferences to be represented in the manner of... It says nothing about what the numbers and the function signify.”

Section 5.1, p. 92/93: John repeats, for EU, that completeness is dubious.

P. 93 has reached additive separability for EU, and does not know how to make the last step to EU (the move from (5.1.2) to (5.1.1)); precisely here, my tradeoff consistency axiom would do the trick! Also the intuition in the writing is precisely how I presented tradeoff consistency in my lectures in my young years.

p. 93 also points out the derivation of SEU from additive separability when there are equally-likely states.

**independence/sure-thing principle due to mutually exclusive**
events: Section 5.3, p. 96, discusses the argument for independence, being the
exclusiveness of states of nature.

Broome describes an argument: “How can something that never happens possibly affect
the value of something that does happen?”

Section 5.3, p. 98 (through endnote 15), mentions refs to people who
explain Allais paradox. Always it’s a kind of regret. Section 5.6, p. 107 etc.,
will discuss that in detail.

End of Section 5.3, p. 99/100, discuss consequentialistic trick of
incorporating “everything relevant” into consequences (called “individuation,”
referring to separating consequences as different individuals), cites people on
it, seems favorable to doing it, and says criteria for it should be developed.
Cites Allais and ascribes to him that it should be monetary outcomes and cites
Machina who said it should be “physically observable aspects.”

Section 5.4 discusses “individuation” more, in the context of
transitivity. It says that sometimes, when much appeal has to be made to
individuation, transitivity becomes vacuous, but not violated. I fully agree
with that.

P. 101 uses term “nonpractical” preference for what I describe as
choice situations that are so hypothetical as to be useless.

P. 103, “principle of individuation by justifiers,” as formulated, does
not help much, it is not verifiable but in a way circular. “Justifier” is a reason
making it rational to have preference between two outcomes.

A nice point by Broome is that, even if one were to
distinguish between an outcome with or without regret, it would still be
irrational to have a preference between them. He says there is no “justifier” for
the difference (justifiers should refer to “good” or “bad” features). This is
Broome’s preferred viewpoint, he says with or without regret is different but
should still be equivalent. (I prefer to put the difference at the statistical, not
physical, level.) He writes: “Our principle for individuating outcomes has to be this: take
one outcome as different from another if and only if it is rational to have a preference between
them.” (this is written on p. 108.)

paternalism/Humean-view-of-preference: Section 5.5 discusses
whether preferences can be just anything (that is in fact “consumer
sovereignty”). It deepens the discussion, bringing in Humean considerations.
“... it is a common opinion that rationality allows you to prefer anything to anything else” and says that that is part of a Humean tradition. It seems that the Humean view permits just any preference. (I: really???) Refers (footnote 23) to paper by Broome where the issue is discussed more.

Moderate Humeans: They restrict the above a little, by requiring internal consistency conditions, but nothing more. Then comes a strange step in Broome’s reasoning. He seems to think that internal consistency for preference does not impose any restriction for indifference. Probably, when John writes requirement of indifference, he means modeling requirement on degree of individuation. At any rate, I can surely appreciate his point that without any modeling restriction, consistency still is vacuous.

Broome writes (p. 106): “internal conditions of consistency require external criteria of goodness to give them meaning.”

p. 107: explains Allais-defences as individuation through regret, and says there is no justifier for it.

p. 108: Here Broome states what I consider the paradigmatic interpretation of the sure-thing principle, that it shows how one defines consequences: “My only point is that Allais’s preferences are irrational if and only if we decline to distinguish outcomes that are given the same label in Table 14.” Critics might argue that in speaking of the preference for an outcome, separability is implicit?

P. 109/110, end of Section 5.6, on Machina who wants to consider only monetary outcomes, and then John’s desire to individuate more: “For many purposes, this may not be the most convenient way of individuating. But it is the best way for the theoretical purpose of understanding rationality. Furthermore, because it preserves separability between states of nature, I hope to show in this book that it gives access to important discoveries about the structure of good.”

Section 5.7 considers “dispersion of value between states,” i.e., interactions between different states due to disappointment are to be incorporated in the consequences.

It also discusses that for fairness. Fairness is a bit different because it is more process-oriented, depending on the history of the act, and is not so easy to model as experienced emotion in the outcome such as is for instance regret. Several refs are given.
For Broome the special nature of fairness is not a big issue. He apparently does not want to distinguish much between act and consequence, and does not think that permitting the utility of an outcome to depend on the process leading to it is a big restriction. P. 114: “Any value an action or process possesses can perfectly well be counted into the value of its outcome. So that is not the real problem.” I think that dependency is a more serious problem than Broome seems to think. I basically agree with Broome’s discussion, but think the fairness thing makes the theory vacuous for too many preferences will become “inpractical.” Later: that is exactly and entirely what he writes later in Section 5.8.

p. 114/115 discusses again relevance of counterfactuals. He says fairness is a genuine property of an outcome, based on a counterfactual conditional. Compares it to dispositional properties such as “inflammability” of ships, which also holds if they never catch fire. I would say that in such a case the dispositional property stands for nothing but the physical factors from which we derive the dispositional property. Ramsey (1931) wrote nicely about this for poison.

Section 5.8, I completely and entirely agree with every word of it. I think completeness is the major weakness in the EU axioms, exactly for the argument that Broome calls the “rectangular field assumption.” Broome very very correctly points out that his individuation trick to save sure-thing principle, is at variance with the rectangular field property, and that in the latter lies the real problem. Only his one-before-the-last sentence suggests hope that the EU representation as is can be extended to incomplete product sets. That is not true, in such case conditions like continuity lose much of their force, finitistic axiomatizations must be considered which are well known to be hopelessly complicated.

Chapter 6 extends the EU defence, that was given in Chapter 5 for rationality/preference, to goodness.

Section 6.2, p. 132, argues that preferences do not always maximize good because we observe that empirically.

discounting normative: §6.2, p. 134, seems to assume, implicitly without further motivation, that discounting is irrational.

P. 137, footnote *: assumes, and I agree, that rational preference
should be transitive and reflexive but not complete.

Section 6.5, p. 142, Bernoulli’s hypothesis is EU with the “goodness” index as utility.

**risky utility** \( u = \text{strength of preference} \ v \) **(or other riskless cardinal utility, often called value):** P. 146/147, first mentions that U of EU should be a strictly increasing transformation of the goodness index. But why should it be the goodness index, of the same cardinal class? It then argues that that is plausible by thinking similar to tradeoff thinking, and saying that it is reasonable that U is the goodness index. **This is the intuition of tradeoff thinking that I presented in lectures of my youth!** Broome agrees there is no definite proof, last sentence of this Chapter 6: “the hypothesis is defensible, but the defence is inconclusive.” Later, e.g., p. 217, Broome will point out that if the cardinal index for EU and for utilitarianism is the same, then that strongly suggests that these actually are quantities of good.

The text also argues that the cardinal index should be the same for uncertainty as interpersonally. This follows formally from the mathematics of weak separability in both dimensions for matrices (“crosscutting separability,” e.g. if row = person and column = state of nature), by Gorman (1968), leading to additive representability. (The same maths has been used by economists such as Van Daal & Merkies and others under the name “theorem of aggregation”). P. 146/147 (§6.5) will write, on distinctions between various cardinal indexes: “And it is natural to think this an empty distinction.”

P. 149, footnote 19 says Bernoulli’s hypothesis is implicit in vNM, and cites Ellsberg for it.

Chapter 7, p. 152, explains that Pareto optimality cannot be satisfied under EU if persons have different probabilities.

Chapter 8 is on equity, I guess; I mostly skipped it.

Chapter 9 is on inequality.

p. 177 offers some funny citations of ancient writers who discriminated women.

Section 9.3, p. 186, explains that violation of separability due to equity can be removed by describing people’s state not in terms of money, but in terms of “good.”

Broome distinguishes equality within the utilitarian
model, by concavity of individual utilities ("priority view," "individualistic egalitarianism"), and other kinds of equity ("communal egalitarianism") that lead to violation of separability.

Chapter 10, p. 202, summarizes the previous discussions in the "interpersonal addition theorem." General goodness is obtained by summing individual goodneses and taking expectation over uncertainty.

Section 10.2 discusses how the problem of aggregation, applied to uncertainty and persons as dimensions, leads to identical utility for uncertainty as for persons. Then, Bernoulli’s hypothesis also implies that the general good should be the sum of the individual goods.

P. 217: Same U for risk and interpersonal strongly supports it being goodness index. The utilitarianism custom of combining interpersonal addition with expected utility is nicely captured formally in this chapter.

p. 219/220, very correctly, points out that interpersonal comparability of utility is not a conclusion of Harsanyi (1955), but it is a presupposition, needed in the very definition of social welfare ordering.

Chapter 11 is on time preference. To aggregate within a person over time, the person at each time point is considered a separate unit. Broome puts in heavy machinery, "disuniting metaphysics," to justify it. The good of a life consists of the aggregate of the goods at each time point. A thought experiment where a person, halfway his life, is replaced by an exact copy, with identical memories etc., is used to support the claim. "The unifying relations must not be axiologically significant" is written (later, on p. 239) where "unifying relations" are wholistic (interaction) aspects of life time and axiologically probably refers to goodness in some way.

P. 228 mentions an example (from Parfit) that may be the hardest testcase for separability over time, i.e., a person who works all her life to save Venice. The example I always use to illustrate the point is of a person willing to sacrifice his life for a good cause, such as saving other people.

p. 239 repeats that incommensurability is the most serious gap in the normative theories. Broome then says he is inclined !not! to believe the disuniting metaphysics argument. A Dutch movie had an actor, a soldier going to die a heroic death, say in his goodbye letter to his wife: "I did not search for happiness but for meaning."
Book ends with: “The truth of the utilitarian principle becomes, in the end, merely a matter of meaning. It is a matter of choosing a metric for good.” These sentences suggest to me that he takes the work in the same paradigmatic way that I am inclined to, where separability etc. only show how we intend to interpret the primitives of our model.

Reviews of this book:


Hollis, Martin (1992) *Mind* 101, 553–554. Positive and presents main themes; doesn’t try to be deep.


Temkin, Larry S. (1994) *Philosophy and Public Affairs* 23, 350–380. This review is superficial; in particular the listing of arguments against utilitarianism, at the end, is off because Broome’s book discusses each of them extensively. 


{ Only purpose is to point out a mistake that Lewis seems to have made. }


{ paternalism/Humean-view-of-preference: Humean viewpoint: no preference can ever be criticized for being irrational. Moderate Humean viewpoint: only internal consistency conditions (such as transitivity) can be imposed, no other}
criteria for rationality. Broome argues that the moderate Humean viewpoint cannot be maintained in the sense that it must necessarily reduce to the Humean viewpoint, as follows.

Violations of internal consistency can always be avoided by remodeling, by “finer individuation” of alternatives (e.g., incorporating context-dependence in the description of the alternative). Such finer individuation cannot be criticized on the basis of internal consistency and must necessarily be discussed on external grounds.

I personally think that both the Humean and the moderate Humean viewpoint are untenable, and that external criteria have to be invoked in rationality. The viewpoint that only the consistency axioms, and not for instance medical knowledge, is required for rationality, is surely not fruitful in medical decision making!

Probably Broome thinks the same, see end of §1: “I hope this will diminish the appeal of the Humean view as a whole.”

P. 58 (on a book-making reasoning): “It is as though you stole his shirt and then sold it back to him.”

P. 65: “a person’s practical preferences are causally affected by her nonpractical preferences” %}


{% An abbreviated description of the ideas of Broome (1991), with implications for QALYs.

P. 150 2nd para: claims that EU is normative

intertemporal separability criticized: pp. 151–152

Pp. 153-154: risky utility u = transform of strength of preference v; states this point not for strength of preference but for intertemporal utility used in discounted utility.

Pp. 154-155: risky utility u = transform of strength of preference v; states this point not for strength of preference but for intertemporal utility versus a general cardinal index of utility, called “good” by the author.

Pp. 155 bottom: risky utility u = transform of strength of preference v;
states this point not for strength of preference but for a general cardinal index of utility, called “good” by the author, versus EU utility.

P. 156 bottom suggests that intertemporal utility has more right to claim to be a cardinal index of goodness than risky EU utility. No argument is given, but the opinion is repeated three times or so.

P. 154 3rd para distinguishes cardinal in the mathematical sense from cardinal in the sense of index of goodness.

questionnaire versus choice utility: pp. 159-160 suggest that direct judgment may be better for measuring a normative index of goodness that eliciting preferences. %}


risky utility $u = \text{strength of preference } v$ (or other riskless cardinal utility, often called value): Broome believes so at the level of his degree of goodness (§§6 and 7); calls it the expectational concept. His argument is that this is most natural and that there is no natural alternative. He seems not to believe so at the level of rightness (§2), where he says that risk neutrality for rightness in goodness is not plausible. %}


discounting normative; extensively discuss whether or not we ought to discount. Have no strong position, but favor discounting. %}

{% Propose a measure for how much information about unknown subjective parameters to be measured a set of decision problems gives. Such measures are used in recent computer-based adaptive measurements where the new stimulus offered to the subject is chosen to give optimal info given previous choices of the subject, as for instance in Cavagnaro, Gonzalez, Myung, & Pitt (2013, Management Science). But now the criterion is simpler and more tractable, and does not depend on previous choices. I expect that tradeoff-method based measurements do well. They apply their method to the measurement of PT (they write CPT; I mean the 1992 version of their theory). They then use power utility and the 1-parameter Prelec probability weighting family. Pp. 265 ff. show that variations/errors in observations contribute to the DFD-DFE gap, due to positive skewness and the lower bound of 0.

They find, surprisingly, that the stimulus set deliberately chosen by Stott (2006) in fact has more overlap of data estimation than a randomly constructed set by Erev et al. (2002) (p 268 bottom).

Unfortunately, this paper follows the bad terminology of some papers in DFE to let “diminishing sensitivity” refer only to utility curvature and even equate the two.

This paper finds, again, that estimations of loss aversion are not stable. The authors add an argument to the many existing: that there often are not many mixed lotteries and only those contribute to the estimation (p. 269 3rd para). %}
They find endowment effect with 20 chimpanzees for objects of value. Unsurprisingly, there is no discrepancy for objects that are of no value anyhow.


Replicate Plott & Zeiler (2005) but without anonymity, showing that familiarity with the procedures drives it rather than anonymity.


random incentive system: Test the random incentive system for choice lists with all choices on one page, and then each choice on a separate page. Take as gold standard, as is common, single choice. Then the separate presentation is not significantly different from the gold standard, but the one-page treatment is. However, the separate treatment gives more intransitivities, unsurprisingly, which I interpret as noise and deviation from true preference. The authors are more optimistic about the isolated treatment and claim that it is incentive compatible so that, as they claim, intransitivities must be true preference.


A meta-analysis on loss aversion. The mean found is 1.824, lower than 2.25 found by Tversky & Kahneman (1992) but higher than I thought. And continue to think; oh well.

{\% Test Epstein-Zin preferences. %}\}

{\% Consider DUU with real outcomes, so outcome-wise mixing. Consider risk measures, being functionals that satisfy translation invariance (\(\equiv\) constant absolute risk aversion = homotheticity), convexity, and some other properties, and discuss many examples satisfying these conditions such as CEU (Choquet expected utility) with proper restrictions. %}\}

{\% A generalization of more risk averse of Rothschild-Stiglitz, allowing for a sort of positive correlation between the noise-lottery added and the base lottery. %}\}

{\% Find evidence for rank dependence. %}\}

{\% Version of April ’04:
inverse-S: beginning has nice survey.
Paper discusses large and small probabilities without relating them to outcomes/rank-dependence.
Use range-frequency theory (RFT) of Parducci (1965, 1995) to explain inverse-S probability weighing. According to RFT, we are extra sensitive to stimuli in regions where there are many observations/experiences, and insensitive...}
in regions where there are few. Thus, if we more often encounter small and large probabilities, then we will be extra sensitive towards them. Difficulty is, what should we take as set of experiences? All probabilities we ever saw in our life, all probabilities occurring in the experiment we participate in so far, or only the probabilities occurring in the prospect now considered.

The theoretical discussion is nice, but testing these hypotheses empirically is not easy. The authors nevertheless try and, e.g., answer how frequent they think that probabilities appear. %}


{% P. 489 seems to argue for conditioning on ancillary statistic, and cite Fisher, Savage, Cox. %}


{%
foundations of quantum mechanics %}


{%
updating: discussing conditional probability and/or updating%


{%


{%
There were 5 hypothetical risky decision questions (imagine your income would either double or …), used to measure risk attitudes. They are negatively related to their children’s test scores and attending college post high scholes. %}


His first name, for friends, was Bertus. Full: Luitzen Egbertus Jan


Complexity here refers to number of choice alternatives available, and number of attributes. It is not related to event splitting.


The paper studies local versions of superadditivity. The results suggest that superadditivity is a global property, quite disconnected from local properties.


Uses real incentives for gains; **losses from prior endowment mechanism**;

Zurich 2003 179 subjects, 50 lotteries
Zurich 2006 118 subjects, 40 lotteries
Beijing Nov. 2005 151 subjects, 28 lotteries
Determine CEs (certainty equivalents) from choice lists, and fit PT. Do mixture models. Optimal result is with 2 groups, one (20%) doing EV and the other doing PT with all the patterns of T&K’92 confirmed

concave utility for gains, convex utility for losses;
inverse-S; find it using Goldstein & Einhorn (1987) family.

risk averse for gains, risk seeking for losses

reflection at individual level for risk: It is in their data but they do not report it.

Have no mixed prospects and, hence, model and measure no loss aversion.

For gains, Chinese students are less pessimistic and more likelihood insensitive than Swiss students. They also have more concave utility and, because CE data may not separate utility well from probability weighting (collinearity), it was not clear to me to what extent the higher concavity of utility drives the lower probability weighting.

The authors are happy about each subject clearly falling into one of the two categories (w, probability weighting, linear or nonlinear). I did not understand what else could happen than these two. There are few subjects of the “ambiguous type” (between the two categories, with p = 0.4 of being one catefory and p = 0.6 of being the other, as an example they give) but I don’t know if their probabilistic models give much space to such types in, say, randomly generated choices for instance. %}


---

The authors test 1992 new prospect theory (PT) against salience theory (ST), using Allais paradox stimuli where lotteries are either correlated or independent. PT predicts equally many violations in each case, ST predicts some violations in the case of independent lotteries but not if correlated. There have been studies into this before, but this paper is way more thorough. The authors apply finite mixture models, finding that 28% of subjects to EU, 38% to PT, and 34% do ST. They also find that subjects doing ST have more preference reversals than other subjects.
An important point is how stimuli were presented, collapsed or not, correlated or not, and with common outcomes saliently visible or not. It has been found in the literature, in the 1990s, that the common consequence condition (sure-thing principle) is not violated much if common outcomes are saliently presented. It has then been argued that subjects may then ignore common consequences, thus satisfying EU, not because this is by true preference, but only because it is an easy heuristic to simplify the task. Unfortunately, I cannot produce references for this now.

The authors are more positive about salience theory than I am. Their implementation is as much regret theory as salience theory. %}

{% They study risky choices where the outcomes can depend on the skills of the agent. This is not easy to model with standard models, where truth of states of nature is outside the agent’s influence, unlike with moral hazard and the like. %}

{% inverse-S: Fifty-fifty is principle of complete ignorance is extreme case of inverse-S. This paper conjectures, and finds confirmed, that more fifty-fifty reasoning occurs (a) for singular than for distributional formats (b) less controlable events (c) less numerate respondents (d) less educated respondents. (cognitive ability related to likelihood insensitivity (= inverse-S)) (c) remains after correction for age and education. %}
Subjects can estimate probabilities in percentages. Those that estimate 0% get a refined scale for probabilities close to 0 and, obviously, many then go some above 0.


(Algemeen Dagblad is a daily newspaper, with 300,000 copies per day, and is the 2nd largest newspaper in the Netherlands.)


People prefer to predict unknown result of toss of coin before toss to after toss. So, source dependence of information relates to timing, although it here always is known probability. It, hence, provides a case where known probability is not really one source. Introduction gives references to source-preferences.

This paper argues that the difference between pre- and post-diction, usually ascribed to magical thinking, can have other causes, using open-ended questions to subjects to find out. The authors find many other causes, but point out a limitation to their study on p. 24 l. 3: “Of course, we cannot rule out the possibility that some subjects might have been reluctant to disclose their belief in magic.”


If expected value can be increased by increasing probability or increasing outcome, then what will subjects prefer? The author tests it.


Shows that decision error decreases with risk aversion.

Study risk aversion (measured through choice list of Holt & Laury 2002), and ambiguity aversion, choosing from known/unknown urn. Do it individually, group process of unanimity rule, and group process of majority. Find increased risk aversion in group processes, but no significant differences for ambiguity attitude. The authors use the smooth model to analyze ambiguity through parameter $s$ in Table 3, but I did not see specified how they chose the second-order probabilities. %}


Use smooth model to analyze that, for instance, ambiguity aversion increases demand of insurance. They test particular theoretical inequalities in an experiment. %}


The authors discuss Pareto’s views on utility, and connect them to modern issues, in particular Plott’s discovered preference hypothesis. To cite someone opposed to Pareto, they often cite Pantaleoni.

On a few points I disagree with the authors:
1. They assume that behavioral economists do not accept the revealed-preference paradigm but want introspective psychological inputs. The same claim is made by
Angner & Loewenstein (2010). I think that the link is less strong, and disagree with both these teams. Behavioral economists point out problems for revealed preference, are often close to psychologists, and their work gives support to abandoning revealed preference. But behavioral economics does not necessarily abandon revealed preference. It is still essentially within the revealed preference paradigm, showing there are more problems there than thought but yet to be resolved. For example, virtually all papers by Kahneman & Tversky use only revealed preference inputs.

2. I disagree much with the suggestion, on p. 152 ff., that part of diminishing sensitivity correspond to reference dependence. State-dependent reference points is a research interest of Sugden (e.g. his 2003-JET paper), but he/they got carried away thinking that Edgeworth’s diminishing marginal utility be that. On p. 153 the authors write: “it is surely significant that he [Edgeworth] was aware of the reference-dependence of preferences, ..” It concerns the point that if I ate 2 apples each of the last 10 days, then I like an apple less today than if I didn’t eat any for 10 days, an aspect of diminishing marginal utility put forward by Edworth. Contrary to the suggestions of Bruni & Sugden, this is not reference dependence. It is simply intertemporal dependence, dependence on PHYSICAL CIRCUMSTANCES. It is completely standard in economic analyses. Reference-dependence concerns only framing situations, where the physical circumstances are the same but the PSYCHOLOGICAL PERCEPTION is different, something which is not standard in economic analyses.

§6 criticizes the discovered preference hypothesis, arguing that (1) if preference converge after learning the limit need not be true preference but may be ad-hoc learned heuristic (the shaping hypothesis); (2) many choices in our life must be made without chance to learn from repetition; (3.a) even if people learn preferences, these need not be consistent or context independent; (3.b) in substantive justification of consistency, amounting to assumption that people maximize some (objectively measurable) index such as happiness, how justify this measure? Probably requires resort to psychology, exactly the thing that Pareto and many economists don’t want. %}

{% If consumer is not certain to find optimal consumption bundle, then this can generate risk aversion for gains but risk seeking for losses, as posited by prospect theory. %}


{% decreasing ARA/increasing RRA: Find support for constant RRA (p. 714 4th para; p. 734 ) + inertia (p. 714 last para; p. 734), and against habit formation (p. 733 §III 1st para). Use household-level panel data from the Panel Study of Income Dynamics, covering a period of about 20 years (p. 714). %}


{% In this paper, subjective probabilities (beliefs) can be chosen so as to maximize utility. For instance, in a prospect 100\textsubscript{0.50} you can believe that you get 100 with probability 1 and thus get the highest possible (expected) utility, so, this is what you then do. It is a Baron von Münchhausen way to get more utility. (He got himself out of a hole by very strongly, with his own hand, pulling his shoe leashes, thus lifting himself up, at least this is how his own story goes.) However, if decisions are to be taken then such misbeliefs can lead to suboptimal decisions. Then the optimal tradeoff between decision utility lost, and Baron-von-Münchhausen utility gained, has to be made. %}


{% %}


{% Does this paper contain the famous model? %}

{% real incentives/hypothetical choice: compare them in the health domain and find no difference, supporting the use of hypothetical choice.

NB = 179 patients were asked hypothetical WTP for self-management equipment for testing blood for anticoagulation therapy. They did not know that later they got the change to really buy. The actual decisions were well consistent with the hypothetical declarations. %}


{% Updated for new releases of SPSS %}


{% %}


{% Nudge shows that in some situations behavioral economics (BE) can lead to improvements of decisions with no, or very minimal, paternalism. This is remarkable because it proves that behavioral economics can have some things to offer without commitment to paternalism. It, obviously, does not say that BE should do this in all situations, or that in all situations paternalism should be avoided. In many situations it can’t. Li, Li, & Wakker (2014, Theory and Decision) argue for this point. The authors here discuss behavioral law economics (BLE), and seem to equate it with nudge. Then they go at great length to argue for the obvious: that nudge does not work in all situations, and that paternalism and optimization beyond nudge shouldn’t always be avoided. %}

**information aversion**: Paper assumes RDU with probabilistic sophistication as normative, as in her other works, but points out that the argument holds in general. She then shows how nonEU can lead to aversion to info, and gives philosophical background. It would be nice if she would explicitly relate to the dynamic decision principles of Machina (1989 JEL), as in Brocas & Carrillo (2000) for instance.


She defines faith as accepting something and not being willing to/not being interested in searching for falsifying evidence. She justifies the latter by her work (2012 Philosophical Perspectives) on aversion to info which can happen under nonEU.

**tradeoff method**: is used in axiomatizations.

Axiomatizes probabilistically sophisticated RDU under uncertainty; i.e., Quiggin’s RDU for risk only now with the probabilities subjective, derived from acts. The author argues for this as a rational model. Many philosophic discussions on interpretations, normative status, and so on.

P. 81 points out that the author makes her claims only in situations where imprecise probabilities are no issue. Cases where (subjective) probabilities are felt to be imprecise, as in the Ellsberg paradox, are outside the scope of this book, as the author writes.


**free will/determinism**: Takes issue with Van Inwagen’s rollback argument (see my comments at his paper). Argues that indeterminism can lead to free will in ways different than probability/chance.

On blaming and the necessity or not to use information beyond doubt (credence) or partial beliefs there. 


**tradeoff method**: Is used in axiomatizations. This paper discusses the author’s preferred REU model, and its axioms. 


**Newcomb’s problem**: there is quite a bit of this, with nuances on different kinds of causality and causal decision theory.

Discusses preference axiomatizations, their normative and descriptive status, but also their interpretive status. The latter means that we interpret, for instance, subjective probabilities and utilities derived from decisions as reflecting the state of the agent, and as genuine beliefs and happiness. If deviation from EU, the descriptive approach will simply turn to other model. The interpretive view will not do so, because beliefs and happiness are taken to be as in EU (almost by definition). They will rather search for alternative interpretations such as taking outcomes more complex. The interpretive view says that preferences deviating from EU (or whatever is taken as the appropriate theory) do not really reflect the preferences of the agent. They search for an idealized version of the agent. I am sympathetic to this view. 


Seems to defend a position on equality between Rawls and Harsanyi. 

“Rationality or irrationality as an attribute of the social group implies the imputation to that group of an organic existence apart from that of its individual components.”


\[ \alpha E_0 \sim \alpha p_0, \text{ for } \alpha > 0, \text{ defines objective probability } p \text{ as the matching probability of event } E. \text{ If a person does not do EU but weights probabilities, and does so the same way for objective and subjective probabilities, then the matching probability } p \text{ still is the subjective probability of } E. \text{ (P.s.: even, more generally, under all probabilistic sophistication.) However, if the weighting function is different for objective probabilities than for subjective ones (as in the source method of Abdellaoui et al. 2011 American Economic Review), then this is not so. This is what this paper points out. It calculates through many numerical examples with many weighting functions to illustrate this point again and again. This is what this paper does.} \]


**proper scoring rules:** Not really that, and rather scoring of exams in education, but with many related debates. For example, that even if two scoring rules are equivalent and only linear transformations of each other, one that uses loss scores may be perceived differently (p. 285). And points like if there is a critical level to pass, subjects may have to be risk seeking or risk averse (p. 283 ff.). And that it may be a burden to the subjects just to understand the strategic aspects of the
scoring rule, and to be aware of their level of knowledge (p. 278 penultimate para and elsewhere). %}


Subjects choose under ambiguity for losses (*losses from prior endowment mechanism*), where ambiguity is generated by giving probability intervals. Some simple decision models are compared, but they do not allow for subjective parameters. %


It is well known that in expert aggregation, it is sometimes better to combine the best and, say, the 3rd best expert, rather than the best and the 2nd best expert, because the latter two are too closely related to each other and don’t add much to each other. This is the starting point of this paper. It proposes to select experts on the basis of how much their marginal contribution is to the rest of the group. Contribution can be measured, for instance, in terms of a proper scoring rule applied to some aggregation of the experts. The paper presents three data sets where their measure performs better than taking the best experts based on past performance. Topic for future research is to find out how general this superiority is or to what extent it was just because of the data sets chosen. Maybe some theoretical observations on when this approach is better than others and when not. Note that instead of marginal individual contribution, many other contribution indexes could be considered. Cooperative game theory has many proposals, such as the Shapley value. %


{**%** dynamic consistency: test of RCLA %}

{% Take lotteries with vague probabilities (“probability is between 0.03 and .07”), or with vague outcomes (“gain is between $45 and $105”; ambiguous outcomes vs. ambiguous probabilities). Common decision theories could take this as two-stage uncertainty, where the second stage is nonprobabilized. For vague outcomes, the authors evaluate the second stage not by $w_1 U(x_1) + (1-w_1)U(x_2)$ etc. as common theories would do it, but by $U(w_1x_1 + (1-w_1)x_2)$. Could be interpreted as a very special case of Kreps & Porteus (1978). For vague probabilities they do a similar $w_1 p_1 + (1-w_1)p_2$, where the $w_1$ and $w_1$ are indexes of optimism/pessimism. Could be rephrased as rank-dependent probability transformation. They ask for certainty equivalents. Probably because of scale compatibility, as the authors mention on some occasions but not on others, the subjects are thereby more sensitive towards vagueness in outcomes.

  **ambiguity seeking for losses**: Subjects were ambiguity seeking for vague outcomes and probabilities for gains, and ambiguity averse for losses. This is hard to understand for me. %}


{% https://doi.org/10.1038/nclimate2194

**inverse-S and a-insensitivity**: Abstract: “As predicted, laypeople interpret IPCC statements as conveying probabilities closer to 50% than intended by the IPCC authors.”

2nd column on 1st page concisely summarizes main findings on verbal probabilistic statements, including: “recipients of verbal forecasts interpret them as less extreme and more imprecise than intended by the communicators.” 2nd column last para:

“Responses [by readers assessing probabilities meant by authors] were highly regressive.” Negative worded phrases were even more regressive. The authors propose an alternative presentation that gives more precise and less regressive understanding.
P. 3 l. –4 ascribes the inverse-S phenomenon to cognitive factors (cognitive ability related to likelihood insensitivity (= inverse-S)).%


P. 68: “This section is based primarily on our recent comprehensive review of the probability estimation literature (Wallsten & Budescu, 1983). In that review we claimed that subjective probability is an unobservable indivualized theoretical construct and that it must be evaluated by the same criteria that are usually applied to such psychometric and psychological constructs.”

(derived concepts in pref. axioms)

Imprecise probabilities: Argue that upper and lower probabilities can be more natural than precise probability. Carefully use the term vague instead of the current ambiguous. Carefully argue that second-order probabilities should be considered as precise rather than vague probabilities. Nice citations, e.g. from American politicians. %


Makes reasonable assumptions about errors in probability judgments and then argues that these cannot account for much of overconfidence. %


{\% Argue, and I agree, that vagueness would be a better term than ambiguity. People do not prefer numerical descriptions of uncertainty to verbal, which means that they are not ambiguity averse (pointed out by Heath & Tversky 1991 p. 7 top). \%


{\% real incentives/hypothetical choice: Use real incentives; each subjects plays some of the choices for real. They also said to the subjects that they’d really implement losses (pp. 187-188), but in reality manipulated their computer program to ensure that no subject lost (p. 190) (= deception when implementing real incentives)

Pity that only N = 22. But each choice was replicated 12 times, over different sessions!

Find support for reflection and the form of the value function of prospect theory, also through intransitivities. **concave utility for gains, convex utility for losses:** value function is indeed concave for gains, convex for losses, and exhibits loss aversion.

P. 190: different choices of one individual in the same session are not independent.

P. 193: more risk aversion for gains than risk seeking for losses.

**reflection at individual level for risk:** They beautifully support this, both with direct preferences and with negative correlations between risk aversion for gains and losses (p. 192). Also with intransitivities.

**risk seeking for symmetric fifty-fifty gambles:** Their last three prospects (j, k, m in Table 1) are of this kind, but are not directly compared to 0. They are compared to each other. Then there is massive aversion to increased variance (pp. 192-193). \%}


Seems to propose neglect of small probabilities so as to resolve the St. Petersburg paradox. Seems to take as example a probability of $1/10189$ for a fifty-year old man to die within the next 24 hours, which, he says, people
perceive as zero.

Menger 1934, footnote 6, gives the following bibliographic info. 

Buffon, (1777) “Essai d’Arithetique Morale,” supplement to Volume IV of the *Histoire Naturelle*, pp. 72 etc.

{% real incentives/hypothetical choice: for social preferences, it matters. %}


{% Proposition 2.5: that superadditive capacity has superadditive Choquet-integral. %}


{% %}


{% %}


{% Z&Z %}


{% anonymity protection %}


{foundations of probability; discusses to what extent probability is “subjective”}


{probability elicitation;}


{Dutch book: p. 24, last paragraph: de Finetti (1974) shows how an individual’s quantitative assessments on uncertainty must become effectively a probability distribution to avoid becoming a perpetual money-making machine. Ch. 4 has didactical explanation of n-th order stochastic dominance. simple decision analysis cases using EU: exercises Ch. 3 (p. 63 ff.) & Ch. 10 (p. 204 ff.)}


{ }


{https://doi.org/10.1007/s10683-021-09722-x probability elicitation}

Test the BDM mechanism, and its complexity, for belief elicitation.}


{https://doi.org/10.1287/deca.2020.0415}

In the theoretical analysis the authors consider risk and intertemporal joined, with lotteries over outcome streams. In the experiment, though, they measure risk
attitude and time attitude separately. They assume the Epstein-Zinn model, where the separate measurements are enough to give the entire attitude, but it is based on expected utility. In a large sample (N=1153), they investigate the relation between these attitudes.%


Measure introspective happiness of lottery players. Players derive extra happiness prior to the lottery realized, not if they gain small amounts. The authors argue for intrinsic utility of lottery playing.%


Decreasing/increasing impatience: find evidence against present bias.%


**Newcomb’s problem**%


This paper gives a simple, but appealing, decomposition of vNM independence into betweenness and a condition that can be interpreted as homotheticity. Betweenness requires that every indifference class is an indifference set of an EU model, so, is linear in probability. Homotheticity requires that indifference classes are parallel. The two conditions together are equivalent to independence. Note that, given homotheticity, it is enough to require that one indifference class is linear, which then implies that they all are, so that the two conditions have considerable overlap. In an experiment, 1/3 of subjects violated homotheticity, 1/3 satisfied homotheticity but violated EU (so, assuming the technical axioms (which is a nontrivial assumption), they violated betweenness), and 1/3 satisfied
EU. The author cites many ideas related to homotheticity.

For RDU (and PT for gains), homotheticity is equivalent to the weighting function being a power function. Accordingly, it cannot accommodate the common inverse-S. Now consider the 1/3 of subjects that satisfy homotheticity but violate EU. (The author’s discussion section at the end is on this.) Can we conclude that they must violate betweenness? Can we conclude that RDU with inverse-S probability weighting is violated? May seem so at first sight. But is not really so. The reason is that the axioms of completeness and continuity interfere. If we say that subjects satisfy homotheticity, all we can claim is that in the finite set of observations made we did not find a violation. We do not know if the condition is satisfied everywhere. This problem is of a more serious mathematical nature than first meets the eye. To explain, it may well happen that a finite number of observed preference neither violate homotheticity nor betweenness, but there is no way to extend these preferences to a preference relation that satisfies these two conditions and also completeness and continuity. That is, it cannot satisfy EU. There exist finite sets of observed preferences that satisfy all cancellation axioms of order 100 and lower, but still violate higher-order cancellation axioms, so that they violate EU. These are violations of a very complex combinatorial nature, not captured by simple axioms such as betweenness or homotheticity or anything else that is simple. Such finite sets cannot be extended to preferences that satisfy completeness and continuity and low-order cancellation axioms. %}


A convenient tool for testing a revealed preference axiom for uncertainty (GARP). The paper considers two-outcome acts, so one event and its complement for each act, a given probability interval $[p, 1-p]$ for the event, and $\alpha$-maxmin evaluation, called Partial Ignorance Expected Utility (PEU). Note that the set of priors is objectively given here and extensively manipulated, making the domain different than in most other experiments. The real probabilities selected from the probability intervals were actually determined by volunteers, inserted in sealed
envelopes, unknown to the experimenters. In the subjects who can be classified, 48% were uncertainty averse, 22% were seeking and 30% was neutral. %}


{Men’s risk attitudes are not changed if getting alcohol, but women get more risk seeking from alcohol. %}


{ %}


{% real incentives/hypothetical choice: Find a difference. Do an Allais paradox with (0.20:$5, 0.05:$5, 0.75:C) versus (0.20:$10, 0.05:$0, 0.75:C), for C = 0 and C = $5. Do real and hypothetical. In hypothetical there are 10 violations of EU (of n = 25), in real 3 (of n = 25). The consistent choices were virtually always choosing risky twice. In real incentives, both prospects are played, generating income effects that are extensively discussed. %}


(This edition is the third, thoroughly extended; earlier editions were published in 1963 and 1964. In particular, the material on dynamic choice under uncertainty, Ch. 5, had not been published before.)


Ch. 5 is fascinating. It precedes Hammond (1988) and is well written.

Burks studies dynamic choice under uncertainty and derives sure-thing
principle from dynamic principles. A person “marks” decision trees, i.e., indicates his moves at every decision node. He does so a priori, all is a priori. Thus we can, strictly speaking, not discuss forgone-event independence and DC (dynamic consistency). However, Burks does show how a sort of combination of those plus some more implies the sure-thing principle. The sort of combination is invariance (Axiom IVA), saying that choices in subtrees should not be affected by what happens in the rest of the tree. It comprises most of forgone-event independence and DC (it is Alias (a') => (c)). The little more of DC’s implications that is required to derive sure-thing principle. Is provided by normal form equivalence which, given restriction to prior choices throughout, is quite weak (Alias (c) => (e)) and then gives the sure-thing principle because it also implies RCLA. Let me repeat that I am automatically assuming the logical equivalence axiom restricted to single nodes. In fact, logical equivalence regarding collapsing of subsequent chance nodes also implies RCLA.

In summary, invariance IV(A) does most of the job (Alias (a') => (c)), being all of forgone-event independence that is needed and part of DC, normal form equivalence does the rest (Alias (c) => (e)), so, the rest of DC and RCLA.

Burks deserves priority for the derivation of the sure-thing principle from dynamic principles over Hammond and others. Argument against it could be that invariance IV(A) is strong and comprises most of sure-thing principle. However, I feel that the essence of dynamic principles is present here. A further argument is that Burks discusses posterior choice on p. 307/308 when he explains why he violates EU in Allais paradox. Here he makes clear that he wants to preserve forgone-event independence (interpreting it, informally, as invariance IV(A)) thus give up DC.

Also Burks’ work on these delicate issues is accurate and free from the ambiguities found in so many other works on these issues.

Now follow detailed comments.

=*=*=*=*=*=*=*=*=*=*=*=*=*=*=*

!!!

It is important to note that all is done a priori, i.e., before the tree really unfolds and uncertainties get resolved. So, it can be considered prior planning in the being-commited-to-it sense. That appears, e.g., from p. 255 second paragraph
(“he does not know”).

!!!

Preface has said that Chapter V is new in this edition. Footnote at p. 251 says the theory was developed in a first version in the early 1960s and benefited from discussions with Savage.


P. 270 discusses conditional ordering of uncertainties axiom, similar to Epstein & Le Breton.

Work does not assume state space a la Savage but statements and logic, because the main subject of the book is inductive logic. (p. 302/303 discusses more) Does not formalize the complete set (algebra?) of atomic statements. For the decision under uncertainty literature it would have been easier if the book had formally defined an underlying state space and had related the events to that. Another reason why it would have been preferable if a state space or a complete set of atomic statements had been formalized is the following. As it is now, it is not clear if at all an event in one tree can be identified with another event in another tree or that, differently, in the description of events would be contained the dynamic context (tree) in which it appears. From the context it becomes clear that it is the former. Events are atemporal and in themselves do not contain information on sequencing or ordering.

p. 254 l. –5: “sequence of statements” is as a partition.

p. 255: second move by adverse opponent is unfortunate assumption. It better be hypothetical.

P. 256/257: details about impossible events are best skipped at first reading. (Subjects are not required to mark decision nodes off the optimal path.)

p. 257, bottom, shows that trees are atemporal (given that events are atemporal). “An act in the most general sense is an assignment of consequences to logically possible universes. A choice tree represents a set of acts. In marking a choice tree by the rule just stated, a subject chooses one or more acts from this set.” P. 273 l. 10/11 will repeat that, adding “The assignments are explicit in a normal form tree, implicit in other trees.”

p. 258 defines normal form act expression, assigning to each event of a partition a consequence. They do not refer to the decision tree they come from because it can be inferred from the context that events do not contain ordering/time information.
p. 258 l. – suggests that events do not contain ordering/time information:
“many logically equivalent normal form expressions that represent the same act “

p. 259: tokens of subtrees: The assumed prior information is formulated separately! Only with the same prior information, there is therefore reason to treat them the same.

p. 260: Universe description is a set of atomic statements. I’m not sure if it’s really the overall total or if it’s just restricted to some context (p. 261 l.7 suggests “choice basis” is a kind of context).

p. 260, 4th paragraph: As does Savage, it considers all acts, i.e., all mappings from events to consequences, “since any consequence can be assigned to any universe.” The paragraph also suggests further that Burks has a Hammond model in mind where decision trees serve no other purpose than illustrate normal-form acts. See also p. 308, second paragraph: “Now the value of an act or strategy should depend only on its assignment of consequences to possible universes, not on how the content of a universe description is distributed along a path through the tree.”

p. 261 wants to put limit to (length of) decision trees to be made for a “choice basis,” does that informally.

p. 262, l. 3 “complete sets of choice trees” is Hammond-like set of decision trees

p. 262, Section 5.3.1, 2nd sentence of second paragraph, suggests that the whole analysis would best be restricted to one complete choice set.

p. 263, logical equivalence axiom: Within one chance node, propositions can be combined according to logic and the prior information that the chance node is conditioned on. In the state of the worlds model it means collapsing of events with common outcome.

p. 265 shows that logical equivalence axiom encompasses RCLA (merging successive chance nodes).

It also encompasses merging successive choice nodes.

P. 264 l. –6 to –3: Later texts will show that Burks means here only same tokens of a subtree conditioned on same information !!and within the same tree!!, so at the same choice node. See also p. 265 lines 10-14. It is very explicit in the first sentence of the 4th paragraph of p. 265 (The second part of the axiom applies to a single tree.) and the footnote on p. 268. The condition might be dropped because it will be implied by invariance IV(A).
P. 266, subset axiom is IIA.

p. 268, Invariance is two parts, IV(B) (ordinal state independence), and then, the most crucial of all axioms, invariance IV(A). The latter is Alias (a') => (c). It therefore probably entails forgone-event independence (though Burks here did not commit to anything in Alias (b)) and the main part of dynamic consistency.

Following the condition Burks writes: “requires the subject’s choices in a subtree to be invariant through ... changes in the rest of the tree of which it is a subtree.”

p. 273 formulates normal form acts. The fourth paragraph goes through some trouble so as to choose exactly one of the many logically equivalent versions. Readers not interested in logical equivalence issues can skip.

Section 5.4.1 on normal form equivalence is just Alias (c) => (e), because all choices are taken prior. So, it only says that a strategy in en extensive tree, valued a priori, can be identified with the belonging single-stage act.

Section 5.4.2 gives the main result of the analysis, i.e., it derives Savage’s sure-thing principle (“the partial act theorem”) from mainly invariance and the normal form equivalence axiom. The derivation is presented on p. 279.

P. 299 compares to Savage’s discussion of the sure-thing principle. But the informal (P2i) is none too clear and neither is Burks’ discussion thereof, mainly because the decision-interpretation of the antecedent in it is unclear.

p. 303, bottom, introduces the mathematically trivial but conceptually useful notion of potential coherence, which for a finite set of choices means they can be extended to a complete infinite set satisfying structural richnesses, in short, it can be represented by SEU.

dynamic consistency: favors abandoning time consistency, so, favors
sophisticated choice: p. 307-308

Section 5.6.2, p. 307/308, is very crucial. It is the only place where Burks discusses posterior choice, i.e., after receipt of information. Here he discusses Alias (b). So, here we can see whether he would rather give up forgone-event independence or DC. Burks in fact favors deviation from EU in the common consequence Allais paradox; he prefers sophisticated choice, i.e., giving up DC.

Section 5.6.4, p. 320, is a confusing sentence: “The very idea of a strategy of plan of action is to make choices before one is forced by circumstances to do so, and this involves deciding how one would act in various situations.”
It shows, first, that choices are assumed a priori indeed, as I have interpreted it throughout. But then it suggests that the choices are not committed, which is not at all like my preferred viewpoint. It might be interpreted as planned choice that is not committed, a notion that I do not like. Then it combines particularly bad with his text on p. 307/308 which suggests that after resolution of uncertainty he would deviate from prior plan.

The text is less troublesome if one interprets Burks’ sentence as sophisticated choice, and “make choices” means “plan choices.”

P. 534, §8.4.2: Pierce’s dispositional-frequency theory of probability (“would-be”); i.e., that it refers to hypothetical situations. %


{% cognitive ability related to risk/ambiguity aversion:
Measure cognitive skills, and risk aversion (fitting EU with power utility), intertemporal choice (quasi-hyperbolic) and two game situations (repeated prisoner’s dilemma and job attachment). There is positive correlation between high cognitive skill, low risk aversion for gains, low risk seeking for losses, and small impatience regarding both parameters of quasi-hyperbolic. (Similar things for the two game situations.) Thus nice evidence supporting rationality of expected value maximization.

For risky choices random incentive system (not clear if/how they implemented losses).

real incentives/hypothetical choice: for time preferences: for intertemporal random incentive system between-subjects (paying only some subjects) %


{% Use their well-known data set on truck drivers. Test how $\beta$ & $\delta$ from the quasi-hyperbolic model predict all kinds of behavior, and also two introspective questions (surveyed impatience and impulsivity). The latter do not do well, and $\beta$ and $\delta$ fare better. Present biased (low $\beta$) subjects ar more likely to smoke, leave
job, and wash out of training. Low discounting (high $\delta$) means less smoking, better credit, and lower absence of work (p. 309 & pp. 314-315).

**random incentive system between-subjects**: p. 310

P. 311 bottom: they allow and get some $\beta > 1$, entailing violation of impatience.

P. 318 middle: Effect of $\beta$ is improved if we correct for $\delta$. Effects of $\delta$ get overstated (authors’ interpretation) if not controlling for $\beta$. The authors, hence, argue for including both parameters in analysis, e.g. in last sentence of paper:

“Further, our regression results suggest that it might also be the case that gathering just 1 or $\gamma$ is a mistake, we find that the prediction of outcomes is more robust when both measures are included.”


{%- Kirsten&I; varies upon Diamond (1965) by deriving impatience under different continuity assumptions. %}


{%- %}


{%- ratio bias: Find it, but for stimuli other than probabilities; show that $100 per month is weighted less than $1200 per year, because of denominator neglect (latter is nice term): People weigh the numerator more than the denominator. Thus a chance of 10/100 at a good prize is preferred to a chance of 1/9. They cite many papers on it, and add two (hypothetical-choice) experiments demonstrating it. %}
Endowment effect occurs when people are endowed with a unit of something. When they are endowed with multiple units, it gets attenuated. So, 20 chocolates attenuates it, but one box with 20 chocolates does not. 

Consider nonarbitrage if there is also ambiguity, and no as-if risk neutrality. Example 2.5, p. 1213, gives an example. There is friction with the buying price strictly above the selling price. Under convexity as common in finance, then often maxmin EU pricing holds. §3 is on the efficient market hypothesis. That is, common concepts are weakened to fit into ambiguity models.

Considers some nonexpected utility models that use similarities between prospects. A similarity based on Euclidean distance works best.


{\% error theory for risky choice;

  Best core theory depends on error theory: seem to find that. %\}


{\% Explain quantum decision theory. Seems that §9.1.2 accommodates Ellsberg, but can only get universal ambiguity aversion, neutrality, or seeking, and not insensitivity. %\}


{\% What title says. %\}


{\% %\}


{\% time preference; %\}


{\% Introduced decision field theory. %\}

Dynamic consistency; test DC versus forgone-event independence (often called consequentialism; they call it consequential consistency). They find that dynamic consistency is violated but forgone-event independence not. For gains they take money, loss outcomes (“punishments”) consist of solving arithmetic problems.

Their term strategic consistency is what Luce (2000) calls consequence monotonicity. %}


Game theory for nonexpected utility; PT, applications Analyzes bargaining under PT assuming various reference points. Many nice references to related papers. %}


Test error theories for preference reversals for DUR. The basic Fechner model assumes that the error in evaluating an option is independent of context (i.e., choice alternatives) which is not satisfactory if, for instance, there is a dominance relation between the options considered. A Blavatskyy (2009, 2011) error model that corrects for violations of dominance, and a random preference model (EU with CRRA) fare better. %}


Use introspective strength of preference measurements in addition to risky choices to fit data. I regret that the authors only cite Butler & Loomes (2007) (B&L) twice for details, and not as regards the fundamental issue. B&L not only used preference, but two categories:

(1) I definitely prefer lottery A;
(2) I think I prefer lottery A but I am not sure;

The present paper uses four categories:
(1) A is very much better
(2) A is much better
(3) A is better
(4) A is slightly better
(Can say eight categories, as in the authors’ terminology, if you add the four where B is preferred.)

B&L consider choice imprecision/confidence. The present paper considers strength of preference. These concepts are closely related and subjects will perceive them as about the same. B&L indeed write that their choice confidence refers to an underlying concept of strength of preference (e.g. their p. 283 bottom). The methodological discussion of using these concepts in economic choice is the same.

The authors show that their strengths of preferences are responsive in sense of becoming stronger if an outcome of the preferred lottery is increased, for instance. They discuss to what extent strength of preference is related to choice error and gives new insights into it. It can give further insights into violations of independence and preference reversals. As always, salience interferes. If one lottery is almost identical to another but has stochastic dominance, then utility difference is small but the preference is completely clear. %}


{% random incentive system: used this for choices, but not for their strength-of-preference questions. P. 286 suggests that the latter cannot be incentivized.

error theory for risky choice; real incentives/hypothetical choice:
discussed on p. 293. The authors use much introspective kind-of strength of preference judgments, discussed at length on p. 293. Do traditional strength-of-preference stimuli where certainty equivalents are derived from choice-list like questions. At each choice the subject not only expresses preference, but also the introspective question of whether the preference is sure or only probable. Use random-preference explanations for preference reversals. P. 283 explicitly interprets this as strength of preference. %}

One sample is some 1600 customers of an Italian bank. The other is some 1300 students recruited online.

**correlation risk & ambiguity attitude**: they find a positive relation between ambiguity aversion and risk aversion.

They measure risk aversion in two ways. First, they ask an introspective general question. Then they use the Barsky et al. (1997) question. Ambiguity aversion is measured using the usual Ellsberg two-color urns, but it is hypothetical. They control for suspicion by letting subject choose winning color. They ask for introspective strength of preference. They also have a measure for how much subjects do intuitive rather than deliberate thinking. The intuitive thinkers are less risk and ambiguity averse.


The authors consider the Bohnet & Zeckhauser (BZ) betrayal aversion experiment: A principal can do a job herself (“distrust”), giving (10,10), where the first coordinate denotes the principal’s payoff, and the second an agent’s. Or can pass the job on to the agent (“trust”). The agent then chooses between the selfish (8,22) or the fair (15,15). They measure MAP (minimally acceptable probability) as do BZ. The authors add two treatments (between-subject). Those consider variations in case of the trust decision (measured beforehand, by the strategy method). In each of the two, there are 17 cards and the agent randomly chooses one. In each, the card chosen determines whether it is (8,22) or (15,15), but the agent does not know at all which card gives which. In one of the two treatments (AxD), the agent knows that the cards imply one of those two, only does not know which card gives which, and in the other treatment (Axx) the agent known nothing about the cards at all when choosing. The authors replicate BZ although not as strong, with Axx in between.

**social risks > nature risks in coordination games** (here it is competitive game but then hamstrung effect … see below) Strangely, the authors find that
principals like AxD much more (so, lower MAP). P. 2792 puts forward a hamstrung effect explanation. It is that the agent can see the conflict of interest, and could desire for it, but has no possibility to enhance it. So, those desiring to be selfish will feel disappointment. May be the principal enjoys this idea. A replication finds the result again but much weaker.

I did not find number of subjects in the first experiment specified in the main text, but p. 2792 2nd column 2nd para writes that the result may be an artifact of sampling because of small sample size (40). For the new treatments, it can be discussed whether this is human intentional influence because all the choice options (17 cards) given to the agent are informationally identical. P. 2790 describes this as “essentially a human randomizing device.”

P. 2793: The authors are enthusiastic about their finding and write: “Our findings have broad implications for contract design in situations where the presence of social risk is a choice variable.”

P. 2794 footnote 10: The authors follow Bohnet & Zeckhauser by using an EU backward induction type of analysis, in particular by conditioning on p* in the footnote. Li, Turmunkh, & Wakker (2020) criticize this analysis for being normative and not descriptive. %}


{% https://doi.org/10.1037/0033-2909.125.3.367

gender differences in risk attitudes: Women more risk averse than men.
This paper is often cited. Pp. 369 is silly. The authors (in their second category) write that in prospect theory the risk attitude depends on the situation but not on the individual. This is not true and nonsensical. %}


{% %}


{% uncertainty amplifies risk: inverse-S. Finds that weighting function is more inverse-S as ambiguity is bigger (supports ambiguity seeking for unlikely).}
**probability intervals**: ambiguity is generated through probability intervals;  
**cognitive ability related to risk/ambiguity aversion %**


{% Asks N=78 professional actuaries for (hypothetical) prices for insurance they would charge, under ambiguity through imprecision (probability interval) and ambiguity through conflict (specialists giving different probability estimates). People have aversion to the conflict-info. Done for insurances against natural catastrophes etc. %}


{% http://dx.doi.org/10.1177/0149206314558092

**foundations of statistics, foundations of statistics**: This paper discusses the socio-academic history of Bayesian decision analysis, with the period of Raiffa, Schlaifer, Ron Howard, and what happened after. It, forinstance, uses ideas from STS (science, technology, and society) and ANT (actor-network theory. Graphs of numbers of papers fluctuating over time, interviews with many people from the field. P. 443 bottom refers to Bayes for already having suggested equal prior probabilities if no info, like Laplace’s principle of insufficient reason.

P. 446: Bloor said that a theory is not acceptex because it is true, but it is true because it is accepted.

P. 447: how ANT explains rise of concept of probability in 17th century.

P. 448 on debate Jeffreys-Fisher.

P. 451 lists all decision analysts interviewed.

P. 454: how term decision analysis came about. %}

(Asks N = 84 professional insurers for (hypothetical) prices for insurance they would charge, under risk, ambiguity through imprecision (probability interval), and ambiguity through conflict (specialists giving different probability estimates). People have more aversion to the conflict-info for flood insurance but, surprisingly, less for the house fire insurance. Done for insurances against natural catastrophes etc.

Abstract writes that this is “the first experiment in the United States” … [italics added here]

The insurers are ambiguity averse with losses here, but this is natural because asymmetric information and moral hazard play a role. Also, they are professionals in dealing with uncertainty. Another complication is that the subjects may have their own knowledge and experience about the uncertainties (as well as whether there is conflict or imprecision) and may not pay much attention to the info provided by the experimenters. %)


{value of information:
Consider a set of decision problems in which information structures can be completely ordered, and the ordering means that you always are willing to pay more for one than for the other. They assume expected utility. They assume no arbitrage, but still utility can be nonlinear, and it is between constant relative and constant absolute risk aversion. Ruin-aversion means \( U(0) = -\infty \). They show that their ordering coincides with the entropy-ordering. Thus this paper can be interpreted as a decision-theory axiomatization of entropy. (anonymity protection) %}


{% Measure risk attitude from one choice list. Measure the effect of psychosocial stress on individual risk attitudes. (decision under stress) Psychosocial stress increases risk aversion among men; with women it does not get significant. As is fashion today, the conclusion then has long texts on important policy implications, poverty reduction, and much more. %}


{% dynamic consistency; DC = stationarity; %}


{% Opening sentence states that in horse races the term making a book is used for the bookmaker stating odds. This is not precisely the same term as bookmaking in decision theory but still is an interesting trace for the history of the term. %}


{% utility depends on probability: seem to argue that in sports the utility of a result depends on its probability. %}


{% %}


{% time preference %}


Schmeidler’s (1989) uncertainty aversion implies a preference for randomization, heavily assuming the Anscombe-Aumann (AA) framework. However, preferences under risk are more pessimistic and risk averse and certainty seeking than the opposite, and this means preference against mixing, not captured by AA because it assumes EU for risk. This paper presents a model for games that
reconciles the certainty effect with Schmeidler’s preference for randomization.


{\% DC = stationarity: intro first para and throughout.}

If comparing constant discounters and hyperbolic discounters, the former can still be more impatient and, to the extent this is more irrational, thus be more irrational. The authors propose, comparing behavior and self-control problems, we should only do if the same degree of impatience in some average sense (“controlled comparison”). Difficulty is that this limits applicability. Also if people have different degrees of impatience, we can compare their degrees of deviation from constant impatience and then (under time invariance) their vulnerability to control problems. Prelec (2004) and Bleichrodt, Rohde, & Wakker (2009 GEB) give such techniques.

Although time is continuous, it is not clear if consumption is discrete or continuous/spread-over-time. The authors do switch to discrete for quasi-hyperbolic.


{\% Vieider (2018 AER) criticizes this paper, showing that prospect theory with a plausible error theory can accommodate their findings well. The authors, indeed, ignore oceans of literature showing more risk aversion for probability equivalents than for certainty equivalents. See below.}

**real incentives/hypothetical choice**: Did experiment in Afghanistan. 1127 subjects (about half of the 2027 asked) filled out two hypothetical (real incentives with money carried around was too dangerous in Afghanistan; p. 131) risky-choice matching tasks, giving \( q \) and \( q' \) such that

\[
150 \sim 450q_0 \text{ and } (*)
\]

\[
450, 150 \sim 450q_0 \text{ (***)}
\]

Unit of payment is Afhani, and 450 is about three-day salary.

So, the first question is a probability equivalent (PE), also called standard gamble
(PE). The second is a McCord-deNeufville (1986) variation (see Wakker 2010 §2.6, p. 59) with a 0.5 probability at 450 mixed in. They also do some priming of fear, and have info on exposure of subjects to violence. The main finding of the paper is that exposure to violence increases risk aversion. It is in itself a thin finding, but it is on a beautiful subject sample.

I consider risk questions more.

**EU PREDICTION**: \( q' = \frac{1}{2} + \frac{1}{2} q \).

But the authors find that \( q' \) is smaller, so, more risk aversion with the PE question, in agreement with the certainty effect. This is in agreement with the literature (not cited by the authors), which has found much risk aversion in PE, and also much trouble because PE questions usually perform poorly because of all kinds of biases. The keywords

**PE doesn’t do well** and

**PE higher than CE** and

**PE higher than others**

in this file give such references. One difference is that most of this literature did direct matching, whereas the authors use a choice list, but the choice list will evoke part of the problems of matching. Bleichrodt (2002 HE) gives a good discussion.

The authors give a central role to the theory of utility of gambling (**utility of gambling**), also used in other Andreoni & Sprenger work, and which of course can accommodate the certainty effect well. Other theories with pessimism, such as Gul’s disappointment aversion and RDU with convex \( w \), can also accommodate the finding. PT **without loss aversion** and only inverse-\( S \) probability weighting cannot. The certainty effect then overweights the lowest outcome similarly in both choices, but in the former effect the possibility effect is good for 450, so that the prediction would be \( q' \) bigger rather than smaller than the EU prediction. This is how the authors analyze PT. That they ignore loss aversion is stated in Footnote 10, in their words: “We abstract away from loss aversion …”. Bleichrodt, Pinto, & Wakker (2001) did incorporate loss aversion, but with the difference that they considered matching rather than a choice list. Then they showed that PT does accommodate big risk aversion in PE. The choice list used here will to some extent work like matching, because the sure outcome is kept fixed and, hence, easily is taken as reference point.
The authors properly point out on p. 136 ff. that their data have great difficulties, with subjects not understanding. Thus 63% of their subjects report \( q = q' \) in Questions (*) and (**), which by transitivity gives \( 150 \sim 450 \frac{1}{2} 150 \) violating stochastic dominance. It also explains why the authors find so much risk aversion in the question (*) with the sure option.


Seems that they use high-quality data on Swedish households and find decreasing relative risk aversion. (decreasing ARA/increasing RRA)


{An SEU maximizer may, because of bounded rationality, deviate from SEU. %}


{criticizing Knight (1921) for low quality: This whole issue is on Keynes (1921) and Knight (1921), with several criticisms. %}


{SPT iso OPT: Pp. 74-75 really uses the right formula for 1979 prospect theory (Eqs. 17 and 18)! This is exceptional. Almost all other authors do this wrong. The domain has only prospects with at most two nonzero outcomes, so, it is possible. Paper tests gain- and loss prospects, but not mixed ones. For probability weighting, the paper allows for discontinuities at $p = 0$ and $p = 1$, capturing some insensitivity. In the interior, $0 < p < 1$, it only considers convex weighting functions, unfortunately (p. 75).

risk averse for gains, risk seeking for losses (p. 85, table 5 and p. 89); more subjects are risk averse for gains than risk seeking for losses

real incentives/hypothetical choice: Done here (p. 81). Half of of the participants were paid, half were not; no difference was found, neither in consistency, nor in risky choosing, nor in violations of independence. Discussed in §3.3 (p. 82 ff). P. 82 tests isolation of RIS by allowing subjects, after selection the choice to play for real, to change previously stated preference, with 80 subjects. Only 2 out of 80 subjects changed. They show that independence is massively violated, but isolation is not. This is a mild form of deception because experimental choices, announced to be consequential, in fact are not really so (deception when implementing real incentives/crowding-out).}

losses from prior endowment mechanism: Said on p. 81; done for 96 subjects; p. 84/85 suggests that only part of subjects, not all, do isolation/integration of payment, but gives no very clear evidence on how many by using unclear overall tests.

P. 89: risk averse for gains, risk seeking for losses is found
P. 85 has nice discussion of within/between subjects and representative agent. **PT falsified**: p. 94 describes dependence of probability weighting on outcomes in prospect theory. **(probability weighting depends on outcomes)**

**reflection at individual level for risk**: unfortunately the paper does not report this (Section 4.2). It only confirms reflection at average level (Section 4.1).

**inconsistency in repeated risky choice**: this paper has 31.6% %


\% Conclusion: those who search for better descriptions of choices can learn from the data which directions have the most empirical promise (nonlinear weighting theories) and the least (betweenness-based theories). %


\% \%


\% survey on nonEU; time preference:

P. 597: “methods for removing errors could be useful policy tools.” Subjective fifty-percent intervals contain the true value about 30% of the time;

P. 603 refers to studies showing that mathematically sophisticated subjects, and also children who haven’t yet learned the law of large numbers, are better at generating truly random numbers.

P. 619: **risky utility u = transform of strength of preference v**, haven’t checked if he thinks that latter doesn’t exist; Camerer is very explicit in his opinion on this issue.

P. 625, 2nd column, third line, makes the speculation that the value function in prospect theory was meant to be riskless. Although this interpretation seems to be a natural one and I like it, I think that, unfortunately, it cannot be found in any of the writings of Kahneman & Tversky, contrary to what Camerer suggests.

P. 627 points out that there is no clear way (I think, no way at all) to falsify the
general Allais and Hagen risk theories.

P. 634 gives many refs on real incentives/hypothetical choice, several other places mention it. P. 635 seems to write: “The effect of paying subjects is likely to depend on the task they perform. In many domains, paid subjects probably do exert mental effort which improve their performance, but in my view choice over money gambles is not likely to be a domain in which effort will improve adherence to rational axioms.”

P. 637 refers to several people who find that EU is not violated so much inside the triangle

P. 637 says that nonlinear probabilities performance for many outcomes is empirical question;

is positive on future of nonadd. probability

P. 642 is, given Colin’s disliking of EU, pessimistic on nonEU: “more general theories fit better than EU (since they have more degrees of freedom) but are no better in predicting new choices.”

P. 643: “Maybe subjects do not induce divisions from preferences; instead, they regard money-splitting as akin to problem-solving and use a simple heuristic ... that generates allocations that are inconsistent with complete pairwise preferences.”

Pp. 655-656 describes history of regret theory, where the inventors themselves later abandoned it because event splitting had driven their results, in positive terms: “The regret studies show the interplay of experimental studies, and the cumulation of discoveries, at its best. … This is a story of successful detective work.”

P. 657: “Since ambiguity aversion is simply an application of the independence axiom,”

P. 659: “First, the BDM procedure only fails if independence is violated and reduction is obeyed.” [italics from original] The sentence is not accurate, and should be: “First, the BDM procedure can be satisfied with independence violated but reduction also violated” where backward induction is satisfied.

P. 659 (on explanation of pref. reversal through BDM/nonEU): “the artifactual explanation may have received too much attention from talented researchers with better things to do.”

P. 660 discusses several Loomes et al. papers that dispute the Tversky, Slovic & Kahneman (1990) explanation of pref. reversal as violation of procedure invariance rather than transitivity.

P. 661 supports the Slovic & Lichtenstein explanation of preference reversal that is often called contingent weighting.
P. 673: “suggest people use simple procedures to make choices, constructing their preferences from procedural rules rather than maximizing over well-formed preferences.”


{Refers to movie “Groundhog Day”}


{P. 174: DC = stationarity; Presented as addition to 1995 Handbook of Experimental Economics chapter. Text of leisurely lecture at Bonn. References not as extensive as 1995, but mostly through what Colin had heard casually. Opinions clear and not overly diplomatic. Pleas strongly for cumulative prospect theory against EU, and for hyperbolic discounting against exponential, criticizing economists for not using these things more. Nice sentences.

P. 163, on nonEU papers: “others merely featured an obligatory discussion of how their theory could explain the Allais paradox.”

P. 165, about Prelec’s intersection point at 1/e: “which has a nice scientific ring”

P. 166: “I should add that while various other theories have proved analytically intriguing and useful for some purposes (e.g., Machina’s local utility analysis, and betweeness-based theories), the full range of experimental evidence never seriously favored any of these alternative theories over cumulative prospect theory.” (*PT/RDU most popular for risk*)

P. 168 gives a table with nine phenomena known in economics, inconsistent with EU, consistent with cumulative prospect theory.

P. 169: “since, as Max Planck said, science progresses funeral by funeral.”


{PT, applications}


Neoclassical economists let utility represent introspective feeling of happiness. After the ordinal revolution, utility became related to revealed preference. Camerer studies currents in the brain. He equates, without further ado, the measurements of currents in the brain with the introspective feelings considered by the neoclassics. Thus, he comes to suggest that neuroeconomics can measure the introspective feelings (he sometimes calls it the black box) considered by neoclassical economists. Typical of this way of arguing is the last sentence on the first page, C26, continuing on p. C.27: “Pareto’s view that psychology should be deliberately ignored was partly reflective of a pessimism of his time, about the ability to ever understand the brain well enough to use neural detail as a basis for individual economising.”

Or p. C27, l. 8: “The turn-of-the-century pessimism about understanding the brain … “

In neuroscience, the term “the hard problem” (Andreas Roepstorff) designates the big difficulty of relating objective measurements to subjective experiences. Camerer completely ignores this problem. The mind-body problem can’t stop him either.

P. C27 brings up Friedman’s positive economics, and criticizes its claim that a wrong theory A is OK if it gives right predictions P by assuming that the wrong assumptions must then have a hidden additional “repair” condition R. I disagree. It is well possible that wrong assumptions give right predictions without further assumptions. What is weak about Friedman’s viewpoint is that we do not know, when using theory A, what predictions P’ we want to derive from it in the future, and A being right on P does not exclude that it will be wrong on P’.
inverse-S: pp. C33-C34, §3.3, refers to Hsu et al. (2005) for neuroeconomic evidence supporting inverse-S probability weighting. P. C34 also explains the “three-valued logic” of probability weighting. %


% A discussion of Levitt & List (2007, JEP). Camerer cites several people on the justified view that it is not clear whether, for predicting some field phenomenon, a lab experiment or another field experiment can serve better. Camerer several times argues that it is agreed among many experimental economists that external validity is not important for their studies, and this is hard to understand. For EVERY study it is important that finally external validity, with implications outside the walls of academia, will result. He may mean that some studies for a while focus on lab validity to first get things straight about lab findings, leaving external validity to others/later. He also raises an argument that experimental economics investigates general theories about links between factors and behavior, and from that concludes that “hence” external validity is not important. I do not understand. Some theory meant to be general may work well in the lab but not in the field, and this should always be a point of concern. He cites many studies that showed that lab findings usually extend to the field. Nicely, and no surprise for someone as broadly-read as Camerer, he cites psychological literature from the 1970s. I taught a module called quasi-experimental design to psychology students end of 1980s in Nijmegen in the Netherlands. Much of the discussions now going on in leading economic outlets on lab//field are discussed in better ways in first-year psychology textbooks of around the 1980s (e.g., Cook & Campbell (1979)) 0.


% PT, applications: downward-sloping labor supply %

The enthusiasm of the authors appears from the opening sentence: “The deepest trust in scientific knowledge comes from the ability to replicate empirical findings directly and independently.” They apparently assume that scientific knowledge comes only from empirical findings, at least as far as deep trust is concerned, and then only from empirical findings that are replicable, excluding astronomy, archeology, macro-economic findings, and so on. It further appears from their sentence in the opening para: “Replication is now more important than ever.”

They replicated all 18 experiments in AER and QJE of between-subject lab tests in 2011-2014, with always $\alpha = 0.05$ and power $\geq 0.90$. They replicate about 70% of the findings, which, given publication bias, is a plausible finding. It is better than a similar study replicating 100 psychological experiments, which found some 40% replications. They advance as reasons that experimental economics has more rigor in view of real incentives and no deception. It is in general true that economics has more uniformity and less vagueness than psychology, which is broader and has less control.


A small group of cooperative individuals can generate cooperative behavior in a group of mainly selfish individuals. Similarly, a small group of selfish individuals can generate selfish behavior in a group of mainly cooperative individuals. Bounded rationality plays a role here.


Finds that nonlinear probabilities explain choices better than betweenness; decreasing ARA/increasing RRA: footnote 22 finds better stability and fit for power utility; real incentives: random incentive system between-subjects (paying only some subjects) for one of every, about, fifty subjects
P. 168 adds to indirect evidence that the RCLA is a surprisingly poor descriptive axiom;

**SPT iso OPT:** P. 185 uses the Edwards-type separate-probability transformation formula for prospect theory, but does not make the mistake of confusing them. They properly use a special term for it: Separable Prospect Theory (SPT). Their endnote 16 explicitly states that 79 prospect theory is different.

P. 186: argues for single-preference approach of representative agent

P. 188: inverse- \( S \); (on (parameter)-estimation of weighting functions: “These estimates are remarkably close to the estimate ... for PT,” and Figure 7 (plotting the Tversky & Kahneman (92) function for the parameter found by Camerer & Ho)

p. 191: “and the similarity of the probability weighting estimates across eight studies suggest”

P. 191: “We think it is high time that theorists and others who use expected utility theory as a descriptive theory, should apply some of these functional forms -which add just one parameter to EU- and see if other kinds of anomalies can be explained by using the simple new forms instead of using EU.”


**real incentives/hypothetical choice:** Paper considers, more broadly, effects of payment for achieving tasks such as probability matching, so, not just real incentives/hypothetical choice. I think, now in 2020 when writing this, that, in general, experimental economists exaggerate the importance of real incentives. This paper is balanced, i.e., in agreement with my views. 😊

Paper argues that, if real incentives are important, then other aspects such as give participants right skills (“(cognitive) capital”) should be equally important.

Abstract and p. 23: people are more risk averse under real incentives.

P. 8: “The extreme positions, that incentives make no difference at all, or always eliminate persistent irrationalities, are false. Organizing debates around those positions or using them to
make editorial judgments is harmful and should stop.”

P. 8: “n the kinds of tasks economists are most interested in, like trading in markets, bargaining in games and choosing among risky gambles, the overwhelming finding is that increased incentives do not change behavior substantially (although the variance of responses often decreases).”

Pp. 14-18 has Table 2 with references on use/effect of real incentives.

P. 11 mentions several other survey studies.

P. 21: effects result mostly from raising incentives from zero to small, not so much when raised from small to big.

P. 23: “It is worth noting that in many experiments, financial incentives might appear to have little effect because subjects are intrinsically motivated to perform well, so money adds little extra motivation. When subjects volunteer, for instance, they surely self-select for high intrinsic motivation.” Then follows a warning about validity of volunteer-participants results.

P. 24: “Overreporting purchase intention is quite familiar in marketing.”;

P. 31: “For example, a search of the American Economic Review from 1970-97 did not turn up a single published experimental study in which subjects were not paid according to performance. Authors believe that referees will automatically reject a study which uses only hypothetical-payment data (and the authors are probably correct!).”

P. 34: “In … risky choices the most typical result is that incentives do not affect mean performance, but incentives reduce variance in responses.”

P. 34 is, to my joy, harsh against people who dogmatically reject studies without real incentives.

P. 36: “Because …we do not know how earning money and losing money differ.”


{% paternalism/Humean-view-of-preference: asymmetric paternalism: Paternalism by overruling individual decisions, or correcting for supposed biases, should never be such that rational individuals, who do satisfy normative theories, get harmed by it. Thus, if people on average overestimate utility of losses by a factor 2 in an irrational manner, then you cannot by way of best estimate divide all loss utilities by a factor 2, even if on average and for the majority of people you then get the best utility. The reason is that there will be some rational persons among
the people concerned who did not overweight their loss utilities and who are
harmed by this change.

Camerer, Colin F., Samuel Issacharoff, George F. Loewenstein, Ted O’Donoghue, &
the Case for “Asymmetric Paternalism “,” University of Pennsylvania Law
Review 151, 2111–1254.

Camerer, Colin F. & Risto Karjalainen (1994) “Ambiguity-Aversion and Non-
Additive Beliefs in Non-Cooperative Games: Experimental Evidence.” In
Bertrand R. Munier & Mark J. Machina (eds.) Models and Experiments in Risk


A discussion and survey of neuroeconomics. The paper is written in the
enthusiastic style of Loewenstein. The opening sentence of the abstract:
“Neuroeconomics uses knowledge about basic brain mechanism to inform economic theory.”
The authors claim in several places that neuroeconomics is the next step after the
ordinal revolution; i.e., that neuroeconomics can measure the classical cardinal
utility that economics has been looking for for over a century now. On p. 556,
when they discuss Jevons, the 5th para starts with: “But Jevons was wrong. Feelings and
thoughts can be measured directly now, because of recent breakthroughs in neuroscience. …” Or
beginning of conclusion, on p. 572: “Economics parted company from psychology in the
early twentieth century … Neuroscience makes this measurement possible for the first time.”
P. 559 brings up that we can learn a lot about human beings from studying
primates, and then informs us that they share more than 98% of our genes.
P. 568: Footnote 7: the animal can be Bayesian if exchangeability does not
hold.

P. 569 2nd para gives support for sign-dependence. %}


{% P. 9: “This pessimism was expressed by William Jevons in 1877: “I hesitate to say that men will ever have the means of measuring directly the feelings of the human heart. It is from the quantitative effects of the feelings that we must estimate their comparative amounts.” … But now neuroscience has proved Jevon’s pessimistic prediction wrong: the study of the brain and nervous system is beginning to allow direct measurement of thoughts and feelings.” That is, the authors ignore the so-called “hard problem” of neuroscience, that we do not know how currents or whatever we measure in brains are related to feelings. I discuss it more at Camerer’s (2007) paper in the Scandinavian Journal of Economics.

Typical statements are:

P. 32: economics assumes that time-preference is context independent, but neuroscience can discover context dependencies.

P. 35: economics thinks that the utility of money is indirect (as means to buy things), neurostudies suggest that it can have intrinsic utility. %}

Camerer, Colin F., George F. Loewenstein, & Drazen Prelec (2005)

{% Show experimentally that if a better-informed agent should predict actions of a less-informed agent, then the better-informed agent acts too much as if the worse-informed had the extra info that the better-informed has but the less-informed does not. Theory of the mind is about such things. %}


{% survey on nonEU;

P. 326 is, unfortunately, not aware of the difference between objective probabilities given beforehand and available as primitive, and subjective
probability that is not given beforehand and is not available as primitive and is
typically inferred from choice: “In SEU the distinction between known and unknown
probabilities is pointless, because subjective probabilities are never unknown—they are always
known to the decision makers (or inferable from their choices).” Thus, the authors cannot
discuss the subtle issue of whether probabilistic sophistication and SEU can be
absence of or neutrality w.r.t ambiguity. P. 329 top repeats it. (DUU = DUR)

P. 341 top & p. 353 top: the studies that they reviewed (all included in this
annotated bibliography) find that risk attitude and ambiguity attitude are
uncorrrelated (correlation risk & ambiguity attitude);

**universal ambiguity aversion**: §2.3 says that ambiguity is “scary,” and
suggests as if universal that people are averse to ambiguity; also end of §2.5
(though as antecedent). This will be repeated on p. 347 following Eq. 6, saying:

“Outcome dependence is important because people are ambiguity-averse for both gain and loss
gambles. Models like Fellner’s (1961), in which ambiguous events simply have a lower
probability weight, fail descriptively because they predict preference for ambiguous bets on
losses.” [italics from original] One problem here is that the state of the art today
(June 2011) finds prevailing ambiguity seeking for losses (ambiguity seeking for
losses). Another problem is that rank-dependent weighting can combine
underweighting of small events with ambiguity aversion for both gains and losses
if sign-independent—and the Sipos integral (= PT) if sign dependent.

Footnote 37 suggests that EU is not normative;

Footnote 38 is weird; they argue !in favor! of forgone-event independence
(often called consequentialism) for the special case of indifference, but refer to
Machina (1989) who I think did not accept forgone-event independence if
indifference; accepting forgone-event independence if indifference is close to
betweenness.

§3.4 is nice, with the title: “The difficulty of establishing equivalence of ambiguous and
unambiguous probabilities.” That an unknown probability of 0.1 due to skewness may
be overestimated, even by SEU.

**probability intervals**: P. 346 bottom writes that with probability intervals it is
ture that one need not give precise probabilities, but one then has to give precise
boundaries of probability, an argument also advanced by Lindley (1996).

**ambiguity seeking for losses**: §5.1 discusses ambiguity in health (which
means losses). Problem in health is that ambiguity will suggest that the health
outcomes are less known, and will decrease the value of the outcomes. Still they report less ambiguity aversion for health than for money. P. 354 bottom: “These medical and health studies are a little discouraging, because they show less ambiguity aversion, and less reliable measurement of ambiguity, than is observed or assumed in laboratory experiments (and in theory).”

P. 359, 2nd full paragraph points out that a Dutch book example discussed before requires “isolation” (~ additivity). The next paragraph describes the “Dutch book” commonly advanced against violation of DC (dynamic consistency), in the Raiffa (1961) answer to Ellsberg, and calls it “less slippery.”

P. 361 has a nice text on the discrepancy between empirical and theoretical workers on ambiguity, still relevant in the year I copy this text (2015):

“The differences in researchers’ purposes sometimes limit communication and crossfertilization. For example, psychologists are sometimes annoyed that decision theorists rely on unrealistic axioms. But theorists see more realistic axioms as inelegant and difficult to work with. A review like this is meant to promote cross-fertilization by telling people with different purposes about other kinds of research, so they can draw inspiration and ideas from others. Since psychologists and decision theorists are not as curious about market implications as economists, economists who find the psychology described here inspiring must figure out its market implications and test those using market data, themselves. Similarly, psychologists who are curious about the descriptive validity of new axioms, and theories based on them, must conduct tests themselves since most decision theorists are more interested in the mathematical properties of axioms than in their descriptive validity.”

natural sources of ambiguity: p. 361: “There are diminishing returns to studying urns!”


{upating: testing Bayes’ formula}

real incentives/hypothetical choice: Compare 7 kinds of contingent valuation, including one real choice. Methods give same results with exception of direct matching, which gives lower values than binary-choice derived WTP.


Review and discuss different definitions of subjective well-being (happiness) and quality of life, and the move from objective to subjective of the latter, and conclude that these concepts are about the same.


Find underweighting of rare events for DFE in the feedback treatments (repeated payments), but not in the sampling treatment. *(DFE-DFD gap but no reversal:)*


We often discretize and even dichotomize what in reality is a continuum for simplicity and for clarity of speech. But sometimes it better not be done. This paper argues that for the experienced versus descriptive debate nowadays (2005-2020), the dichotomy is oversimplistic. I agree!

Seems that, when presenting supposedly random samples to subjects, they in reality gave exactly representative samples (matching samples paradigm), which would comprise some deception *(deception)*. They did this as variation of Ungemach et al. (2009).


{\textit{value of information:}} in welfare context. \%


{\textit{SIIA/IIIA,}} social welfare function implementable only if Arrow IIA \%


{\textit{SIIA/IIIA,}} continuous-alternative-space extension of Arrow’s impossibility theorem. \%


{\textit{revealed preference;}} that IIA implies rationalizability even if all choice sets contain at least \(m\) elements. \%


{\textit{utility elicitation;}} seems to find that CRRA coefficient increases substantially if human wealth is included in wealth. Well, this in itself is a simple numerical fact, so I should recheck. \%


Campbell, Richmond & Lanning Sowden (1985, eds.) “Quantitative Estimates of Sensory Events” (1938), with Campbell in the committee. Campbell argued that no interval scales can be observed in the social science, here and in his 1938 work.


{% one-dimensional utility: derive results for weak continuity. %}


{% February 2005: I couldn’t find anything of this reference, and expect that there is something wrong about it.

Z&Z Say that 2/3 of the Dutch population has the compulsory ziekenfondsverzekering for health insurance. %}


{% Shows relations between axioms in Debreu-type separability contexts, often leading to dictatorial solutions.

ordered vector space: Corollary 3.6 gives a funny way to characterize the dictatorial solution in welfare theory: Elements of $\mathbb{R}^n$ are welfare allocations over $n$ individuals, and we study a preference relation over them. What I call de Finetti’s additivity is called zero independence by the author. The multiplicative version (so, coordinate-dependent changes of scale should not affect preference) is called scale-independence by the author. The former condition implies the well-known linear representation of de Finetti, and the latter implies the same but after taking logarithms (handle negatives properly). These exclude each other, except if there is degeneracy of only one essential coordinate when the representations are just ordinal. This is exactly the dictatorial approach. Funny! %}


{% ordered vector space: Considers variations of the interesting Corollary 3.6 of Candeal (2012 SCW, cited as 2011 forthcoming.) where continuity is dropped. Then lexicographic things come in. %}

{\textit{Dutch book; ordered vector space}}


{\textit{One-dimensional utility}; this paper primarily considers extensive measurement.}

Candeal, Juan Carlos, Juan R. de Miguel, & Esteban Induráin (1995) “Extensive Measurement: Continuous Additive Utility Functions on Semigroups“.

{\textit{Dutch book}: Let $\succeq$ be a weak order and $+$ an operation. Assume the order topology. There exists an additive and continuous function representing $\succeq$ whenever: (i) weak ordering; (ii) the order topology is connected; (iii) $+$ is continuous. (iv) $\succeq$ is $\sim$ cancellative (the three equivalences $x + y \sim x + z$, $y + x \sim z + x$, and $y \sim z$ are logically equivalent); (v) $\succeq$ is $\sim$ associative ($(x + (y + z)) \sim (x + y) + z$). I like that apart from continuity, only $\sim$ is considered.}

Candeal, Juan Carlos, Juan R. de Miguel, & Esteban Induráin (2000) “Expected Utility from Additive Utility on Semigroups.”

{Eighteen economics students (acquainted with utility) were asked to give direct quantitative evaluations of three monetary outcomes and six lotteries over these, and three health states and six lotteries over these. From these, probability weighting was calculated under RDU. Probability weighting was less elevated for health than for money.}


{Christiane, Veronika & I}


Capers choice from multiple sets with ranking. Does a greater effort than preceding studies to make the two setups ceteris paribus. Uses binary choice as gold standard and finds no difference between (multiple) choice and ranking. Nice literature review on the topic restricted to environmental valuation.

{% linear utility for small stakes: §3.3 beginning: “The amounts of money involved in experiments are too small to trigger risk aversion relevant to life cycle spending. For that reason, Barsky, Juster, Kimball, and Shapiro, 1997, constructed a stated preference question that placed enough wealth on the line to introduce significant wealth swings. It involved a switch of job with a potentially large change in income. With the advantage again of being able to place these on the HRS, this form of question is now widely used and related to portfolio choice.” This text also pertains to real incentives/hypothetical choice.

Args that for economists to work with data, they have to produce much of the data artificially by themselves, using theories, having to do for one with the central role of counterfactuals in decisions. (conservation of influence) From economic data we usually cannot separate preferences (utilities) from beliefs. Does the consumer really prefer this product, or have wrong beliefs? Argues that economists also have to reckon with perceptions of consumers, and not just with what was objectively offered to the consumer. This is an input in the development of stochastic choice theories.

End of §4.3 discusses what is in fact only the observability problem of indifference; i.e., the difficulty to falsify indifference empirically. %}


{% Provide some preference axioms for predicted and experienced reward, which they interpret as dopaminenergetic, to reflect dopamine neurotransmitters. Their application to belief elicitations consists of a speculation that dopamine measurements can help elicit beliefs, with learning and addiction idem dito. In this way the authors aim to help bridge the conceptual gap between neuroscience and economics, as they write in their abstract. %}


{% http://dx.doi.org/10.1257/aer.20140117

Theoretical decision-cost model; deriving that from revealed preference. %}

{% %}


{% value of information: Different anxiety types have different needs for information. Let emotions such as anxiety enter as arguments into the utility function. Is a bit like the intrinsic value of information and early/late resolution of uncertainty. %}


{% conservation of influence: Agent receives physical prize $z_1$ in period 1, physical prize $z_2$ in period 2. There is uncertainty, so, probability distributions over prizes are involved. $\phi$ is a map that, at the end of period 1, maps the agent towards a psychological state. $\phi$ depends not only on $z_1$ but also on the lottery over the $z_2$’s, and can reflect anxiety etc. There are decisions at both time points. This model generalizes Kreps & Porteus (1978) by permitting time inconsistency. Utility (from prior perspective) $V_1(y_1)$ is sum of expected utility $E(u_2)$ over second period and utility $u_1(\phi(y_1))$ of psychological state $\phi(y_1)$ at period 1, see Eq. (1) on p. 63. Decision making is assumed to be sophisticated, so, not resolute.

Under appropriate continuity, an optimal priori strategy exists if the set of options is compact. In several places, the authors state that anxiety will depend on possibility and will overestimate small probabilities (e.g. p. 56). §IV.B argues that what is often called risk aversion should have a dynamic aspect of anxiety and is not static.

The enthusiasm of the authors is reflected by sentences such as “More recently, these findings have moved out of the laboratory and into the field” (top of p. 60) or “One important advantage of our formulation over static nonexpected utility models is that the latter
theories attempt to telescope a dynamic pattern of feelings into a single static utility function.” (p. 75) or the closing sentence of the paper.

**information aversion:** §II.B gives many refs where people, owing to anxiety etc., prefer not to receive info.

The model is general but, in return, it is not easy to see how to derive predictions from data. How can we measure its primitives from data? Are they identifiable? On p. 75 the authors explain that their model is very general indeed, incorporating everything relevant, with footnote 20 citing Machina on EU being normative then. As Machina added to this point, however, the problem then is that it is hard to derive predictions from data. %}


{% time preference; dynamic consistency: point out that deciding social discount rate on basis of revealed preference means privileging the current agent at the cost of the future agent, which does not seem to be normative. They nicely discuss discounting of past consumption.

**DC = stationarity:** Their time consistency in Def. 1 p. 1261 is indeed time consistency; Eq. 1 implicitly implies stationarity. P. 1263 shows that they can characterize quasi-hyperbolic discounting. This paper is nice! %}


{% dynamic consistency: They distinguish between recursive and subgame perfectness. The difference concerns indifferences. In the subgame-perfect solution, the posterior agent chooses arbitrarily, but in the recursive approach it is apparently permitted that the prior agent then choose. %}


{% Assume SEU with everything finite, state space, outcome set, act set. But additionally assume a perception function. It is unobservable, but is derived from how subjective probabilities change. A “no improving action switches” (NIAS) condition is important. %}


*Dutch book*: axiomatizations of concave and convex functionals with variations on Dutch books and incompleteness.


Consider incoherent conditional probabilities, a distance measure (variation of proper scoring rule), and a way to correct the incoherence, maybe by taking the nearest coherent (I did not check).


DM-Subjects can distribute risky prospects over other subjects (and also if self involved) before the uncertainty of the risks are resolved. Next the uncertainties are resolved. Next the DM-subjects can redistribute. So, this is about the interaction of fairness and risk, in Harsanyi-type models.

They find that ex ante considerations remain dominant ex post, but there are some redistributions. They redistribute much more the differences resulting from different luck, than differences resulting from different decisions. Although being stakeholder or not matters, the same fairness views underly both cases.


*https://doi.org/10.1093/jeea/jvaa013*

The authors examine sources, i.e., collections of disjoint events. They are like
different partitions of a state space, as are sources as I use them, but a difference is that the union of all elements of a source need not be the same for each source here, and can in principle be unrelated to each other. For each source, acts map the atomic events to outcomes, assumed real-valued here. It is similar to the experiments in §1.1.6.2 of Luce’s 2000 book. The authors do not impose many restrictions, besides weak ordering, mostly continuity and monotonicity. Thus, all acts have certainty equivalents. Within one source, acts can be compared through their certainty equivalents. But certainty equivalents are not evaluated the same for different sources. Thus, nonlinear transformations relate certainty between sources and, then, by transitivity determine all preferences.

The authors allow for several acts and their outcomes to be received at the same time. They may specify \( n \) sources of uncertainty and \( n \) acts, and the outcome of each act is received, giving a portfolio of \( n \) outcomes. The \( n \) sources may, for instance, refer to \( n \) timepoints. Then the aggregation of these is another topic to study. It requires consideration of (non)separability across different sources, and stochastic (in)dependence of the events of different sources.

The source method of Abdellaoui et al. (2011) is different because there different sources concern partitions of the same Savagean state space. The authors point out that their approach can be related to one common state space by taking a product of the \( n \) sources. However, this product loses information. For instance, in Abdellaoui et al. a union of some events of some source may be a superset of a union of some events of another source, but such set-theoretic info is lost if the mentioned product space is taken. Further, Abdellaoui et al. (2011) have the receipt of only one outcome, and not a portfolio of different outcomes.


Theoretically examine the hypothesis of less tax for the poor because there are more poor to vote.


Gender differences in risk attitudes: women are more risk averse than men.


Theorem 2 mentions (minus) the Pratt-Arrow index $f''/f'$ as measure of convexity.


Considers concave functions of quantiles, which generalizes rank-dependent utility.


Shows results, e.g. on differentiability, for usual thing that core of convex probability transformation is set of dominating measures, but in differentiable continuous-distribution context.


Efficient risk sharing is characterized by a comonotonicity condition for univariate outcomes. For multivariate more complex because no direct extension of comonotonicity.


Tests Allais paradox; gives no probabilities but numbers on wheel. Greatly reduced effect, only 20 out of 142 exhibited effect, whereas 16 out of those 142 violated independence in other direction.


P. 229: A version of the shaping hypothesis in the context of s.th.pr. tests:

“what could be called quasi-rational decision making. When the problem is too complex or the framing of the problem makes it appear that simple decision rules may work adequately and, perhaps, when not much is at stake, then people use non-expected utility decision programs or rules which are generated from previous experience and learning.”

He imposes it on the nonEU preferences, taking EU is right preferences. In this sense he does not defend the common consequence effect.


Theorem 1 extends Hölder’s Lemma to non-Archimedean and incomplete.


{% Risk attitude is measured with as outcomes monthly lifetime income of grandchildren. In the inequality aversion formula (5), p. 379, I do not understand why utility depends only on the inequality index and, for instance, not on absolute level of utility. %}


{% %}


{% time preference in sense of value of waiting time %}


{% Seems to be a good reference on logical positivism. Good to cite, together with Popper’s (1935) notion of falsifiability, as basis of revealed preference. %}


{% %}


{% %}


N = 140, students. Subjects three times had to choose one of six prospects to measure their risk attitude à la Binswanger (1981). The first six-tuple was fifty-fifty, in the second all prospects were equally ambiguous, and the third was as the first but with $50 subtracted from all payments leading to mixed prospects. (losses from prior endowment mechanism). They, unfortunately, implemented all three choices, generating income effects. What they call losses throughout the paper is mixed.

real incentives/hypothetical choice: for time preferences: 0, 1, or 2-month delays, testing stationarity, and paid using postal services. Here one payment through RIS (in addition to previous payments).

For fifty-fifty gains people are ambiguity averse, as usual. Violations of stationarity: not significant.

risk averse for gains, risk seeking for losses: P. 242 & 244 reports more risk seeking for mixed (what they call losses) than for gains, going against the common hypothesis of loss aversion. Their implementation through prior endowment may have generated it, with too many subjects integrating.

For a gene called 7-repeat allele (having to do with dopamine) they seem to find ambiguity seeking (ambiguity seeking) (p. 245) and no impatience.

reflection at individual level for risk: they have the data but do not seem to report it. %}


gender differences in risk attitudes: no difference %}

{\% Seems to have argued for a role of group selection in evolution. Was sociologist pointing out that people living in small groups of primitive cultures avoided overpopulation by deliberately restraining fertility. Said that this was against selfish maximization of individual fertility and suggested that it must somehow be explained by group selection. \%\}


{\% **ubiquity fallacy**: §2.2: “Every specialist, owing to a well-known professional bias, believes that he understands the entire human being, while in reality he only grasps a tiny part of him.” \%

Carrel, Alexis (1939) “Man, the Unknown.” Harper & Brothers, New York.

{\% They study what title says. Their novelty is not taking average person, but only new members who plan to start. For this group, financial incentives might have different effects. However, they find no effects. Essentially, they find H0. \%


{\% **information aversion**: for the relation to Wakker (1988, JBDM 1) see my comments to Brocas & Carrillo (2000) \%


{\% Uncertainty increases concavity of consumption function. \%


{\% In many situations, in particular under sufficient convexity, local incentive compatibility implies it globally. \%\}


“When I use a word,” Humpty Dumpty said in rather a scornful tone, ‘it means just what I choose it to mean—neither more nor less.’


One of three papers in an issue on contingent evaluation. Survey on contingent valuations and stated preferences, starting with history of Exxon Valdez. Concluding remarks (p. 40) argue in favor of contingent valuation because better than doing nothing. Carson is one of the main people working on contingent evaluation, and favoring it most.


Cartesian dualism: res extensa versus res cogitans; there is the external world of things around us, and the internal world that we see when we close our eyes.
Presented at FUR-Oslo. End of §2 argues in favor of the lottery-equivalent method. On value of a statistical life through road safety: endnote 2 refers to surveys.

adaptive utility elicitation %}


Textbook on behavioral economics. %}


proper scoring rules: Shows that proper scoring rules for an RDU maximizer elicit his weighting function if utility is linear or is corrected for, thus generalizing Kothiyal, Spinu, & Wakker (2011, J. Multi-Cr. DA) from binary outcomes to multiple outcomes and general proper scoring rules. It also extends Abdellaoui’s (2000) elicitation method for decision weights, based on indifferences, to incentive compatible choices in proper scoring rule settings. %}


Survey on proper scoring rules. Mostly, on the areas where there were publications and how many those publications were. %}


proper scoring rules %}


proper scoring rules %}


I think that the term behavioristic in this paper means trying to get away from teleological approach to social sciences (verstehen) and trying to use technique of natural sciences. Author discusses behavioral influences in economics with many points debated as much still today. Writing style is phenomenal, as is so often the case with papers written before the 1930s, and in itself is enough reason to read this paper. The paper points out that behaviorists look at different phenomena, where there is less rationality. Nice final sentence, about new groups of scholars as they behave throughout every discipline of science:

“But if they think that they have built up a complete system and can dispense with all that has gone before, they must be placed in the class with men in other fields, such as chemistry, physics, medicine, or zoology, who, because of some new observations, hasten to announce that all previous work is of no account.”

This sentence may also reflect the intergenerational battle where young people rather claim novelty than credit predecessors, and where older researchers complain that they have seen it all before. The author was 63 in 1918, after a long life with prominent positions. He was president of the American Economic Association in 1916.

standard-sequence invariance: don’t really use invariance axiom, but do use standard sequences to get sequences of outcomes that are equally-spaced in utility units.

Use the Gul-independence version of bisymmetry on all two-outcome acts, to get CEU (Choquet expected utility) for all two-outcome acts (proved in Lemma A.5, p. 54) (could also have been done by means of a variation of standard-sequence invariance, or tradeoff consistency as I call it, the more so as they introduce this concept later). Then use standard sequences as in Krantz et al. (1971) to define outcome-mixtures of acts. Use that to adapt constant-act independence and uncertainty aversion of Schmeidler & Gilboa (1989) and of Chateauneuf (1991) to continuous iso linear utility, in their constant-independence axiom 6. Thus, this paper is the first to axiomatize maxmin EU with continuous utility. A valuable result! %}


Like their JET paper, but does uncertainty-aversion by mixing through B-event à la Gul-independence. Do need a generalized ethically-neutral event for it. Generalized in the sense that SEU should hold for binary acts depending on the event but, contrary to Ramsey (1931) and Faruk Gul (1992, JET), the event need not have probability 0.5 but can have any nondegenerate probability. %}


Subjects can choose to precommit or not. If the usual violation of stationarity is due to intertemporal preference, subjects will prefer to commit (under some assumptions), but if it is instead uncertainty about future outcomes (receiving new info in between) then they will not want to commit. They also get options to increase flexibility. This is tested. %}

DC = stationarity: This paper carefully distinguishes the three concepts and tests them separately, in particular, employing the longitudinal data required for testing time consistency (also known as dynamic consistency). It is very similar to Halevy (2015), but the two studies were done independently and do not cite each other. The three preference conditions are nicely displayed in Figure 1, p. 128. This paper cites several predecessors in the intro and Section 1. It uses nice terms for the three conditions, being absence of static choice reversal (Halevy: stationarity), absence of dynamic choice reversal (Halevy: time consistency), and absence of calendar choice reversal (Halevy: time invariance). The end of Section 3 properly explains that stationarity and time consistency can be equated only if we assume time invariance, a result stated formally by Halevy.

Prospects to choose from are losses: (1) Listen to 20 minutes of unpleasant noise now; (2) do it in 2 weeks; (3) do it in 4 weeks. Subjects are asked for their preferences now, and after two weeks are again asked for their preferences at that moment over the remaining prospects. The stimuli are really implemented (subjects get paid for it to make up). Subjects have to attend all three sessions anyhow, so, no savings of transaction costs in that sense. Under discounted utility, the preferences are determined solely by whether there is impatience (then postpone the unpleasant thing) or negative impatience (then do it as soon as possible). So, whether discounting is exponential or hyperbolic or otherwise plays no role.

Big problem of longitudinal choice is that the intertemporal conditions such as time consistency make a big ceteris paribus assumption: in the time between the decisions, nothing relevant should have changed, with no new info received for instance. In reality this is hard to get implemented. For instance not now but in two weeks the subject knows if he has a headache then. There thus is, more or less endogenous, uncertainty about own preference. The authors nicely put this point very central using the term stochastic utility for it (a term elsewhere used mostly for the uncertainty of the analyst, rather than the subject, about preferences). Subjects have an option to pay some for flexibility, which means that in two weeks they get the chance to revise their time-0 choice. If they do pay, then probably there is stochastic utility. Buying flexibility is through an auction, which may encourage subjects to pay (too) much.

Calendar choice reversals (so, violations of time invariance) are usually due to
factors other than time preference (which makes it understandable that many intertemporal choice studies assume it explicitly--many do it implicitly). This paper finds it and has to draw the somewhat negative conclusion that other things are going on. As for me, I usually like to get extra things, whether good or bad, over with as fast as possible, simply because then I can forget and need not plan about them anymore. This, rather than negative impatience, can explain why most subjects wanted the noise listening to be done right away, as people often want to take negative consumptions as soon as possible.

Another nice aspect of the paper is that the stimuli used, nonmonetary, avoid the problem of saving money or getting interest rates from the market, because the stimuli purely concern consumption that cannot be transferred in time. (time preference, fungibility problem)


Seem to write that body length is often taken as an index of quality of life.


One-dimensional utility


All hypothetical; ambiguity seeking for losses: they find this.

ambiguity seeking for unlikely: they find this for gains.
Vagueness in probabilities is compared to vagueness in outcomes. 

**reflection at individual level for ambiguity:** they have within-individual data but do not report on this. %}


{% Discussed positive versus negative feelings, and how they may not just be each others’ opposites, and that negative feelings can get stronger than positive ones. I don’t see a direct relevance of this text for prospect theory. %}


{% Subjects receive a card that is worth $2 (that they will later receive for it). Their subjective value of the card is then measured using BDM (Becker-DeGroot-Marschak). By any rationality standard, BDM should give the value $2. But this does not happen, and the measured value is usually higher. The authors argue that this is so fundamental that it should not be taken to reflect preference, but only that subjects do not understand the decision procedure. For the latter misunderstanding the authors use the strange term game form misconception. This term is strange because it suggests that the authors only think of game theory, and not of the many other preference situations. But so be it. This paper is part of a general direction of research by Plott, arguing that many biases found are too irrational to be taken as reflecting preference. The many biases such as framing are indeed of interest in decision making at low levels of rationality, as with marketing and consumers buying in supermarkets, which is what psychologists often study, but not if we are interested in higher-level preferences such as with financial traders, or if we have normative interests. In the same spirit as Plott, I usually study theories that satisfy transitivity, even if it is violated empirically.

Note that in the terminology of this paper, choice refers to descriptively revealed choice, and preference refers to some sort of true underling rational value system.

P. 1236 has a nice expression: “testing a scale by measuring a known weight.”
P. 1237: “Many decision makers appear to confuse the second-price auction incentives of the BDM with a first-price auction.”

The text is often verbose.

One problem I have with the experiment is that the amount, $2, is so small that subjects just for fun may deviate from the obvious. Another is that Fig. 2, p. 1244, may confuse subjects. Its left to says that subjects will sell the card, and have to name an offer price. This is suggesting to subjects that trading is to come. The bottom of the card explains the BDM payment system, but in no way makes clear that the suggestion of the upper left part will not happen at a later stage, and that this BDM payment is all there will be. The random prize has been determined beforehand, which is nice (the authors point out on p. 1244 that this excludes that the prize offered might depend on what the subjects do, which in fact excludes, in my terminology manipulation), and is tangible in the sense that it is below a covering card to be removed by the subjects, which is also nice. However, the randomization concerns the random prize only, and not the whole decision situation, which is a deviation from the Prince mechanism.

After a first round, subjects did it a second time. Subjects who in the first round had given a wrong value and lost because of it (the random prize between the stated and true value) did better in the second round, but not perfect.

The authors claim to exclude framing but their claim is incorrect. Subjects after a mistake in the first round usually improve their behavior in the 2nd round due to learning. The authors claim that framing would exclude such learning because the frame stays the same. This claim is incorrect. Nobody studying framing will think that learning cannot exist. %)


{% risk aversion %}


{% Seems to do de Finetti-like maths, playing much on finite additivity, in finance, incorporating correlatedness with market. %}

{% Assume M and m are maximal and minimal outcome, utilities 1 and 0. Then the graph of the utility function can be interpreted as the distribution function of a “benchmark” random variable. The expected utility of a random variable then becomes the probability of the rv exceeding the benchmark rv (assuming stochastic independence). This is nice. Known properties such as concavity of utility are reformulated for the new interpretation. %}


{% This paper considers a remodeling of utility as the probability of attaining some goal. In f ≽ β, β is the goal to be attained and β can be a random variable, f is an act, and the preference f ≽ β means that the goal has been attained. Goals may be something like obtaining enough money to pay all bills each month, enough food to survive, producing offspring, etc.

Assume U on [a,b], normalized to U(a) = 0 and U(b) = 1. U(12) = 0.7 now means that the probability of achieving one’s goal is 0.7 if the outcome received is 12. Taking as benchmark a random variable β with distribution function U, the probability of 12 achieving the goal of exceeding the benchmark β is indeed 0.7. This is the basic idea of the model. The benchmark β, and its probability distribution, are taken endogenously. This remodeling of utility is interesting. It was introduced in earlier papers by the authors, such as Castagnoli & LiCalzi (1996, Theory and Decision). For more references, see Abbas & Matheson (2009).

The contribution of the present paper is to establish the re-interpretation of utility in a number of commonly used preference representations, primarily additive decomposability of Debreu (1960) and several of its extensions. For infinite state spaces, a complication is that the reinterpretations of utilities as probabilities must be combined with traditional subjective probabilities established in the “overt” state space, and this requires the derivation of nonelementary measure-theory results on the extension of measures from non-
algebras to algebras. The authors resolve this complication, with a useful summary of known results in Appendix A.

The material on measures on non-algebras in this paper is of special interest for some recent developments in decision theory, by Zhang (1999, MSS) and Abdellaoui & Wakker (2005, *Theory and Decision*).


Consider reference dependence both regarding peers and aspiration. For poor people aspiration does most, and for rich people peers do.


{% Present the Chew & Waller (1986) choices (tests of the common consequence effect as in Allais, but with common outcome passing from lowest to intermediate to highest) to 1275 8th grade children. Find that risk aversion correlates positively with fewer disciplinary referrals and completing high school. They find that EU as well fits choices as some nonEU theories, where for PT they unfortunately do not consider inverse-S probability weighting but only convex and concave. As rationality index they take the minimum number of choices to change so as to satisfy EU (p. 71). They also assume an error theory (trembling hand) and emphasize its role much. %}

**random incentive system between-subjects:** do this. %


{% Didactical explanation of risk aversion under EU through concavity of utility and risk premium, with some real-world data on auto-insurance premiums loading and nice exercises with a practical touch. %}


{% %}


{% Try to replicate Dijksterhuis et al. (2004) but find the opposite. %}


{% Uses the statistically powerful adaptive technique to compare fit of several discount models. This is at the individual level. Unsurprisingly, quasi-hyperbolic and hyperbolic perform poorly because they cannot accommodate increasing %}
impatience whereas this, even if minority, will still happen frequently and one

can’t miss all those individuals. (P. 236: 25% of their subjects have increasing

impatience.) Thus, the final sentence of the abstract writes: “specific properties of

models, such as accommodating both increasing and decreasing impatience, that are mandatory to
describe temporal discounting broadly.”

P. 249: “Another significant result of the present study was the prevalence of increasing

impatience (concavity of the discounting curve) in our sample. This phenomenon challenges the

prevailing practice in the literature of modeling temporal discounting as exclusively non-

increasing, while providing strong confirmation of the results from a small number of recent

studies, notably by Attema et al. (2010); Abdellaoui et al. (2010); and Abdellaoui et al. (2013).

Among the models we analyzed, only the Constant Sensitivity model can accommodate

increasing impatience.”

P. 250: “We believe the success of the Constant Sensitivity model demonstrates that

increasing impatience and the extended present are likely to be relatively common behavioral

variants, which reinforces the value of utilizing models that accommodate this behavior. The

success of the neuroscience-inspired Double Exponential model … We anticipate that analysis of

the unique characteristics of the Constant Sensitivity and Double Exponential models may yield

important results in future studies. In addition, if increasing impatience, the extended present, and

mixture are all important for describing discounting behavior, we propose that a mixture of

Constant Sensitivity and Double Exponential would be a logical extension.”

P. 250: “Several promising models have been developed in recent years that merit inclusion

in future model comparison studies (Bleichrodt et al. 2009; Benhabib et al. 2010; Scholten and

Read 2006, 2010).” It is useful to note here that the model of Bleichrodt et al. (2009)

agrees with and extends Evert & Prelec’s constant sensitivity model in the same

way as negative powers extend positive powers for CRRA utility. Bleichrodt,

Kothiyal, Prelec, & Wakker (2013) renamed the family “unit invariance.”

Bleichrodt et al. (2009) predicted, what this paper confirms, about their families:

“They serve to flexibly fit various patterns of intertemporal choice better than hyperbolic and

quasi-hyperbolic discounting can do, by allowing any degree of increasing or decreasing

impatience. Thus, the CADI and CRDI [now called unit invariance] discount families are the first

that can be used to fit data at the individual level.”

P. 250: “In addition, it should be noted that all of the models tested assume linear utility, an

assumption which has some support at the aggregate level, but could potentially introduce
distortions if there is significant heterogeneity at the individual level (Abdellaoui et al. 2013).

However, over the range of reward magnitudes involved in our experiment, any effect of

nonlinear utility would likely be small.” (linear utility for small stakes)

{http://dx.doi.org/10.1287/mnsc.1120.1558

**SPT iso OPT:** Really uses the right formula for 1979 prospect theory. This is exceptional.

A theoretical method for optimally designing (individual-dependent) an adaptive experiment to discriminate between decision theories. Illustrated in simulated data to discriminate EU, weighted utility, OPT, and PT (they write CPT). Big drawback is that different subjects face different stimuli. If all subjects get the same stimuli, one can see for each stimulus what is happening. This is not possible here. %}


{N = 19 subjects. Adaptive method for fitting probability weighting in probability triangle, with outcomes $25, $350, and $1000. Choices were hypothetical. At each question, the computer calculates what is the optimal next question to ask. The paper finds that two-parameter families work way better than one-parameter, especially because there are very optimistic subjects with high elevation which one-parameter families cannot capture (p. 281 para –2). The Prelec 2-parameter and linear-log-odds (Goldstein & Einhorn 1987) are about equally good, although Prelec 2-parameter is mostly better for the subjects with extremely high elevation. P. 281 2nd para: Prelec 2-parameter does not do very well primarily because universal subproportionality does not hold. %}


{questionnaire versus choice utility: Present questionnaires to measure ambiguity attitudes, such as about aversion to novelty, complexity. Hypothetical Ellsberg
choices are also included here. Relate them to incentivized Ellsberg choices to validate them. (real incentives/hypothetical choice). It is always hard to judge whether found correlations, if statistically significant, have much or little economic significance.

I was glad to see p. 75 top discuss a-insensitivity as an important component, because I work much on it myself. For simplicity reasons, the authors do not include it in their measurement.

They measure degree of ambiguity aversion by using sort of strength of preference, and also by matching probabilities. %


{\% %}


{\% value of information: shows how the Blackwell theorem, of more informative being equivalent to more increasing SEU, can be extended to maxmin EU. %}


{\% The authors propose a new risk model that assigns to $X = (p_1:x_1, \ldots, p_n:x_n)$ with expected value $EV$ the value $EV + 2[\lambda E(X-EV)^+ + (1-\lambda)E(X-EV)^-]$. Here $Y^-$ is defined as $\leq 0$, as is often done in decision theory (especially if $Y$ concerns nonquantitative losses for which $-Y$ is not defined) but not in mathematical probability theory or measure theory, where $Y^-$ is usually taken $\geq 0$. $\lambda = \frac{1}{2}$ gives back $EV$. A pessimist will have $\lambda < \frac{1}{2}$. I note that the model could have been rewritten as $EV + (2\lambda-1)E(|X-EV|)$, showing it’s an analog of mean-variance. A behavioral foundation is in Blavatskyy (2010 Management Science), something the authors are not aware of.

They further generalize by replacing $EV$ by $\left( g(p_1)x_1 + \cdots + g(p_n)x_n \right) / \left( g(p_1) + \cdots + g(p_n) \right)$.
Wakker (2010 Exercise 6.7.1) showed that this violates stochastic dominance whenever \( g \) is nonlinear. So, I would have preferred that the authors had cost-effectiveness done rank-dependent probability weighting. The authors show how the model can accommodate all kinds of phenomena. They do not provide a behavioral foundation or empirical test.

Rieger (2017) comments, pointing out for instance that the model is close to Gul’s (1992) disappointment aversion model, treating EV the way Gul treats certainty equivalent. %}


For decision under uncertainty, the authors take stochastic independence as a primitive. It means that being informed about the true element of a partition does not impact preferences conditional on another partition. It follows up on Pfanzagl (1968; §12.5) for two-by-two partitions and by Mongin (2020). Those mostly focused in EU, showing that stochastic independence quickly implies EU. This paper considers relaxations for ambiguity theories, and their relations to dynamic consistency and consequentialism. %}


Generalizes Gilboa, Maccheroni, Marinacci, & Schmeidler (2010). The objectively rational preference is still Bewley (1986, 2002)-type. The subjective one generalizes the maxmin-EU relation of Gilboa et al. (2010) to the general uncertainty averse (quasi-convex) preferences of Cerreia-Vioglio et al. (2011). So, the paper assumes the Anscombe-Aumann model. It gives axioms implying that the sets of priors and utility functions of the objective and subjective preferences are the same. %}


\% biseparable utility violated;

The cautious expected utility model takes not one utility function, but a set \( W \) of
such. Each lottery is evaluated by the, for that lottery, most risk averse utility function in $\mathcal{W}$. That is, the certainty equivalent $CE$ of lottery $x$ is $V(x) = \inf_{v \in \mathcal{W}} CE_v(x)$, where $CE_v(x)$ is the $CE$ of $x$ under EU with utility function $v$. It is dual to maxmin EU for uncertainty, with linearity in probability rather than in utility (maxmin EU has linear utility in the Anscombe-Aumann sense). Cautious EU can be risk averse if all functions in $\mathcal{W}$ are concave, and risk seeking if all those functions are convex. One can increase risk aversion by applying a concave transformation to all functions in $\mathcal{W}$, and increase risk seeking by applying a convex transformation. Thus, the model itself does not very directly speak to risk aversion. But what it adds to EU is entirely in the direction of risk aversion. For comparison, RDU can add risk aversion to EU by adding a convex probability weighting function to EU, but it has the flexibility of adding other attitudes through other weighting functions.

One can readily formulate $\alpha$ maxmin generalizations of cautious EU. The model shares with Chew’s (1983) weighted utility (and with the smooth ambiguity model although that is for ambiguity), the spirit of getting the action/variance-in-data from the outcomes, and will not work well to accommodate the fourfold pattern of risk attitude with risk aversion depending on the probabilities considered. For instance, if we face an outcome interval where the utility functions in $\mathcal{W}$ differ much from each other, then the nonEU part of the formula will add much risk aversion. If we then go to another outcome interval where the utility functions are all equal, then there the formula satisfies EU. The outcomes we deal with, and not the events/probabilities, determine risk attitude. This is different for RDU or prospect theory, where the relevant probabilities determine how we deviate from EU.

The cautious model will not be very tractable for calculations, just as with maxmin EU, because for the very evaluation of a single lottery already a minimization problem, minimizing over a set of utility functions, must be carried out.

Whereas for most lotteries the model adds a layer of risk aversion, it does not do so for riskless lotteries. These get a kind of privileged treatment. Thus a necessary axiom is negative certainty independence (NCI):

$$x \sim \alpha \Rightarrow \lambda x + (1-\lambda)c \geq \lambda \alpha + (1-\lambda)c$$
for all lotteries \(x, c\), sure outcomes \(\alpha\), and \(0 < \lambda < 1\). A way to see this: If, in \(\lambda x + (1-\lambda)c\), I could for \(x\) take the most aversive utility function for \(x\), and for \(c\) the most aversive utility function for \(c\), then I would have indifference. In reality I cannot minimize for both \(x\) and \(c\) at the same time. Putting NCI differently, and assuming RCLA, replacing any sublottery in a multistage lottery by its certainty equivalent always worsens the case. Put yet differently, and very nicely, any conditional CE (recommended to be used by McCord & de Neufville 1986) exceeds the unconditional CE. Thus, the model can be taken as a nice new insight into McCord & deNeufville: It characterizes when M&d ALWAYS find lower risk aversion. In combination with the RDU model the condition is very restrictive because it is imposed irrespective of the ranking of the outcomes and, indeed, it cannot be reconciled with RDU (unless EU). Loosely speaking, as soon as there is rank dependence, we can always arrange the conditional CE to come out relatively favorable but also relatively unfavorable and the latter violates NCI.

NCI implies convexity (also called quasi-convexity or quasi-concavity; it means:mixing with something good is always good) w.r.t. probabilistic mixing: if \(x \sim y \sim \alpha\), then \(\lambda x + (1-\lambda)y \succ \lambda x + (1-\lambda)\alpha \succeq \lambda \alpha + (1-\lambda)\alpha \sim x\). That is, in \(\lambda x + (1-\lambda)y\) we twice substitute conditional CEs (p.697 footnote 8), each time worsening the lottery. So, there is a general preference for probabilistic mixing.

Theorem 1 p. 698 shows that under usual monotonicity/continuity/weak ordering, the condition (NCI) is not only necessary, but also sufficient, for cautious EU. Here is again the duality with maxmin EU, with convexity meaning that we have a minimum over dominating linear functions but a certainty independence needed extra because we have ordinal inputs. The negative certainty independence axiom of the authors nicely combines these two conditions. \(W\)’s closed convex hull is unique up to redundant utilities (giving too high CEs to ever be minimum, as resulting for instance from any convex transform; they get some sort of Kannai-type minimally concave utilities); see §2.5 p. 701. It is a very, incredibly, appealing mathematical result connecting simple concepts in a way never noticed by anyone before.

I disagree with many empirical claims in the paper though.

(1) Pp. 694-695 mentions Quiggin’s RDU and betweeness as the most popular alternatives to EU, overlooking the Nobel-awarded prospect theory
whose 1979 introduction is the second-most cited paper ever in an economic journal. P. 712 writes that the NCI model, like betweenness and RDU, is not designed to distinguish between gains and losses. Here it is strange that PT is not mentioned. Kahneman & Tversky’s papers are only cited for particular empirical facts and in the definition of RDU it is just mentioned as comprising. Cautious utility can capture sign-dependence well in one way: It can let the set of utility functions for losses be very different than for gains. It cannot capture sign-dependence in the sense that its deviation from EU is always to take the minimal EU, both for gains and losses. A sign-dependent generalization could be to take the max for the loss-part, or do \( \alpha \text{ maxmin} \) with \( \alpha \) different for losses than for gains.

(2) P. 695 claims “Third, our model is consistent with the main stylized facts of preferences under risk as surveyed in Camerer (1995) and Starmer (2000).” As most theoretically-oriented economists, the authors are not well aware of the common empirical finding of the fourfold pattern. They show no awareness of risk seeking for small-probability gains. They do explicitly point out that they do not seek to accommodate sign dependence (p. 712), and they do point out that they can accommodate risk seeking for losses (by having all utility functions in \( \mathcal{W} \) convex for losses), but what their NCI adds for losses goes in a risk averse and I think wrong direction for losses. Whereas RDU adds layers to EU that can be risk averse or risk seeking and, importantly, can do so depending on probabilities considered, cautious EU only adds a layer of risk aversion to EU that is outcome-oriented and not probability-oriented.

(2a) Problems for losses: People have a special aversion to sure losses, contra to NCI. The common finding is

\[-100:0 > -50 \text{ (risk seeking)}\]

but, mixing it fifty-fifty with a sure 0, I predict

\[-100:0 < -50:0 \]

violating NCI.

(2b) Problems for low-likelihood gains: People will dislike certain outcomes if they compete with small-probability-high-gains (leading to inverse-S under RDU). Thus the common finding is

\[10^6_{10^{-6}}:0 > 1 \text{ (risk seeking)}\]
but, mixing it fifty-fifty with a sure $10^6$, I predict

$$10^6 \frac{1}{5+10-6} < 10^6 \frac{1}{5},$$

violating NCI.

NCI implies universal convexity of preference, but I expect it to be violated in many instances. Wakker (2010 Theorem 7.4.1) shows that under RDU (= PT for gains), convexity of preference ($p \sim q \Rightarrow \lambda p + (1-\lambda)q \succeq q$; a condition called quasi-concavity by Wakker) is equivalent to concavity of probability weighting. However, most empirical evidence suggests the opposite for gains: Convex probability weighting (under inverse-S usually for moderate and high outcomes, although weak in the interior). This gives counterevidence to convexity of preference (modulated by violations of RDU). The authors mention this difference between their model and RDU in footnote 37, p. 713. I expect that neither convexity nor concavity of preference holds very generally (for gains or losses), depending on configurations of lotteries as with inverse-S.

P. 713 suggests that betweenness is more restrictive (= parsimonious) than the NCI model, and that the latter is permissive (= less parsimonious), but then suggests that RDU is even more permissive (although staying vague by saying that “there are instances”). I see this differently. The set $W$ of utility functions (also when modulo closed convex hull, redundant utilities, and affine transformations) is of higher dimensionality than RDU’s (1 utility function + 1 weighting function). The NCI axiom, only imposing some inequalities and not symmetric in left- and right-hand side of preference, is more permissive than comonotonic independence or betweenness. The latter are symmetric in the left- and right-hand side of preference, amounting to invariant preferences and to preserving indifferences. This is the same as convexity being more permissive than linearity.

Related to the above point of cautious utility being permissive, elicitation will be problematic. The elicitation discussed at the end of section 2 (p 702 bottom) confuses empirical observation with identifiability. It only shows how observations exclude some utility functions, and writes that if we know the whole preference relation than the set $W$ must be identifiable (up to its uniqueness of course). Such observations hold for every model satisfying the minimal requirement of identifiability, and give no clue on how much a finite number of
observations narrows down the set \( \mathcal{W} \). As always, one can do parametric fitting. But then one should not only restrict the utility functions considered, but also the set of utility functions considered. If this is done to a high degree, then cautious EU can become sufficiently parsimonious to be empirically tractable for data fitting and predicting. But it will take creativity to find empirically satisfactory parametric subfamilies.

P. 707 l. –5 claims that RDU has a continuous (onto) weighting function, but this is not common because there is much interest in discontinuities at \( p = 0 \) and \( p = 1 \).

EVALUATION:

Cautious EU and its axiomatization are mathematically highly appealing and esthetic. In full generality the model is way more general (less parsimonious) than other models and, hence, less tractable. But more restricted (parsimonious) subfamilies can be developed and, in particular, the complexity of solving a minimization problem for every lottery to be evaluated can be made tractable this way.

Empirical problems are that, whereas RDU imposes an extra layer on EU that can give both extra risk aversion or extra risk seeking and, in particular, can have that depend on probabilities which is empirically and psychologically desirable, this model only imposes an extra risk aversion layer (cure: could easily be modified by \( \alpha \) maxmin generalizations) that is outcome-oriented (no cure conceivable for this).


{First I present a misleading reasoning that mispresents this paper, and then the correct reasoning. Imagine an implicit equation \( F(x) = G(x) \). I define \( H(x) = F(x) - G(x) \). Then \( x = H^{-1}(0) \). Now didn’t I turn an implicit equation into an explicit one, using function inversion? Isn’t this trivially always possible if one can use function inversion? Of course, the above rewriting is trivial and not of any use. (As an aside, my little Pascal program, written 35 years ago, to obtain function inverses has helped me throughout my life to solve any equation I want, turning it into the most useful thing I ever did. I still use it today (2021) on my 20 year old computer - it doesn’t run on modern computers.)
A problem of Gul’s disappointment aversion model and, more generally, betweenness models, is that they only give implicit equations for functional values and certainty equivalents. This paper gives explicit rewritings of disappointment aversion and many other betweenness preferences using function inverses, but in particular useful manners that give good insights and facilitate computations (though they can remain difficult). They need the NCI preference condition for it, leading to infimum operations. The term explicit representation is to be taken in this sense. %}


{ % Cautious utility assumes a set of utility functions and then, for DUR, assigns the minimum expected utility to each lottery. This adds extra risk aversion (worse certainty equivalents), beyond expected utility. This paper shows that in this extra risk aversion, one can distinguish a component of certainty effect, one of loss aversion, and one of the endowment effect. Here loss aversion and the endowment effect are taken as separate. This happens because the authors assume multiattribute outcomes, the first attribute being money. In their 2015 introduction they assumed only monetary outcomes. They now do not assume one “arbitrary” holistic utility function ordering the riskless outcomes and then cautious utility from there on, but they add cautiousness in the riskless aggregation over attributes. This gives yet extra risk aversion/pessimism beyond the risky loss aversion, showing up in multi-attribute outcomes as opposed to single-attribute money (where 2\textsuperscript{nd}-last attribute are kept fixed at 0), showing up in the WTP-WTA discrepancy, and this is one of the novelties of the paper.

In prospect theory, loss aversion is modeled by taking an asymmetric utility function, with the kink at the reference point. To show that the loss aversion generated by cautious utility is different, and in addition, the authors show it while restricting to symmetric utility functions. %}

This paper considers an interval \([w,b]\) of monetary prizes and the set of lotteries over them (need not be simple). Subjects choose from finite sets \(A\) of lotteries, but they can randomize and thus choose from all probability distributions over \(A\). It means that in fact they choose two-stage lotteries. Reduction of compound lotteries is assumed, meaning that in fact subjects choose from \(\text{co}(A)\), the convex hull of \(A\). They assume single choices, so, if there is a set of indifferent best ones then one is selected one way or the other.

Theorem 1 gives two equivalent ways of describing the above model.

Randomization between indifferent optimal elements need not be “real” randomization, but just arbitrary selection. There is real randomization, roughly, if \(\lambda p + (1-\lambda)q \succ r\) even though \(p \prec r\) and \(q \prec r\) (the paper does it a bit differently by bringing in stochastic dominance). Theorem 2 (p. 2432) shows that regularity is violated if and only if real randomization occurs, which holds if and only if there is some strict convexity of preference somewhere. Proposition 1 shows, under continuity, that this is equivalent to a violation of strict stochastic dominance. The intuition of Theorem 2 is explained on p. 2427: “Possibly the most well-known property of stochastic choice, widely used in the literature, is Regularity (also called Monotonicity): it posits that the probability of choosing \(p\) from a set cannot decrease if we remove elements from it. It is often seen as the stochastic equivalent of independence of irrelevant alternatives (IIA), and it is satisfied by many models in the literature, most prominently, models of Random Utility, albeit it is well known that it is often empirically violated. We show that our model of deliberate stochastic choice will necessarily lead to some violations of Regularity (unless the stochastic choice is degenerate, i.e., there is no stochasticity). Intuitively, our agent may choose from a set \(A\) two options that, together, allow her to "hedge." But this holds only if they are both chosen: they are complementary to each other. If either option is removed from \(A\), the possibility of hedging may disappear and the agent no longer has incentive to pick the remaining one, which in turn generates a violation of Regularity. The key observation is that the agent considers all the elements chosen as a whole, for the general hedging they provide together. By contrast, Regularity is based on the assumption that the appeal of each option is independent from the other options present in the menu or in the choice.”

Luce (1959) also had a probabilistic generalization of independence of irrelevant alternatives, but if I remember right it was more restrictive than regularity, imposing conditional probabilities (I am not sure).

Details:
- P. 2425 Footnote 2 writes that Tversky (1969) was the first to write on...

- P. 2426 writes: “Crucially, convexity is a property shared by many existing models of decision making under risk, and it captures ambiguity aversion in the context of decision making under uncertainty.” I view this differently. Convexity is an absolute property, reflecting pessimism. Ambiguity aversion is a relative property, reflecting more pessimism for ambiguity than for risk (Wakker 2010 §11.6).

P. 2429 Axiom 1: Unfortunately, the authors use the term “rational” for a mathematical property, amounting here to stochastic dominance. This is OK in math where one has much liberty to use everyday language to define abstract concepts and, for instance, is often done in theoretical game theory, but is unfortunate in economics where we want to use the word in its natural-language meaning.


Ambiguity attitude taken to be rational: Rational means transitive and monotonic. Then there are in principle mathematical ways to relate preferences to sets of priors. They axiomatize the basic Anscombe-Aumann model with representation $I(u \circ f)$ where $f$ is an act, $u$ a vNM utility function, and $I$ a general functional, which will be by EU for risk plus monotonicity/backward induction.

Probabilistic choice. Study many relations between the weak axiom of revealed preference and its stochastic generalization in Luce (1959). They, thus, come to justify the term “rationality” in their title.


Assume that the subjective measure of the financial market is nonadditive, and then use the Choquet integral. Assume risk neutrality for given probabilities. This paper illustrates how many representation theorems of Choquet integrals can be applied in finance.


This paper revives the local utility analysis by Machina (1982), connecting it with the valuable generalization of vNM EU by allowing for incompleteness by: Baucells & Shapley (2008) and Dubra, Maccheroni, & Ok (2004) (two papers written independently and simultaneously, using sets of vNM utilities and unanimous agreement). It further shows that prospect theory with risk aversion and prudence must reduce to EU. I conjecture that prospect theory can be reconciled with risk aversion and prudence if prudence is taken in a comonotonic cosigned way, and not in the traditional way as done here. The authors define prudence in terms of the 3rd derivative of utility in EU, but this is just in that definition of EU and does not refer to the utility actually used, so, it does not require the utility actually used to be differentiable.


Consider constant absolute and relative ambiguity aversion w.r.t. wealth changes, as opposed to utility changes as studied by Grant & Polak (2013) and others.

{% Impose preference conditions that are variations of multiple-prior characterization, for generalized coherent risk measures. Using techniques of linear decision theory in finance interpretations, for coherent risk measures à la Artzner et al. Showing that sometimes convexity better be weakened to quasi-convexity to relate to diversification. %}


{% This paper assumes the Anscombe-Aumann framework, with linearity of the vNM utility function. Then it gives a general representation for quasi-convex functionals; i.e., it characterizes quasi-convexity of preference, interpreted as uncertainty aversion. For the special case of RDU for uncertainty (also known as CEU), because utility is linear, their quasi-convexity will be equivalent to convexity of the weighting function. To explain the model, I first discuss concave functionals. (It would be more convenient if the weakening of concavity, called quasi-convexity, were called quasi-concavity here, but I stick with the terminological conventions of this field.)

Assume the usual Anscombe-Aumann framework with n states of nature and prize set X. Take \( u(x) \), the vNM utility of prize \( x \), as unit of outcome. Take a functional \( V \) that now is nothing but a function from \( u(X)^n \) to \( \mathbb{R} \). It is well known that \( V \) is concave if and only if it is the minimum of the dominating linear functions. In the presence of monotonicity and normalization, we can take those dominating linear functions as EV functionals determined by the subjective probabilities assigned to states. Because EV in \( u \) units is usually called expected utility in the Anscombe-Aumann framework, I will do so too henceforth. So, a functional then is concave if and only if it is a maxmin EU model, which is nice to know.

Gilboa & Schmeidler (1989) characterized maxmin EU by imposing concavity
of preference (uncertainty aversion), which amounts to quasi-convexity, rather than concavity, of the representing functional. They mainly added certainty independence to go from quasi-convex to concave.

The present paper drops concavity of the functional (and certainty independence), imposing only quasi-convexity. Then the functional is not the minimum of a set of dominating EU functionals, but of a quasi-concave \( G \) transform of those EU functionals. Here \( G \) depends not only on its \( u(x) \) input, but it can also entirely depend on the EU functional; i.e., on the subjective probabilities \( p \) chosen on the state space. Its quasi-convexity concerns both mixing in \( u(x) \) and in \( p \). We need not consider a subset of dominating EU functionals, but can just use all EU functionals, by letting \( G \) take value infinite for all the EU functionals to be ignored. The functional is of course general, depending on all subjective probabilities over \( S \). But it is a convenient way to unify many models.

The paper describes for many models what they mean in terms of their \( G \) function, such as the variational model (\( G \) is additively decomposable), the Chateauneuf-Faro (2009) model (\( G \) is multiplicatively decomposable), the smooth model (for \( \varphi \) concave), and probabilistic sophistication.

P. 1284 ll. 3-4 below Proposition 6 writes: “The function \( G \) can thus be properly interpreted as an index of uncertainty aversion.” [italics from original] The authors here only mean that the partial pointwise-dominance ordering of \( G \) is compatible with the Epstein-Ghirardato-Marinacci definition of more ambiguity averse than, because this is all that Proposition 6 shows. It does not mean that other orderings derivable from \( G \) would reflect more ambiguity aversion.

\textbf{biseparable utility violated} \%}


{\% Assume Anscombe-Aumann model.

P. 271, footnote 2 writes that probabilistic sophistication was introduced by Machina & Schmeidler (1992). However, it existed long before. M&S were the first to axiomatize it. Cohen, Jaffray, & Said (1987, first step on p. 1) describe it,
for instance.

They take uncertainty aversion in the Schmeidler sense, of quasi-concavity w.r.t. probabilistic mixing. Then they use techniques such as in their 2011 JET paper for the case of probabilistic sophistication. %}


{\% \%


{\% The authors define a statistics model, and a common decision theory model, which assumes Anscombe-Aumann. They define a mechanism to relate the statistical model to the decision theory model, and then show how all kinds of ambiguity models can be related to statistical techniques.

Theorem 6 characterizes the smooth model, but has the two-stage setup exogenous. (See footnote 31.) \%}


{\% The authors take Savage’s SEU model, with state space S and subjective probability P, as point of departure. They assume an additional set M, interpreted as possible models of which we do not know which one is true, and apparently taken to be a set of subjective probability measures m on S. The beginning of the paper carefully explains that S is outcome relevant, and M is only instrumental. They assume that P is a \( \mu \) weighted average over M, so, \( \mu \) is the 2\(^{nd}\)-order distribution over S. As a Bayesian I am happy to see that the authors are exemplary Bayesians here! P. 6755 middle of 2\(^{nd}\) column writes: “The first issue to consider in our !!normative!! approach” [exclamation marks added],
suggesting that the authors consider their approach to be normative.

A necessary and sufficient condition for \( P \) to be derivable from \( M \) is that if 
\[
m(A) = m(B) \quad \forall m \in M
\]
then \( 1_A0 \sim 1_B0 \) (\( 1_A0 \): get $1 under A and $0 otherwise) (p. 6756 Proposition 1).

A question addressed in this paper is when the 2nd stage \( \mu \) can be recovered from \( P \). Without further info about \( M \) it obviously cannot. The main case is if all in \( M \) is orthogonal (with which the authors indicate disjoint supports) or, more generally, if the elements of \( M \) are linearly independent. The authors cite Teicher (1963) for this result on p. 6756 1st para following Proposition 1. Note that this is an extreme case, where the different models considered are completely different. The authors add results referring to supports and absolute continuity. They give a mathematical intertemporal example, stationary and ergodic, where the condition is satisfied.

It is encouraging for theoreticians that PNAS took this mathematical paper. The authors relate to many important ideas, such as Hansen & Sargent’s robust approach, Wald, Marschak, model uncertainty, with much knowledge of history.

Cerreia-Vioglio, Simone, Fabio Maccheroni, Massimo Marinacci, & Luigi

Cerreia-Vioglio, Simone, Fabio Maccheroni, Massimo Marinacci, & Luigi

Cerreia-Vioglio, Simone, Fabio Maccheroni, Massimo Marinacci, & Luigi

{% The variational model has a cost function c(p) for lottery p. This paper analyses uniqueness, concerning the set of all c-functions that represent preference. It shows that there are a lower c* and an upper d*, and that c can be iff it is between c* and d*. The introductory paper of the variational model, Maccheroni et al. (2006), had an unboundness assumption making d* infinite/redundant. This paper interprets c* as degree of ambiguity aversion and d* as degree of ambiguity, but it is unclear to me how this can be defended. %}


{% https://doi.org/10.1007/s11238-021-09844-x

Consider consumer theory, but take demand stochastic, and show that law of demand for normal goods continues to hold on average. It is nice that Luce’s (1959) famous consistency condition for probabilistic choice turns into independence of irrelevant alternatives, the weakening of the WARP axiom, when choice is deterministic. %}


{% For every binary relation over lotteries they define kind of the largest subrelation satisfying transitivity and independence, or at least relation close to the original binary relation in some sense. %}


{% Investigate several stock market indices for period of ’97 to ’99, finding that daily returns are nonnormal and autocorrelated, but weekly returns and longer-term returns are normally distributed and independent. %}

{% Study 11,000 (!) Swedish twins. Ask them many simple questions to test for loss aversion, discounting, and so on. Find that loss aversion and ambiguity aversion (and several other anomalies) are partly explained genetically, with some 20% of variance explained this way. Impatience is not genetically related. %}


{% https://doi.org/10.1287/mnsc.2016.2535
The paper finds way more preference for justice (= fairness ≈ equity) under certainty than under uncertainty. A novelty is the variation of levels of uncertainty. %}


{% The authors reveal incomplete preferences for choice under ambiguity in their Experiment 1 (§3.1). To this effect, they measure a matching probability of an ambiguous Ellberg 2-color bet, using choice lists (prizes €15 and €0). But, in each choice in the choice lists the authors have a third option, besides the risky or ambiguous bet, and that option is described as “I am indifferent between the two urns.” to the subjects, and called option mix in the paper. Then a 50-50 lottery would choose the option for subjects. By classical theories, if a subject is not indifferent between the two bets, she should surely choose the one preferred. If she is indifferent, she may choose the mix, but need not, and may as well choose any of the two options. Hence, there will at most be few indifferences. And, by stochastic dominance and transitivity, each subject will in each single choice list have at most one indifference. The data show the opposite. Many subjects choose indifference, and even several times in single choice lists: 40% does it for the most critical choices. 23% never chooses mix, 29% chooses it exactly once, 13%
twice, and 35% three or more times (p. 555; replicated pp. 557-558).

Several explanations other than incompleteness of preference under ambiguity can be considered. But the authors have a nice second experiment (§4) to halfway counter. Here they replace the ambiguous bet by a sure €7.5, so that they measure the probability equivalent. And here they find only few indifference choices. This does not fully rule out the alternative explanations, but at least gives a good counter. The alternative explanations will have to distinguish ambiguity from risk.

I think that a plausible explanation (not contradicting incompleteness, but giving it background) is that people want to avoid responsibility for a choice. The authors do not discuss this, although p. 582 in the appendix shows that subjects could choose an explanation “I don’t like to have the responsibility of handling a situation that requires a lot of thinking” among 31 other ones. This may only happen for complex decisions involving ambiguity, and not for more clearcut decisions such as involving only risk.

A plausible explanation that is alternative is experimenter demand: The subjects think that the indifference option hasn’t been put there for no reason, so the experimenters must be hoping that they will use them and, then, so they do. An alternative explanation can also be trembling hand, if stronger for ambiguity than for risk (the latter counters the authors’ counterargument on p. 560). Such alternative explanations are hard to ever rule out.

The authors in the middle of p. 551 point out that they avoid connotations of incomplete preference or randomization to subjects, but are too optimistic in suggesting that, therefore, there could be no experimenter demand.

Some nonEU theories for risk allow strict preference for mixing lotteries. (quasi-concave so deliberate randomization) That is, if P ~ Q, then still 0.5P + 0.5Q can be strictly preferred to both P and Q, a violation of betweenness. For instance, this happens under RDU with concave (optimistic) probability weighting. Something similar could happen when ambiguity is present (violating certainty independence). This would then be an explanation alternative to incompleteness. But I do not believe that such singlestage preferences play any role here, because such things are too complex to be conceived by subjects. §5 (pp. 556-559) describes an experiment to see if subjects were willing to pay a
positive amount (0.05€) so as to mix, to see if there is a strict preference for mixing. No very clear results come, with some willing to pay and some not. The conclusion (p. 560), hence, says that 30% may prefer randomization and 50% may be incomplete.

P. 551 1st para: ambiguity was implemented by letting a colleague compose the urns.

P. 551 (suspicion under ambiguity): they let subjects choose the winning colors.

P. 552 bottom: The authors apply RIS to each separate experiment. But, to my regret, they do several payments to each subject, one for each task. Empirically this will not matter much, but strictly speaking one does get income effects and one looses the theoretical incentive compatibility of RIS.

P. 554 2nd para: The “identifying assumption” entails that choosing indifference (mix) means indecisiveness, i.e., incompleteness. Subjects use whole regions of indifference but only when ambiguity is involved.}


{% Find that difference in chess performance of men and women can be explained entirely by fewer women playing chess. %}


{% Seem to find no relation between risk aversion and impatience. %}


{% value of information %}

R.C. Jeffrey model


Weak present bias: if \((0:0:\sigma) \preceq (l:0:\lambda)\), then \((t:0:\sigma) \preceq (\ell+t:0:\lambda)\) for every \(t \geq 0\).

Together with natural conditions such as impatience, this condition holds if and only if \((t:x) \mapsto \min_{U \in \mathcal{U}} \{\delta^t U(x)\}\) represents preference, where \(\mathcal{U}\) is a set of utility functions satisfying natural conditions. The representation is extended to outcome streams by adding separability over disjoint time sets and monotonicity w.r.t. single nonzero timed outcomes, leading to an additive representation

\[
(t_0:x_0,\ldots,t_T:x_T) \mapsto \sum_{t=0}^{T} V(\min_{U \in \mathcal{U}} \{\delta^t U(x_t)\}).
\]


They reanalyze the data of Andreoni & Sprenger (2012 American Economic Review 3333–3356) and Augenblick et al. (QJE 2015). They find many violations of elementary WARP and monotonicity, almost exclusively with subjects who did not always make boundary choices. They point out that this is a serious confound.


Risk sharing when different individuals have different ambiguity attitudes, analyzed using RDU for uncertainty. They may not want to share risks for extreme events, something also seen with no-insurance for extreme events.%


https://doi.org/10.1111/jpet.12160


% losses from prior endowment mechanism: RIS for each individual. N = 85; very bright students; use 4 choice list, for gains, losses, known and unknown probabilities (Ellsberg urns), always first with known probabilities, so order effects can be (p. 206 bottom).

They consider the smooth model, with a risky $x_{0.5}$ equivalent to an ambiguous $100;0$, and the 2nd order probability of $E$ is 0.5. Under the smooth model this implies

\[ \varphi(0.5U(x)) = 0.5\varphi(U(100)). \] (*)

Unfortunately, as a colleague pointed out to me, the paper uses a different, incorrect, equation:

\[ 0.5U(x) = 0.5\varphi(U(100)). \] (**) 

That Eq. ** cannot be correct can for instance be seen directly because replacing
\(\phi\) by \(\phi/2\) should not affect preference, which goes wrong in Eq. **.

The authors are not clear and do not write Eq. ** explicitly, but still it can be seen that they use it because: (1) it is suggested on p. 204 top; (2) a colleague of mine could exactly reproduce their Table 2 using Eq. **, and not using Eq. *. (3) their repeated claims that risk attitude cancels when measuring ambiguity attitude (assuming that \(U\) and \(\phi\) are power functions) only follows from the incorrect Eq. **, and not from the correct Eq. *.

**suspicion under ambiguity**: 0: subjects can choose color to gamble on, controlling for suspicion.

**risk averse for gains, risk seeking for losses & convex utility for losses & ambiguity seeking for losses**: They find risk aversion for gains, risk seeking for losses, ambiguity neutrality for gains, and weak ambiguity seeking for losses. Importantly, note that ambiguity is what is MORE than risk attitude, so that weak ambiguity seeking for losses means somewhat MORE under ambiguity than under risk (**uncertainty amplifies risk**). Find risk and ambiguity aversion positively correlated for gains, but unrelated for losses (p. 214) **correlation risk & ambiguity attitude**).

**reflection at individual level for ambiguity & reflection at individual level for risk**: They find the opposite, both for risk- and for ambiguity attitudes. Subjects risk averse for gains are also mostly risk averse for losses, and risk seeking for gains then mostly so for losses. Subjects ambiguity averse for gains are also mostly ambiguity averse for losses, and ambiguity seeking for gains then mostly so for losses. Unfortunately, they only report preference patterns and no correlations (of utility parameters that can serve as risk/ambiguity aversion parameters). They also find no relation between reflection for risk and reflection for ambiguity at the individual level, but it is not very clear.

They use the KMM (Klibanoff, Marinacci, & Mukerji) model. In their theory, they also allow for “subjective probability” at the extreme outcome as a subjective variable, which amounts to **biseparable utility**. In their data analysis they, however, do not do this and just take subjective probabilities as 50-50 (pp. 215-216). %}

{% Assumes a set of priors, and does all kinds of maxmin regret things etc. Focuses on predictive distributions. %}


{% Is RDU for uncertainty when nondegeneracy is violated, i.e., there is no more than one nonnull state (no two disjoint nonnull events if state space is infinite) in every comonotonic subset. %}


{% proper scoring rules %}


{% Study preference aggregation when, in particular, individuals may have different discount rates. Their axioms can give utilitarianism, maxmin, or multi-utilitarian, depending on the between-individual comparability of utility that is assumed. These are all quasilinear multi-utility models where one way to go is weighted mean, another is minimum of utility, and a third is minimum of evaluating functional. %}


{% I like the basic philosophy underlying this paper, as several others by these authors, that we should develop results assuming finitely many choice observations. The result of this paper is mathematical. The authors assume a finite number of observations of binary choices. Under continuity, if the domain is not too large (mainly, compact), then, if the finite set of choices is large and dense enough, we can infer the true preference relation from it to any desired
degree of precision. A version is given for deterministic choice and for stochastic choice. This is the result of this paper. It is intuitively self-evident, but takes maths to get exact. They only consider cases where the finite set of choice situations has been randomly drawn (p. 1637).

**criticizing the dangerous role of technical axioms such as continuity:** This paper does the opposite, and uses bluff whenever the issue arises. For instance, end of Footnote 4: “continuity is a necessary regularity condition; without it, no meaningful inferences can be made with any finite amount of data.” This latter claim is, of course, very incorrect. Most that the authors can say is that their approach cannot be used without continuity. Bear in mind that continuity means absolutely nothing without restrictions on the topology specified. Assumption 1 (1639), making topological assumptions, continues in the same style, when the authors write, below it: “Assumption 1 puts a necessary structure on the set of alternatives.” Again, “necessary” can mean no more than that the authors need it for their approach, but the authors write ambiguously as if it is general. Same style at Assumption 3, below which the authors write: “The importance of having a dense set of alternatives is clear: without it, the characteristics of the preference remain unobservable on an open set, and for general classes of preferences, knowledge of the preference outside this set does not suffice to infer those unobservable characteristics.” Here they seek to exploit the ambiguity of the term “general.” In the para below Corollary 2, p. 1645, the authors themselves gives a counterexample, where knowing EU preferences on a small subdomain can determine them on the whole domain. %}

Chambers, Christopher P., Federico Echenique, & Nicolas S. Lambert (2021)


{% This paper assumes that the empirical content of a theory is (at most) what it can predict for a finite data set (p. 2304 penultimate para). UNCAF (universal negation of conjunctions of atomic formula) axioms such as the weak axiom of revealed preference and transitivity are falsifiable and UNCAF, but continuity is not (criticizing the dangerous role of technical axioms such as continuity: a bit but not really) and completeness, under some assumptions about choice, neither is. The paper introduces formal terminology and results for the assumption, referring to mathematical logic and model theory.

P. 2305 has nice citation from Carl Sagan; “Absence of evidence is not
evidence of absence.”

P. 2308: two theories are observationally equivalent (Thom Bezembinder used the term data equivalent) if they have the same implications for finite data sets.

P. 2308: “The empirical content of a theory is the most permissive observationally equivalent weakening of the theory.” It is next formalized in Definition 3.

The authors say on p. 2311 2nd para that decision theorists often call continuity technical. I discussed the dangers of continuity, of not just being technical, on several occasions, such as Wakker (1988 JMP pp. 432-433). This was also argued by Adams et al. (1970) and Pfanzagl (1966), and it is nice to see that the authors cite these works (on p. 2314).

While not formalized, I used similar criteria of observability/empirical content in some works. I use it for instance to point out the dangerous empirical status of completeness. My book Wakker (2010 p. 38 penultimate para) writes: “A third argument against completeness concerns the richness of the models assumed, that constitute continuums, with choices between all prospect pairs assumed observable. We will never observe infinitely many data, let alone continuums (Davidson & Suppes 1956). Here completeness is an idealization that we make to facilitate our analyses. Although it has sometimes been suggested that completeness and continuity for a continuum-domain are innocuous assumptions (Arrow 1971 p. 48; Drèze 1987 p. 12), several authors have pointed out that these assumptions do add empirical (behavioral) implications to other assumptions. It is, unfortunately, usually unclear what exactly those added implications are (Ghirardato & Marinacci 2001b; Krantz et al. 1971 §9.1; Pfanzagl 1968 §6.6; Schmeidler 1971; Suppes 1974 §2; Wakker 1988).” The topic is central in Wakker (1988 JMP p. 422 and Example 7.3 and what follows), Köbberling & Wakker (2003 p. 410 last three paras.” Further references criticizing continuity for not properly separating observable and non-observable conditions include Fuhrken & Richter (1991, p. 94) and Luce et al. (1990 p. 49).

P. 2315 2nd para presents Samuelson’s counter to Friedman, where Samuelson very strictly separates falsifiable and nonfalsifiable. If the readers can bear another self-reference, Wakker (2010 p. 3 middle) counters in an opposite direction, by arguing that usually we do not know what will be falsifiable and what not.

It seems that this paper discusses in detail that we can never really falsify indifference from revealed preference unless we add assumptions such as nonsatiation. Wakker (1989 §1.1.5) discussed this calling it the preliminary choice problem. %}

*ordered vector space:* Maths seems to be related to de Finetti’s additive representation but more complex because it involves Scitovsky sets (weakly dominating allocations) and gets a probability distribution over prize vectors. An axiom that joining two societies (they consider populations of variable sizes) should respect separate orderings is close to additivity axiom of de Finetti or independence axiom of vNM.


They consider proper scoring rules for very general preferences, mainly assuming continuity. They define an indirect utility and use that as their main tool. Show that for EU maximizers with CARA or CRRA utility we can elicit their subjective probabilities and utility functions. They generalize Grünwald & Dawid (2004), who allowed for ambiguity attitude but had risk neutrality, by dropping most of risk neutrality.


*proper scoring rules:* the authors develop incentive compatible belief elicitation, but not for just static belief, but capturing whole dynamic situations of updating.

(updating: discussing conditional probability and/or updating)


Matching” refers to Roth’s matching markets with contracts.

Propose a generalization of mean-variance where the combination of mean and variance can be anything monotonic (so, only weak separability in the two) and, the main contribution, it goes for uncertainty/ambiguity rather than for risk. Assume Anscombe-Aumann, although as often these days they just take a mixture space (p. 616). They mention Anscombe-Aumann as one case, but explicitly also consider the case of monetary outcomes and linear utility, referring to “finance applications” for its interest. Assuming the Anscombe-Aumann framework, the mean is mean Anscombe-Aumann-EU. Instead of variance they take a generalized dispersion measure, satisfying conditions specified below.

A probability measure $\pi$ on the state space $S$ is derived subjectively à la Savage (or Anscombe-Aumann). The model is very general and encompasses Siniscalchi’s (2009) vector utility, variational, multiplier, and many other models. The authors share with Siniscalchi (2009) a complementarity axiom (here taken objectively rather than subjectively as by Siniscalchi: P. 619 footnote 8) that rules out likelihood insensitivity/inverse-S, so that I think the model will not be suited to fit empirical ambiguity attitudes. There may be interest in finance though, and the paper is targeted to that. They generalize Grant & Polak (2013) JET mainly by giving up the additive decomposability in mean and dispersion, but only have weak separability and some other (in)equalities there (complementarity independence, common-mean certainty independence, and common-mean uncertainty aversion).

P. 613: a measure of dispersion is the subjective EU an agent would be willing to give up to achieve constant EU over the state space.

P. 613: they argue that ambiguity aversion need not always be constant as in Grant & Polak (2013), which motivates the generalization.

P. 614: the general form is

$$V(f) = \varphi(E_\pi(U_{\varphi f}), \rho(U_{\varphi f}))$$

where $\varphi$ is bivariately weakly separable, $E_\pi(U_{\varphi f})$ denotes the subjective Anscombe-Aumann EU, $\rho$ captures dispersion about $E_\pi(U_{\varphi f})$, and $\varphi(y,0) = y$. P. 615: $\varphi(\mu,0) - \varphi(\mu,\rho)$ is the absolute uncertainty premium in utils.

P. 617b lists axioms, including subadditivity (3(b)) and symmetry (3(d)), each ruling out likelihood insensitivity. Symmetry is captured by Axiom A5, complementarity independence (p. 619). Axiom A.6 (p. 620) is common-mean
uncertainty aversion and also rules out likelihood insensitivity. Axiom A.7 (p. 620) is common-mean certainty independence, imposed only for acts f and g that have a common “mean” (π-EU). Axioms A.1-A.7 are necessary and sufficient for their model (Theorem 2, p. 621).

P. 623 penultimate para: their A.7 is not weaker than weak certainty independence of Maccheroni et al. (2006 JET), but common-mean translation invariance is weaker than the translation invariance property implied by weak independence.

Pp. 625-626: they can handle Machina’s examples. Pp. 627: relations to CAPM.


This paper is a rewritten version of the working paper Frick, Iijima, & Le Yaouanq (2019) “Boolean Representations of Preferences under Ambiguity.”

The authors assume the Anscombe-Aumann framework.

Any sufficiently smooth function (absolutely continuous/bounded variation) can be written as a sum of a strictly increasing and strictly decreasing function. In
the same spirit, one can, by properly combining max and min, generate almost
every function, in a similar way as one can generate almost every kind of set by
properly combining union and intersection. This is, if I understand well,
underlying several papers by Efe Ok, e.g., the appealing Hara, Ok, & Riella
(2019), cited in this paper. This paper presents a result in this spirit in the
Anscombe-Aumann framework.

We throughout assume Axioms 1-4 (weak ordering, monotonicity,
nondegeneracy, and Archimedeanity w.r.t. probabilistic mixing, and Axiom 11
(mixture independence, i.e., expected utility for lotteries). Theorem 4, p. 1048,
shows that in this almost complete generality the representing functional W can
be written as resulting from a maxmin operation:

$$W(f) = \max_{G \in G} \inf_{\mu \in \Delta(S)} G(\text{Exp}_\mu[u(f)], \mu)$$

where $u$ is the EU (“vNM”) utility function, $\Delta(S)$ the set of all prob. distributions
(called beliefs) over the finite (“horse”) state space $S$, $G$ from $\mathbb{R} \times \Delta(S) \to \mathbb{R} \cup \infty$
increasing (don’t know if they mean strictly increasing or nondecreasing) in first
argument and $G$ a set of functions $G$ that are quasiconvex and such that $W(a) = a$
for all constant functions $f$ with $f(s) = a$ for all $s$. It reminds me not only of the
general Hara, Ok, & Riella (2019), but also of the very general functional in
Cerreia-Vioglio, Maccheroni, Marinacci, & Montrucchio (2011, JET).

Theorem 3 specifies the preceding result by reinforcing independence for
lottery mixtures to weak certainty independence, which amounts to constant
absolute ambiguity aversion in utility units. Then the representation specifies the
function $G$ and becomes

$$W(f) = \max_{c \in C} \inf_{\mu \in \Delta(S)} (\text{Exp}_\mu[u(f)] + c(\mu))$$

$C$ denotes a set of convex cost functions $c: \Delta(S) \to \mathbb{R} \cup \infty$.

Theorem 2 specifies Theorem 3 further by reinforcing weak certainty
independence into full-force certainty independence, which amounts to adding
constant relative ambiguity aversion in utility units. Then the representation is
further specified into the dual-self expected utility model (DSEU) (called
Boolean expected utility in their 2019 working paper) assigns to act $f$ the value

$$W(f) = \max_{P \in \mathcal{P}} \min_{\mu \in \mathcal{P}\text{Exp}_\mu[u(f)]}$$

where $P$ is a usual set of priors over the state space (horse race) of the Anscombe-
Aumann framework, and $\mathcal{P}$ is a collection of sets of priors. This model is put
central by the authors. It satisfies Savage’s P4 (event/outcome driven ambiguity model: event-driven).

In all the above, the same class of models results if we interchange max/sup and min/inf. The model can be interpreted as a zero-sum game between a maximizing and a minimizing agent, so, between an optimist and a pessimist.

The DSEU model had been considered before, by Ghirardato, Maccheroni, & Marinacci (2004; invariant biseparable), as the paper points out in the abstract and intro.

As nonadditive measures in Choquet expected utility have too high cardinality to be very useful in general, thus sets of priors in multiple prior models have even more (Basu & Echenique 2020) too high cardinality to be very useful in general. The above model has yet drastically higher generality, because the set $\mathcal{P}$ has very high cardinality, indeed, leading to an almost completely general model. But this general model is useful in appealingly organizing and unifying models, and providing starting points for specifications. The model readily captures general preferences and hence, readily represents basic preference properties.

If $\mathcal{P}$ has exactly one element (surely no power for the maximizing agent), then the model is maxmin EU. If all $\mathcal{P}$ are one-element (surely no power for the minimizing agent), then the model is maxmax. Schmeidler’s uncertainty aversion, i.e., preference for probabilistic mixing, i.e., preference for all hedges, holds iff all options available to the optimist are identical (up to irrelevant changes) so that the optimist is powerless. The sets available to the optimist have nonempty intersection if and only if there is preference for complete hedges (mixtures that give a lottery for sure). One can readily see that the pessimist always has an element of the nonempty intersection available, she can just always choose that and hence can do expected utility and be uncertainty neutral. So, there is an EU upperbound to her evaluation. It implies (I don’t know how to prove but the authors do) that her real preference relation then in fact satisfies preference for complete hedging.

The authors consider $k$-ambiguity aversion: If $f_1 \sim \cdots \sim f_k$ then every convex probabilistic mixture $\lambda_1 f_1 + \cdots + \lambda_k f_k$ that is a complete hedge $p \in \Delta(S)$ is preferred to them. It means, roughly, that all unions of elements of $k$-fold partitions are relatively underweighted. 2-ambiguity aversion gives source dispreference
relative to SEU: For every event $E$ we can take convex weights $\alpha$, $1-\alpha$ such that, denoting outcomes in utility units, $f_1 = \alpha 0 + 0 (1-\alpha) = f_2$ and then $(1-\alpha)f_1 + \alpha f_2$ gives the preferred complete hedge that under rank-dependent utility implies $W(E) + W(E^c) \leq 1$. For $k$ ambiguity aversion, I focus on a $k$-fold partition $E_1, \ldots, E_k$ that is uniform, i.e., with all events exchangeable, so that we have local probabilistic sophistication, and I assume rank-dependent utility for ambiguity, i.e., Choquet expected utility, with weighting function $W$. Then $k$-ambiguity aversion holds here if and only if $W(iE) \leq i/k$ for every disjoint union of $i$ elements of the partition. (We can take $1/k$ probabilistic mixes of $k$ such events giving a complete hedge with the sure outcome utility $i/k$.) Proposition 3 (p. 1040) shows that $k$-ambiguity aversion is equivalent to every $k$-tuple of collections for the optimist being nonempty. It implies that for every $k$-tuple of acts and every assignment of a choice set to each act by the optimist, the pessimist has an SEU representation available. In $\alpha$ maxmin, $k$-ambiguity aversion is equivalent to $\alpha \geq 1-1/k$.

Insensitivity gives overweighting of unlikely events. If in the aforementioned $k$-fold partition each single event is overweighted, then $k$-ambiguity aversion cannot hold. In this sense, the model can accommodate insensitivity by not imposing $k$-ambiguity aversion for large $k$. It is crucial here that DSEU is event driven. (event/outcome driven ambiguity model: event-driven)

$k$-ambiguity aversion, or its exclusion, do not come close to insensitivity because the characteristic property of insensitivity is overweighting of unlikely events together with underweighting of likely events. $k$-ambiguity aversion concerns underweighting of all events involved, likely as much as unlikely.

For a fixed event $E$, we have source preference of SEU over $\{E, E^c\}$ i.e., with $M$ denoting matching probability, $M(E) + M(E^c) \leq 1$ (local ambiguity aversion), if and only if for every pair of collections that the optimist can choose the pessimist can choose from that pair such that the same $P(E)$ results. So, there is a dominating SEU available to the pessimist regarding $\{E, E^c\}$. Under $\alpha$ maxmin this holds iff $\alpha \geq 0.5$. The DSEU model can accommodate local ambiguity aversion together with local ambiguity seeking by letting the sets of priors and their collections behave differently for different sources of uncertainty. The $\alpha$ maxmin model cannot accommodate it. The end of §3.1 (p. 1043) points out that
the smooth model neither can.

The authors also propose formulas for updating and relate them to the DSEU model (updating under ambiguity).%


Test the DUU theory of Chichilnisky. Use tradeoff method to measure utility and probability weighting. Test the uncertainty theory of Chichilnisky (2009). Problem is that in the experiment extremity of an event is generated by its outcome, whereas in the theory an event is to be extreme irrespective of the outcome.%


decreasing ARA/increasing RRA: Subjects’ risk aversion is measured before and after a change of wealth derived from a task they carried out. Their change is both absolute in the sense of just getting an extra positive or negative payment for their work, but also relative in the sense of getting more or less than the average of what other subjects get. Risk aversion is measured by fitting EU with log-power (CRRA) utility. Because of several things going on such as perception of inequality it is not easy to interpret the results. %


PT, applications: shows that for nonexpected utility models, including rank dependence and prospect theory, with first-order risk aversion, heterogeneity can lead to extra deviations from the representative agent model. %

{% Explain that reference dependence as solution to Rabin’s paradox is very inconvenient for finance. Propose to assume Rabin’s small-scale risk aversion in a restricted number of choice situations, in which the calibration does not go through and no paradoxes result for large-scale risks.

Seems to show that individual stocks and underdiversified portfolios have positive skewness, and discuss first-order risk aversion. %}


{% time preference; in experiment 3, she measured utility under risk (using one gain-choice to fit power-utility for gains and one loss-choice to fit power-utility for losses) and used this measurement to measure discounting of utility rather than of money. Seems to have been the first to have done so for money, although for health it had been done before (Redelmeier & Heller 1993 MDM; Stiggelbout et al. 1994 MDM). %}


{% time preference; argues that people do not always prefer increasing sequences, but instead the kind of sequences that they are used to, for example, decreasing for health. %}


{% time preference; extends on Chapman (1996). %}


Measure usual behavioral attitudes, 21 in total, for representative sample of 1000 people. There are 8 indexes of social behavior, 9 of risk/uncertainty, 3 of overconfidence, and 1 of time preference. Principal components analysis reveals six factors: generosity, punishment (impulsivity), inequality/WTP (inequality aversion & bit risk aversion), WTA (risk aversion), uncertainty (ambiguity aversion and RCLA)

correlation risk & ambiguity attitude: they find unrelated.

They find a high relation between violations of RCLA and ambiguity aversion.

They find a negative relation between loss aversion and the endowment effect, which is strange because one would expect it positive. Well, the endowment effect, difference between WTP and WTA, has components other than loss aversion, such as bargaining (mis)perception.

cognitive ability related to risk/ambiguity aversion: there is a positive relation between cognitive ability and both risk and ambiguity aversion, significant but very weak (0.03 or so). %)


Version of 4 Sept 2018:

RIS: They pay each subject TWO randomly chosen choices. I regret that they did not do only one (say for double stakes), losing all the good theoretical properties, and I think also confusing subjects.

They measure preferences where computer program, after each choice of an individual, determines which next choice stimuli will be most informative. So, indidivually dependent adaptive. Pro is that the estimation per individual is more
efficient, but con is that the stimuli are different for every subject so that we cannot do within-stimulus-between-subject analyses. A similar technique was used by Cavagnaro and co-authors in various papers, e.g., Cavagnaro, Pitt, Gonzalez, & Myung (2013). If I understand right, DOSE has extra facilities of correcting mistaken choices in the beginning of the experiment.

The authors take a representative (N=2000) US sample. Choices are between (0.5:x, 0.5:-x) and 0 or between (0.5:2x, 0.5:0) and x. The authors assume loss aversion but no probability weighting. The use the gain questions to estimate utility curvature with power utility and the same power for gains as for losses (finding average power 0.69), and then the mixed choices to estimate loss aversion. Because of symmetry of utility about 0, utility curvature will not affect loss aversion much. They also estimate a discount factor for each subject, where the present effect plays no role in their stimuli and is found not to play a role in the results. They use the risky utility function in analyzing discounting. For the gain choices the authors use WTP and WTA formulations, which may generate reference dependence and perceptions of losses.

Their DOSE performs well in having little noise, good stability (they replicated within-subject half a year later), and better relations with other variables. They find on average no loss aversion, even a bit of gain seeking. There is, surprisingly, a positive relation between cognitive ability and loss aversion (cognitive ability related to risk/ambiguity aversion). I conjecture that this is because low cognition subjects are not less loss averse, but have something like joy of gambling.

Men/young people and stock owners are most loss averse. There is a weak positive relation between cognitive ability and doing expected value maximization (cognitive ability related to risk/ambiguity aversion).

Strangely enough, the authors find that loss aversion is as stable over time as utility curvature. I conjecture that this may be because the WTA/WTP formulations of gains generate reference dependence and loss aversion. %} Chapman, Jonathan, Erik Snowberg, Stephanie Wang, & Colin F. Camerer (2018) “Dynamically Optimized Sequential Experimentation (DOSE) for Estimating Economic Preference Parameters,” working paper.
Marginal utility is diminishing: Discusses many “local” deviations due to last penny needed to buy a house etc. Does not discuss loss aversion, contrary to what may be suggested by footnote 4 on p. 673 of Robertson (1954).


Social risks > nature risks in coordination games

Measure CEs (certainty equivalents) in game situations. CEs are higher in coordination game (which is cooperative) than in matching pennies (which is competitive). These things are moderated if “opponent” is random computer. Neuroimaging is used to find correlations with brain activities.

A difficulty is that the measurement of the CEs in this paper interferes with the games. What happens is, first, players are asked what they play if they have to play a game. Next, some players are given the choice to either play the game, or instead get a sure outcome for themselves (and then the same sure amount for their opponent). This impacts the game by forward induction. If your opponent had the choice between the game and the sure amount, and chose the game, then this signals that she wants to get more money from the game than the sure money amount, which for instance may rule out some equilibria. In the coordination game it makes it extra safe to also enter there and go for a high amount. Thus, it makes coordination games extra attractive.


Use real incentives.

Use front-end delay: Choices between receiving money after 2 or 9 days (proximate), after 31 and 38 days later (intermediate), and after 301 versus 308 days (remote). They find decreasing impatience when going from proximate to intermediate, but not when going from intermediata to remote.

{This paper provides an original data set on an often discussed but never yet thoroughly investigated topic: Risk attitudes for very small probabilities. A pretty design (Figure 1, p. 1010) allows for testing many hypotheses, leading to rich results. In particular, they can consider extremely small probabilities, $10^{-5}$, and extremely big winning amounts, $10^6$. A new finding is that for very small probabilities with very large outcomes, people become risk averse again. This may be because then utility becomes very concave. There are more specific predictions involving outcome and probability scaling, but these depend on parametric assumptions made.}{}


{https://doi.org/10.1007/s11238-022-09871-2
As in preceding works by some of these authors, I have always liked the direct way in which they use EU to capture source preference, avoiding any multistage complication but just as direct as can. They relate to genes, adding to separating ambiguity aversion from (un)familiarity.}{}


Shows that the Born rule innovation of quantum probability theory (QPT) can be replaced by a weak harmonic transitivity axiom in classic probability, involving a complex-valued harmonic probability weighting function that satisfies Born rule.}{}


https://doi.org/10.1007/s11166-020-09325-6

This paper reports an experiment with a big representative sample from the Dutch population (N = 1122), using the LISS panel. They use several standard ways to measure risk aversion: Ordered lottery selection as Eckel & Grossman (2008), choice lists as Holt & Laury (2002) (and many preceding them …), and further choice lists (Tanaka et al.). I regret that they did not consider insensitivity, i.e., inverse-S. They then see how these are related to actual real-life financial decisions. They find no relations, leading to pessimistic conclusions. This is in the spirit of Dohmen, Falk, Huffman, et al. (2011 *Journal of the European Economic Association*) and Pedroni, Frey, Bruhin, et al. (2017 *Nature Human Behaviour*), both cited, who also find negative results. My reply is here as always: The risk attitude concepts are normatively imposed on us. (E.g., propect theory is for me primarily an attempt to get the normative utility function of EU while correcting for empirical problems.) Getting them as good as possible is essential for making good decisions.


Paying people for doing exercise enhances them doing it.

gender differences in risk attitudes: women more risk averse than men. They investigate illusion of control, ambiguity aversion, and myopic loss aversion. In direct choices people behave as usual, preferring to have control and to choose unambiguous. But they do not pay small amounts for their preferences, and do not invest more, suggesting that the effects found are very weak.

P. 137: in Ellsberg subjects can choose the winning color, so, control for suspicion. (This can create illusion of control, as is central in Berger & Tymula 2022)

They investigate illusion of control for simple risky choices between-subjects so that there is no contrast effect, and find none (p. 138).

correlation risk & ambiguity attitude: seem to find positive correlation (p. 139)

P. 139: In Ellsberg, they find no direct ambiguity aversion. However, in a treatment (T8) where subjects can either invest in the ambiguous urn or the unambiguous, but have to pay some for the latter, the appreciation of the former is HIGHER than in the other treatments. This can be explained by the contrast effect known from marketing, where appreciation of an option is increased by adding an irrelevant inferior option (Tversky & Simonson 1993).

P. 141 quotes Albert Einstein, “everything should be as simple as it is, but not simpler.”


survey on nonEU: survey a few methods of measuring risk attitudes, mostly from close researchers, pointing out that they do not seek for completeness. They present a section “the multiple price list” as a method, citing some papers that elicited indifferences through what I would call price list rather than multiple price list chant


Survey belief measurements. Adding my opinion: the results of introspective measurements are hard to interpret, especially for use in normatively justified decisions. What the authors call simple methods pay probability estimates
according to whether they are close to true probabilities, but, then, can only be
used in the uninteresting case where the experimenter already knows the true
probability distribution. %}

Charness, Gary, Uri Gneezy, & Vlastimil Rasocha (2021) “Experimental Methods:
Eliciting Beliefs,” *Journal of Economic Behavior and Organization* 189, 234–
256.

{% updating: testing Bayes’ formula: a refinement of the Charness & Levin (2005)
design gives violations of stochastic dominance. The larger the groups to decide
and the more transparent the stimuli, the fewer the violations of stochastic
dominance. %}

Making under Risk: An Experimental Study of Bayesian Updating and Violations
148.

{% They study the Linda conjunction fallacy of Kahneman & Tversky (1983). In the
replication they find 58% rather than the 85% (note the reversal of digits …;
typo!?) that K&T did; here subjects received a flat $2 payment. Then they redid,
telling the subjects that there was a correct answer, and paying $4 to who gave
the correct answer. This reduced the error rate to 33% (real
incentives/hypothetical choice; p. 554). They also let groups of 2 and also of 3
answer. The groups, especially of 3, had much lower error rates, both with
answer-contingent payment and with flat payment.

Note that paying for the correct answer versus flat is a way of rewarding
different than the real-hypothetical decisions distinction. Here it is not a decision
the outcome of which is real or hypothetical, but just a different payment for an
effort. In the hypothetical treatment there is no reference to any hypothetical
payment. %}

Probability Judgment: New Experimental Evidence Regarding Linda,” *Games
and Economic Behavior* 68, 551–556.
Consider three-color Ellsberg urn with 36 balls (slips in envelope but I write balls), with a known number $X$ of red balls, and $36 - X$ black and yellow balls in unknown proportion. They find the switching value $X$, which is similar to matching probability but not the same because the number of black/yellow also changes. Subjects who switch between 11 and 13 are ambiguity neutral. Then choosing known or unknown for $X = 12$ are both taken as ambiguity neutral. The latter is for 60% ($n = 164$) of their subjects. Subjects who for $X = 12$ choose risky are categorized as ambiguity averse in most other studies but as neutral in this study; if there are many such subjects, it explains much of their finding. Further, 20% is inconsistent, 12% is ambiguity seeking, and only 8% is ambiguity averse (ambiguity seeking). Strange that so few of the latter. One might conjecture that many subjects are very weakly ambiguity averse, choosing red in classical Ellsberg experiments and also here when $X = 12$, in which case the majority of the subjects categorized as ambiguity neutral would choose to bet on red. This did not happen. Footnote 15 (p. 11) points out that only 50% of these subjects (82 of 164) chose red. Given the outstanding nature of red versus the other two colors, this can be taken as roughly ambiguity neutral.

suspicion under ambiguity: §2 discusses an experiment where they did not control for suspicion, then finding 25% ambiguity aversion. In the beginning of the paper the authors suggest that they deviate from most other studies, and find less ambiguity aversion than those others, because they, supposedly unlike the others, control for suspicion. However, as my keyword shows, most other studies have controlled for suspicion also in the past.

They also study subjects who try to convince each other of their preferences, with an incentive for them to convince each other. Ambiguity neutral subjects can convince ambiguity seeking and inconsistent, but less so ambiguity averse.

For both the first part, individual choice, and the second part (convince others), one choice was paid for real, which entails a mild income effect.

P. 20: “ambiguity aversion by no means seems as prevalent as some studies have suggested.”

Let’s test Bayes’ formula. Consider the following case: Bayesian updating means changing successful strategy, so that the former can be distinguished from heuristic-like continuation of strategies that were successful in the past, more or less a myopic version of CBDT, as follows. A coin has been flipped, giving H or T, unknown to an agent. There are an upper and lower urn, containing B and W balls, where the distribution of H will always be more extreme than that of the lower. One ball will be drawn from an urn, where B gives a valuable prize and W not, and sometimes you can choose from which urn this is to be done, upper or lower. H is more favorable because, if H, then the upper urn contains 6 B balls and 0 W balls, and the lower urn contains 4 B and 2 W, whereas if T then the upper urn contains 0 B balls and 6 W balls, and the lower urn contains 2 B and 4 W.

<table>
<thead>
<tr>
<th>H</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>{B,B,B,B,B}</td>
<td>{W,W,W,W,W}</td>
</tr>
<tr>
<td>{B,B,B,W,W}</td>
<td>{B,B,W,W,W}</td>
</tr>
</tbody>
</table>

A first draw is done from the lower urn, and the agent sees its result. The agent can then choose from which urn the second and last draw should be made. If the first draw from lower is favorable and gives B, then Bayesian updating recommends to switch and 2nd draw should be from the upper urn. If the first draw is unfavorable and gives W, then Bayesian updating recommends not to switch and 2nd draw should again be from the lower urn. Myopic continuation of successful strategy, and changing of bad strategy, would suggest opposite.

In experiment the authors find about fifty-fifty of the two strategies. No payment in first draw reduces error rate. Error rates are also reduced if higher prizes, presence of affect for first draw (if they know before first draw whether B or W will be favorable) and being male do so too (gender differences in risk attitudes; gender differences in ambiguity attitudes).%


{equity-versus-efficiency: seems to be on it.}


In games people behave differently if felt to be part of group, watched by them, than if not.


https://doi.org/10.1007/s10683-021-09726-7

Survey among economists and students about deception. An argument why deception is more problematic for economics than for other disciplines I did not find mentioned in this paper. It is that for economics incentives, and how they motivate subjects, are often crucial, and here it is often detrimental if subjects do not trust these. Table 1 (pp. 394-395) is interesting because it presents seven cases of partial deception, to be discussed and judged by the subjects.


Seem to find that seniors are more risk averse, and more cooperative, than juniors.


https://doi.org/10.1287/moor.2015.0736

Use Machina’s local utility. For multivariate outcomes, aversion to multivariate mean preserving increases in risk is equivalent to the concavity of the local utility functions (Machina showed this only for univariate, i.e., money. They apply it to rank-dependent utility.)

{% gender differences in risk attitudes: several results

inverse-S (= likelihood insensitivity) related to emotions

Measure probability weighting w. Relate it to the five-factor model of psychology. Use hypothetical choice. Use the Tversky & Kahneman (1992) stimuli except mixed. Find that emotional balance moves w towards EU, both regarding likelihood insensitivity and regarding optimism. Also being male rather than female does so. The one-parameter Prelec family does best, then the one-parameter T&K’92, then the two-parameter Prelec family (compound invariance), and, finally, Goldstein & Einhorn (1987). They test reflection and find it confirmed. For gains, gender matters with men less likelihood insensitive than women. For losses, emotional balance leads to closer conformity with EU both for less likelihood insensitivity and pessimism. Emotional intelligence does more for gains, and emotional balance for losses. Seems that losses are treated more emotionally and less cognitively than gains. Several times no significance was reached. %}


{% value of information; Paper considers maxmin EU. “Revising info” is called the info that reduces the number of probability measures to be included in the set of prior probabilities. “Focusing” is, if I understand right, the traditional thing of receiving info about event. %}


{% ordering of subsets: This paper gives necessary and sufficient conditions, in full generality, for existence of probability measure representing qualitative probability relation. The ultimate result!

Assume that $\succ$ is a preference relation on an algebra of events (subsets of a state space $S$, also called universal event). We call $P$ agreeing if $P$ is a finitely

\}
additive probability measure on the algebra, and

\[ E \succeq F \Rightarrow P(E) \geq P(F). \]

\[ E > F \Rightarrow P(E) > P(F). \]

This amounts to the usual \( E \succeq F \iff P(E) \geq P(F) \) if and only if \( \succeq \) is a weak order, but it is nicer because it also covers the practically realistic case of incomplete observations. \( 1_E \) denotes indicator function. The condition necessary and sufficient for comparative probability (existence of agreeing probability) is, besides well boundedness (\( S \succ \emptyset \) and \( S \succeq E \succeq \emptyset \) for all \( E \)):

For all \( A \succ B \) there exists \( \varepsilon > 0 \) such that:

\[ E_j \succeq F_j, j = 1, \ldots, n, m > 0, k \geq 0 \]

&

\[ m \times 1_A + \sum 1_{E_j} + k \times 1_\emptyset = m \times 1_B + \sum 1_{F_j} + k \times 1_S \]

& \( k \leq m \varepsilon \)

cannot be.

For finite \( S \) the condition is equivalent to excluding \( k \leq 0 \) (or, \( \varepsilon = 0 \)) and was demonstrated by Kraft, Pratt, & Seidenberg (1959). It then amounts to the well-known necessary and sufficient condition for solving linear inequalities. The general way of turning this into preference conditions was explained beautifully by Scott (1964). For infinite \( S \) we have to ensure Archimedeanity, and the \( \varepsilon \) condition ensures it. Substitution of \( P \) shows that \( \varepsilon \) reflects \( P(A) - P(B) \).


{% Axiom A5.1 can be used to imply proportionality of additive value functions. Published in JME 32 1999. %}


{% Theorem 2 characterizes the maxmin EU model just as Gilboa & Schmeidler (1989, JME) did, but with linearity of utility referring to money-addition and not to the mixing of probabilities as in G&S. Chateauneuf and Gilboa & Schmeidler obtained their results independently, although at a late stage Gilboa helped Chateauneuf to correct a mistake in Chateauneuf’s theorem, acknowledged in Footnote 9 of Chateauneuf’s paper. The “fundamental lemma” on p. 623 of Chateauneuf (1988) stated the same result. Although it referred to a 1986 working paper of Gilboa & Schmeidler’s 1989 paper, the results were obtained independently.

Theorem 1 provides an alternative to Schmeidler (1989), again with monetary outcomes and linear utility. It uses a nice weakening of comonotonic independence building on Anger (1977). Chateauneuf uses mixing independence and not addition independence.

bisperable utility %}


{% %}

This paper surveys mainly axiomatizations of RDU with linear utility, as in Chateauneuf (1991).


Not all decomposable capacities are distorted probabilities, but many are. There may be some vague similarity with sources of uniform ambiguity.


**Tradeoff Method:** Axiom A4 is a weakened version of tradeoff consistency (if the latter were imposed on all events and not just states of nature). It is used jointly with something like tail independence, and suffices to imply proportionality of the additive value functions.

A4 says for, say, outcomes always ordered from best to worst, so, a \(\succeq\) c and b \(\succeq\) d:

1. \((p_1:x_1, p_2:a, p_3:a) \sim (p_1:y_1, p_2:b, p_3:b)\) and
2. \((p_1:x_1, p_2:c, p_3:c) \sim (p_1:y_1, p_2:d, p_3:d)\) imply
3. \((p_1:x_1, p_2:a, p_3:c) \sim (p_1:y_1, p_2:b, p_3:d)\).

(1) and (2) imply \(ab \sim^* cd\), and so do (1) and (3). So, this is a nice weakening of tradeoff consistency. It kind of implies, loosely speaking, that \(V_{p_1+p_2}\) is proportional to \(V_{p_2}\). A reformulation: if replacing the tradeoff \(ab\) by the tradeoff \(cd\) on an event A does not affect indifference, then neither should it do on any subset of A.

Additionally nice is that it also is a weakening of vNM-probability-mix independence.


Corollary 2 on p. 86 shows that risk aversion can hold under rank-dependent utility with a nonconcave (even strictly convex) utility function, as soon as the
probability weighting function is sufficiently convex. For example, if $U(x) = x^n$, $n > 1$, then $f(p) \leq p^n$ will do (is actually necessary and sufficient). %)


%


%

This paper contains a sketch of the proof of Savage’s (1954) SEU theorem, based on notes that Jaffray used. During one of my first visits to him, when I was a young researcher, end of the 1980s, he showed me his handwritten notes. Good to now see that they are public. %)


%


%


%

Chateauneuf, Alain, Michèle Cohen, & Isaac Meilijson (2004) “Four Notions of Mean-Preserving Increase in Risk, Risk Attitudes and Applications to the Rank-


Arrow (1965) showed that optimal insurance often involves some deductible. This paper extends it to left-monotone risk aversion, which is empirically worthwhile. It brings extra under RDU (not EU), adding to the interest of EU. Chateauneuf, Alain, Michèle Cohen, & Mina Mostoufi (2022) “Optimality of Deductible: A Characterization, with Application to Yaari’s Dual Theory,” *Theory and Decision* 92, 569–580.


{% Use Anscombe-Aumann setup as did Schmeidler (1989), and simplify his axioms somewhat. %}


{% event/outcome driven ambiguity model: event-driven
Neo-additive means: non-extreme-outcome additive.

The simplest and most well-known version of the neo-additive model is $\text{EU}+a\sup+b\inf$. (My 2010 book defines it this way, explaining in Footnote 3, p. 319 that details about null events are ignored.) The authors write it as $(1-\delta)\text{EU} + \alpha\delta\sup + (1-\alpha)\delta\inf$. The authors consider somewhat more general models, first explained intuitively: A subjective probability measure $P$ is given. All events $E$ with positive probability $P(E)>0$ are possible and $P$-nonnull. However, there may be nonempty $P$-null events $E$ with $P(E)=0$ that are still considered to be possible. “Possible” thus is an additional category, broader than $P$-nonnull. A person maximizes $\text{EU}$ w.r.t. $P$ but assigns some extra weight to the infimum and the supremum POSSIBLE outcomes. Given $P$ (in fact, for each $P$), the maximal set of possible events that can be considered is all nonempty events, leading to the aforementioned well-known model $\text{EU}+a\sup+b\inf$. Given $P$, the minimal set of possible events that can be considered is only all $P$-nonnull events. This leads to the RDU model with $W(.) = w(P(.))$ with $w$ a neo-additive probability weighting function ($w(P(.))$ with $w$ a neo-additive probability weighting function ($w$ linear on $(0,1)$ under the most common case of $a \geq 0$ and $a+b \leq 1$). This is the probabilistically sophisticated version of the neo-additive model. The authors allow for intermediate cases between these two extremes. In the notation of the authors, the weight for the supremum possible outcome is $\alpha\delta$, and the weight for the infimum possible outcome is $(1-\alpha)\delta$. $\delta$ indexes distrust in the beliefs $P$, $\alpha$ designates optimism beyond EU, and $1-\alpha$ designates pessimism beyond EU.

Both $\alpha$ and $\delta$ are from $[0,1]$, and are allowed to take the extreme values 0 or 1. $\delta = 1$ and $\alpha = 0$ indicate maximal pessimism, going by the infimum possible outcome (most extreme is if all nonempty events are possible, when acts are evaluated by their infimum outcomes, as in the opening formula above).
We can infer possibility from preferences. Event E is possible if and only if \( x Ey \neq y \) for some outcomes \( x, y \). \( x Ey \) denotes the binary act in the usual way.

There is a small inaccuracy in the paper regarding null/possible events, explained later. I first explain the paper’s terminology and some other things. The paper uses the term null for impossible, which, as explained, is broader than P-null. Hence nonnull is possible (including both what the authors call universal and what they call essential). They denote the set of null events by \( N \).

For the preference foundation, the authors use a subjective midpoint operation defined by Ghirardato, Maccheroni, Marinacci, & Siniscalchi (2003). This is somewhat complex to observe, especially because it needs many certainty equivalents, but it is possible. The authors, properly, do it only for 50-50 mixtures which, as just explained, are reasonably well observable. They do not use general mixtures as GMMS do and which is not really observable (for instance for a 1/3-2/3 mixture GMMS need infinitely many observations).

P. 544: They interpret \( \delta \) as index of confidence in the EU probability, \( \alpha \delta \) as index of optimism, and \( (1-\alpha)\delta \) as index of pessimism (the authors there confuse optimism and pessimism). The authors do not explicitly commit to risk attitudes, but their interpretation of \( \delta \) as disconfidence in P strongly suggests that they assign all deviations from EU to ambiguity and assume EU for risk. If this assumption does not hold, then their parameters reflect a general uncertainty attitude that captures both ambiguity and (part of) risk.

§4.1 shows how neo-additive can accommodate the coexistence of gambling and insurance, deviating from EU under risk.

**nonadditive measures are too general:** they may argue for this, but I am not sure.

EXPLANATION WHY NULL EVENTS ARE NOT TREATED COMPLETELY CORRECTLY, FORMALLY (end indicated by open box □)

Given monotonicity, E is possible if and only if:

\[
\begin{align*}
\text{either} \\
\text{there exist outcomes } x > y \text{ with } x Ey > y \text{ (betting on E) (*)} \\
or \\
\text{there exist outcomes } x < y \text{ with } x Ey < y \text{ (betting against E) (**)} 
\end{align*}
\]
In the neo-additive model,

\[ \alpha > 0, \] (* is necessary and sufficient for possibility.

\[ \alpha < 1, \] (** is necessary and sufficient for possibility.

\[ 0 < \alpha < 1, \] (*) and (**) are equivalent.

In their preference condition on p. 548 l. –6, the authors, unfortunately, relate the nullness of events only to bets on events (Eq. *), and not to bets against events (Eq. **). This is incorrect for the pessimistic case of \( \alpha = 0 \). Relatedly, the Hurwicz capacity in Definition 3.2 need not be exactly congruent for \( \alpha = 0 \) (then nonnull events may still have capacity 0), contrary to what the authors claim. In Theorem 5.1, null event consistency (Axiom 6) is not a necessary condition for the representation, contrary to what is claimed there. For instance, assume \( \delta = 1, \alpha = 0 \), and \( \emptyset \) is the only null event. Thus, acts are evaluated by their infimum outcome (which is the minimal outcome in the paper because all acts are assumed simple there), implying the most extreme pessimism there is. The weighting function/capacity, which I denote \( W \), has \( W(E) = 0 \) for all events except the universal event \( S \). \( W \) is not exact because \( W(E) = 0 \) for many nonnull events. For each \( \emptyset \neq E \neq S \) and \( x > y \) we have \( xEy \sim y \), which according to the definition on p. 548 l. –6 would mean that \( E \) is null. By Axiom 6 (null event consistency) it should imply \( yEx \sim x \), but this is not so, because \( yEx \sim y < x \). So, the representation does not imply null event consistency, contrary to what Theorem 5.1 claims.

Their preferential definition of null and universal events (p. 548) does not imply that the latter are complements of the former, contrary to what is assumed throughout the paper. In the proof the authors incorrectly claim sufficiency of all their conditions on p. 565, not giving a proof.

It often happens under RDU that researchers relate likelihood interpretations only to the weighting function \( W (= \) capacity). Under RDU, likelihood is better related to the rank also and is better assigned to ranked events (as, you guessed it, in my 2010 book). In the neo-additive model, the best and the worst ranks play special roles, and besides best-ranked events the authors should also have considered worst-ranked events. \( \Box \) (END OF EXPLANATION) \%}

\% biseparable utility violated;

This paper provides the multiplicative analog of the variational model of Maccheroni, Marinacci, & Rustichini (2006, *Econometrica*). The latter generalized maxmin EU by imposing only the additive part of certainty independence (constant absolute ambiguity aversion in utility units) and not the multiplicative part (constant relative ambiguity aversion in utility units), leading to an extra term $c(p)$ depending on the prior probability $p$. The present paper takes only the multiplicative part and thus generalizes maxmin EU by adding a nonnegative factor $1/\varphi(p)$ depending on prior probability $p$. Both generalizations have their pros and cons. P. 541 discusses the variational model but only in general terms, not referring to the additive/multiplicative analogy. Seems plausible that factor $1/\varphi(p)$ added to maxmin is attitude.

This paper writes the representation first in a more complex manner, with a threshold $\alpha_0$ added, in the beginning, but $\varphi$ can always be redefined to get rid of this $\alpha$ (Corollary 5). More preference for certainty à la Yaari (1969; the authors refer to Ghirardato & Marinacci for an interpretation as ambiguity aversion) is equivalent to pointwise domination by $\varphi$, but only if identical utility and set of priors.

To take the multiplicative part of certainty independence, the paper needs a zero point, and for this a worst consequence $x^*$ is assumed, in their axiom 5 (worst independence). $u(x^*)$ will be 0. %


\% They characterize the maximization of the Sugeno integral. %


Random variables are comonotonic iff covariance nonnegative for all probability distributions.


Preference for sure diversification: If a set of equivalent prospects (random variables with given probabilities but related to underlying states of nature) can be outcome-mixed to give a sure outcome, then that sure outcome is preferred to the prospects. The authors show that this condition, under usual monotonicity and continuity, is equivalent to weak risk aversion (preference for expected value).


Characterize countable additivity and nonatomicity of all priors in maxmin EU.


My annotations below concern the version of mid 2020.

The authors present variations of theorems as in Köbberling & Wakker (2003
Mathematics of Operations Research). All results below remain valid if the domain is a comoncone rather than a whole product set, and all results extend to biseparable utility, so that many ambiguity theories are covered.

K&W used tradeoff consistency conditions. Those imply the sure-thing principle, and the hexagon condition for two dimensions, giving additive representation $V_1 + \cdots + V_n$. To get EU, the $V_j$s should be proportional. Tradeoff consistency gets that by implying consistency of orderings of utility differences across states. These results can be generalized by imposing the sure-thing principle separately, and then weaker conditions to give proportionality. This paper does so. The latter weaker condition is a consistency, across events, of a tradeoff-based endogenous utility midpoint operation, imposed only on binary acts. The latter implies the hexagon condition, so that also the case of two states gives additive representability and, hence is covered. Thus, whereas TO consistency has all ideas into one, this paper separates them, with all the pros and cons.

Two results underlie this paper:

(1) It can be seen that if one has additive representability, and EU on all or sufficiently many two-dimensional subsets (with EU entirely depending on that subset), then one gets EU on the whole domain, so that EU must be independent of the subsets after all.

(2) If for three or more states, and everything nonnull, one has SEU (= CEU) on every comoncone, then one gets CEU overall. Main reason is that comoncones have intersections of dimension two or more, so that the representations on those overlaps are cardinal. It implies same utility functions and agreeing weighting functions on common events, so that it can all be patched together consistently into one overall representation. If there are only two states, then the comoncones (there are only two such) have a one-dimensional overlap, with the representation only ordinal there, and then the representations can really have different utility functions, and no overall CEU representation exists, as examples in this paper show. %}

Present a beautiful result under CEU (Choquet expected utility): Preferences are convex (w.r.t. outcome mixing) if and only if utility is concave and the capacity convex. This beautiful result is somewhat “hidden,” and follows from equivalence of (i) and (iv) in Theorem 1 (Choquet functional is concave iff it is quasi-concave which is iff \( U \) concave and \( W \) convex) plus Proposition 1.

They also show that preference for sure diversification (the same as convexity, only restricted to the case where the mix of acts is a constant act) implies a nonempty core, and is equivalent to that nonemptiness under concave utility.

They also show that convexity of preference restricted to comonotonic sets of acts is equivalent to concave utility. For the special case of SEU this result has been known before, but has not been well known.

Unfortunately, they only obtain their results under the assumption of differentiable utility.


Show, under RDU for uncertainty, that no-trade interval iff \( U \) concave and \( W \) superadditive. Some other results, such as regarding perfect hedging, are given.


This paper examines Choquet integral representations over sequences, interpreted as income profiles (intertemporal). The sequences are assumed bounded. What the paper calls impatience is a kind of continuity, requiring that for every \( \varepsilon > 0 \) extra payment there is a period \( n \) such that receiving \( \varepsilon \) up to \( n \) is worth giving up everything after \( n \). So, the far remote future’s importance tends to 0. Myopia refers to a similar kind of continuity. This paper examines the similarities and differences between these concepts.

[Link to paper](https://doi.org/10.1016/0304-4068(93)90002-3)

[Link to paper](https://doi.org/10.1023/A:1007886529870)

Lived 1706 - 1749. **conservation of influence**: Leibnitz introduced kinetic energy, calling it the living force (vis viva). Émilie introduced potential energy, so as to make conservation of energy hold.

du Châtelet, Émilie

Show effectively that a general concave functional over probability-contingent prospects can be obtained as the lower envelope of EU functionals. To get that precise one has to add Lipschitz conditions and all that, and this paper does that. It relates it go Machina (1982). This is also a big step in the direction to maxmin EU, something not discussed in this paper.


Uses linear-space techniques to give preference foundation for vNM EU (although they only do linearity and not integral-form of a utility function). Their sure-thing principle for lotteries concerns common conditional part, so, general infinitely many common outcomes as Savage (1954) also does, and not its restriction to one (so, finitely many) common outcomes. Pity they use topology and metric on outcomes, getting functional that is continuous in outcomes.

{\% They investigate risk attitudes for small-probability catastrophic events. Doing broad bracketing, i.e., presenting risks compounded over long times, has the potential to improve, but does not cure. Deciding from experience iso description does not help. \%


{\% revealed preference \%


{\% Propose exp(−s(1−p)^b/p^b), the exponential odds model, as probability weighting family. \%


{\% There is a serious flaw in the design, corrected in their 2003 study. \%


{\% Corrects the Chechile & Butler (2000) flaw. \%


{\% Test Miyamoto’s generic utility; i.e., biseparable utility. As several have pointed out (Traub, Seidl, Schmidt, & Grösche 1999, Chechile & Luce 1999) the experimental design is seriously flawed. For example, EV indifferences are
impossible to state for participants in many questions. They do not refer to Tversky & Kahneman (1992), give an acknowledgment to Luce, and ascribe the introduction of rank-dependent utility to Luce (1988). “Normed” probability weighting (kind of Karmarkar family but bit different, I think inverse-S) plus power utility give best fit. %}


% %


% Do Ellsberg two-color experiment in traditional treatment but then also in a treatment where the composition of the unknown urn was determined by other subjects in the experiment, and not by the experimenter. There they find no ambiguity aversion but rather a tendency even for ambiguity seeking (ambiguity seeking). %}


% Test the Machina (2009) paradox, finding the same preferences as l’Haridon & Placido (2010), again going against Machina’s predictions. %}


% game theory for nonexpected utility %

Study effects of risk and ambiguity aversion on mortality-linked securities, using the smooth model. Find that ambiguity aversion has less effect than risk aversion.


updating under ambiguity


Considers languages that do not (Chinese), sometimes (weak-FTR; e.g. Dutch), or always (strong-FTR; e.g. English) use future tenses for future actions. Sometimes is called weak, always is called strong. Empirically examines how this impacts saving and other intertemporal actions, using data of 76 countries. Finds strong effects with weak-FTR 31% more likely to have saved in a given year, 31% more savings at retirement, 24% less likely to smoke, and so on (p. 692 top). Incredibly strong results. One may worry that these effects are generated by confounding factors other than the linguistic cause considered. But the author controls for cultural values, even for “deep” cultural values as he pompuously calls it. This daunting task is implemented by one and only one control question, being how important people think it is to teach children to save. It did take me some thinking to see in which sense this one question be controlling for “deep cultural values” or other confounds. The author’s reasonings, and claims of causality as derived from this one question (no lack of optimismm here), are typically stated in the 2nd para of the conclusion:

“One important issue in interpreting these results is the possibility that language is not causing but rather reflecting deeper differences that drive savings behavior. These available data provide preliminary evidence that much of the measured effects I find are causal, for several reasons that I have outlined in the paper. Mainly, selfreported measures of savings as a cultural value appear to drive savings behavior, yet are completely uncorrelated with the effect of language on savings. That is to say, while both language and cultural values appear to drive savings behavior,
these measured effects do not appear to interact with each other
in a way you would expect if they were both markers of some
common causal factor."

The author has collected an impressive data set, where he must have consulted the linguistic literature a lot, which is the more impressive as it is a single-author paper.

One explanation offered is about time perception: People not using future tense will distinguish less between present and future and, hence, discount the future less, which then enhances rationality. This has some plausibility.

A second explanation offered is about beliefs. Although the author is not explicit, when analyzing beliefs he assumes probability distributions over waiting time for one reward. A formal proposition is provided. Imagine one reward R is received at some time point t, and the time point is risky, with distributions FW(t) for weak-FTR and FS(t) for strong-FTR. Weak-FTR will have more uncertainty, less precision, about timings. P. 697 writes: “we might expect FW(t) to be a mean-preserving spread of FS(t).” Because time is valued by discount functions that are usually convex, people will (assuming EU and, crucially, U(R) > 0) be risk seeking regarding delay-time and prefer future more under FW(t) than under FS(t). (Makes sense because sure receipt of reward in one year and a day is preferred less than fifty-fifty either tomorrow or in 2 years and a day.) The author cites Kacelnik & Bateson (1996) and Redelmeier & Heller (1993) for similar risk seeking.

There is a mathematical mistake here in Chen’s analysis. U(R), a factor in a multiplication, is a ratio scale and it matters whether it is negative, 0, or positive. The more so as in intertemporal choice, with the normalization D(0) = 1, the total weight distributed over all time points is not constant (unlike with probability), further showing that utility is not cardinal but is a ratio scale. The neutrality level of utility is empirically meaningful. If D(T) is convex, then D(T)U(R) will be convex for U(R) > 0, but the opposite, concave, for U(R) < 0. Because of this, Chen misinterprets the literature. Redelmeier & Heller find a small majority of common positive discounting and convex discounting D(T), but they have this for aversive outcomes (health impairments), being worse than neutral. Hence they have risk aversion rather than risk seeking. I did not check Kacelnikov & Bateson on positive or negative outcomes. There is a nice study on risk about delays with
gains, being Onay & Öncüler (2007), but they find the opposite of Chen’s claim, being risk aversion. In O&O this gives the paradoxical implication of concave discounting. O&O nicely point out that the risk aversion found should probably be ascribed to probability weighting rather than to concave utility (= discount function), pointing out that the EU assumption in Chen’s analysis is also problematic.

The author’s claim “we might expect FW(t) to be a mean-preserving spread of FS(t)” (p. 697) set me thinking. Why are FW(t) and FS(t) the same regarding expectation of waiting time t (arithmetic mean) and not of ln(t) (geometric mean) or of exp(t), or of anything other? Another complication is infinite waiting time (not getting the object). FS(t) may be sure to receive reward R in one year, and to never receive reward R’ (t = ∞). FW(t) may think that for both R and R’ it is fifty-fifty: Either receive them in one year or never. Here we have infinity coming in and the usual maths does not work. FS(t) is not a mean-preserving spread of FW(t). Another complication in this analysis is that intertemporal utility may be cardinally different from cardinal risky utility, being a nonlinear transform; risk attitude may be different than what intertemporal utility suggests under EU. A third complication is that if FS(t) has different beliefs over t than FW(t), then this will affect the discount function and it cannot be assumed the same.

P. 720 2nd chunk of text: I did not understand how the described similar development paths exclude innate cognitive or early cultural differences, a claim central in the 3rd para of the conclusion (p. 721). Pp. 720-721 discuss the grand topic of why similarly-situated societies differ so greatly in economic development and health, illustrating the broadness of the author. P. 721 gives three causes: (1) geography and (2) climate (which are apparently not included in “similarly situated”), and, (3) ecology of animal domestication. Then some more are discussed later. For cause (3) would have been good to indicate that this holds for mankind many thousands of years ago, but not today. %}

5 capuchin-monkeys were given tokens, and learned that they could trade them with experimenters in exchange for apples, at rates different for different experimenters. First it was verified that the monkeys satisfy elementary versions of GARP (generalized axiom of revealed preference).

Then the monkeys were in two treatments. In treatment one, one apple was displayed, the monkey could pay tokens, and then either received the one apple displayed or that one with one added (a bonus), so, two apples. Essentially, they received a fifty-fifty prospect yielding one or two apples. In treatment two, two apples were displayed, the monkey could pay tokens, and then either received the two apples displayed or one was removed and only one apple was received (a loss). Essentially, they received a fifty-fifty prospect yielding one or two apples, as in treatment one. In each treatment, the monkeys spent some time doing repeated choices, until their choices stabilized.

The monkeys exhibited loss aversion in trading more in treatment one, and preferring treatment one to treatment two if they could choose. The authors conclude that loss aversion is innate and not learned, because these monkeys had no chance to learn it from others.

The authors next used a parametric model, with linear utility with a kink at zero (loss aversion), and developed a probabilistic-choice model and regression to fit the data. They got the best fit if they take loss aversion parameter 2.7.


Ambiguity in the bidder’s evaluations is investigated in a theoretical analysis, and then an experiment. The experiment suggests ambiguity seeking (*ambiguity seeking*). Each bidder faces one other bidder, with the probability distribution of the type of the opponent either F1 or F2, with F1 stochastically dominating F2 (F1 always bids higher, so, is more unfavorable). As far as I understand, α
maxmin here is simply SEU with $\alpha$ times the unfavorable F2 and $(1-\alpha)$ times the favorable F1. 


Show that if we can only observe actual choices of players in a game situation, then the choices can always be accommodated by EU if they satisfy some minimal monotonicity (with the naive name “rationalizability,” a term used by fields in immature states). The authors cite many related recent results. Although I did not study the paper enough to be sure, it seems to me to be close to the Wald (1950) observation, famous in my youth, that a Pareto optimal choice can always be accommodated by EU with subjective probabilities. 


Consider implications of ambiguity aversion being decreasing in wealth, and $\alpha$ maxmin and the smooth model. 


*revealed preference*: necessary and sufficient condition for finitely many observations of choice function to be represented by a convex weak order. 


*criticism of monotonicity in Anscombe-Aumann (1963) for ambiguity*: they point out that it implies a kind a separability (they use the term sure-thing principle). 


Seems to have demonstrated that Savage’s maxmin regret violates independence of irrelevant alternatives. Arrow (1951) cites him for that.

Seems to have done something Anscombe-Aumann-like, seems state-dependent-like; that is, according to Arrow, *Econometrica* 1951.


Nothing of particular interest. Announces two-state-half-half probability SEU.


His theorems are similar to Anscombe & Aumann (1963). However, unfortunately, he assumes vNM utilities given and uses them explicitly in his axioms. For example, for independence he mixes the vNM utilities. Big pity!


Show that if a subject is first put in a market-type environment enhancing rational behavior (by arbitrage), then this spills over to other tasks in an experiment. They do this for preference reversals, which are reduced by the prior exposure to market. Interestingly, people adjust their evaluation of the high-risk lottery. They do not adjust their evaluation of the low-risk lottery, or their choice. This suggests that the evaluation of the high-risk lottery is the culprit, in agreement with scale compatibility.

{\% N = 266 businesses answered questionnaires with hypothetical choices on ambiguity for losses (storm), generated by diverging expert judgments, and choices with uncertainty (with known probabilities, so, risk) about timing delay (also studied by Onay & Öncüler 2007). It was kind of matching: subjects first chose between two initial prospects, and then were asked to indicate an indifference value.

**ambiguity seeking for losses:** Table III shows it, with 73 ambiguity seeking and 57 ambiguity averse.

**risk averse for gains, risk seeking for losses:** Table III (p. 63) shows prevailing risk seeking for losses (outcome is time delay), with 98 preferring risk and 44 preferring safety.

**correlation risk & ambiguity attitude:** find strong positive relation between ambiguity aversion for losses and risk aversion (regarding delay of outcome). %}


{\% Considers, within EU, relative risk aversion parameter. Relates it to labor supply, where, if risk aversion were very big, wage elasticity would be unrealistically small because people would derive too little extra utility from extra income. Controls contrary phenomenon where more consumption would make work much easier to do. Seems that data on labor supply support relative risk aversion not exceeding 2. %}


{\% Discusses policy implications of behavioral economics. %}


{% If sum of variables is comonotonic sum, then variables must be comonotonic. Several variations and generalizations are given. %}


{% %}


{% restrictiveness of monotonicity/weak separability: This paper replicates experiments by Andreoni & Sprenger (2012) and Andersen et al. (2008) for choices that are both risky and intertemporal. When dealing with time and risk, A&S implicitly first aggregated over timepoints (conditioning on risky events). This implies a sort of weak separability, i.e., separability of each single risky event which, in particular, precludes hedging considerations across different time points. It also requires correlated lotteries for different timepoints, and A&S’s mistake was that in their experiment they instead implemented the lotteries stochastically independently.

This paper changes correlations/dependencies to correct for hedging possibilities, and also considers choice lists instead of the convex choice sets of A&S. Then differences in utility curvature are reduced or disappear. It implies that this paper uses EU to analyze risky choice (p. 2249b 3rd para says it implicitly), which is empirically problematic. Epper, Fehr-Duda, & Bruhin (2011) used PT for this purpose. Several papers by Ayse Öncüler also considered interactions between intertemporal and risk, showing that the effects of either are reduced in the context of the other.

Related comments were made by Epper & Fehr-Duda (2015 AER) and Miao & Zhong (AER 2015). %}

{% real incentives/hypothetical choice, explicitly ignoring hypothetical literature: states that he does so in footnote 3. %}


{% https://doi.org/10.1007/s10683-019-09621-2

One choice list for risky choice, and six choice lists for intertemporal preference, were presented to N = 122 student subjects. EU (expected utility) and RDU (rank-dependent utility) with utility and probability weighting as free parameters are used to fit risky choice, and DU (discounted utility) with utility and discounting as free parameters is used to fit intertemporal choice. CRRA utility is always used. For risk, probabilities and not outcomes were varied in the choice list, and for time, timepoints and not outcomes were varied in the choice list.

Although it should be trivially obvious that one can directly measure utility of DU from intertemporal choices, there has been confusion in the field, mainly by the confused paper Andersen et al. (2008 Econometrica), that this might not be possible (or not desirable?). Fortunately, in the mean time there have been some papers doing it, and so does this paper. The author overstates the case on p. 494 when writing: “Unfortunately, until quite recently there were essentially no known methods to elicit the curvature of utility outside the domain of risk.” Not only I, but many people have known this as standard knowledge for many decades. Here, and in other places, the author is too much focused on the confused Andersen et al. (2008 Econometrica).

The main question considered here is whether utility for risky and intertemporal choice is the same or not. The paper finds more concave utility for risk (*risky utility* $u = \text{strength of preference } v$ (or other riskless cardinal utility, often called value)).

I am puzzled that only one choice list is considered for risky choice, essentially giving only one indifference there. It is not only problematic for reliability, but even for identifiability. P. 515, §3.7, writes: “Since there is only a
single risk preference choice list, it is not possible to estimate probability weighting parameters at an individual level.” So it is! You can’t get two parameters (probability weighting and utility) from one data point! Most of the paper uses a representative-agent analysis, but then I think the same problem remains, contrary to what the paper suggests. The computer will generate output, but it is problematic. Therefore, I have difficulties with the risky utility estimated here.

Section 3.4 considers the interesting joint estimation of risky and intertemporal choices. It only does so when assuming a common utility function and, unfortunately, gives no statistics on how allowing different utility functions compares to not doing so.


They test time consistency, using quasi-hyperbolic discounting, to find present bias with 697 low-income Chinese students finds, for money, healthy food, and unhealthy food, with moderate correlations between them. A proper test of time consistency should be longitudinal, and that is what this paper does. The paper provides arguments against fungibility of money. Cheung, Stephen L., Agnieszka Tymula, & Xueting Wang (2022) “Present Bias for Monetary and Dietary Rewards,” *Experimental Economics* 25, 1202–1233.

This paper axiomatizes weighted utility. This paper explains how the mathematical theory of generalized means (quasilinear means), part of functional equations, can be applied to decision under risk by letting certainty equivalents be such generalized means. P. 1066 end of 1st para: “In general, the received expected utility hypothesis is equivalent to adopting the quasilinear mean as a model of certainty.
equivalence."

It then characterizes the certainty equivalent of weighted utility.

P. 1068 Property 3 shows that vNM independence (in the form of substitution), the condition of decision theory, is essentially the same as quasilinearity of functional equations, as indicated in the last lines of p. 1068.

P. 1070 propagates continuity just by restating its definition.

Theorem 1 axiomatizes the quasilinear mean, being the certainty equivalent of EU, citing Hardy, Littlewood, & Polya (1934) for it. It is sloppy in not stating any continuity (axiom 4) of the functional. Continuity is restrictive because it refers is continuity in distribution, which imposes restrictions both in the probability dimension and in the outcome dimension.

P. 1077 2/3: quasilinear mean well defined iff utility (often denoted U; denoted \( \varphi \) in this paper) is bounded.

P. 1080 1/5 nicely cites Hardy, Littlewood, & Polya as preceding Pratt on more risk aversion iff utility is convex transformation. \%


{\% \%}


{\% \%}

Chew, Soo Hong (1989) “The Rank-Dependent Quasilinear Mean,” Unpublished manuscript, Department of Economics, University of California, Irvine, USA. 

Rewritten version of


This paper considers multiple priors in three ways. The set of priors, with a deck with 100 cards, and n describing number or red (winning cards), so that objective probabilities are multiples of j/100: (1) interval ambiguity: [50-n, 50+n]; (2) disjoint ambiguity: [0,n] u [100–n,100]; (3) two-point: {n, 100–n}. Subjects consider bets on such events and, using price lists, certainty equivalents are elicited. This means that all bets considered have at most one nonzero outcome. I haven’t seen implementations of multiple priors with nonconvex sets of priors before, and this is a useful phenomenon to investigate.

They also do the same stimuli but with 2nd order uniform objective probabilities given over them, which is risk and RCLA to be tested. Figure 2, p. 1251, is best to see the results.

They find strong correlations between ambiguity attitudes and RCLA violations. This comes as no surprise because the two kinds of stimuli are similar. In general, multiple prior implementations of ambiguity are a kind of two-stage already (may I add: unlike natural ambiguities), which explains much of the correlations found in the literature.

It is not easy to draw inferences about existing ambiguity models because most have no clear predictions. The only clear finding comes from the smooth ambiguity model together with ambiguity aversion (concave 2nd-order utility transformation function ϕ), if it is assumed that the 2-stage decomposition exogenously specified by the experimenters is the subjective one of the smooth model—but this assumption is made in all tests of the smooth model that I am aware of. The authors use the term “recursive EU” for it. Anyway, then the stimuli of this experiment are targeted so much towards this model, that predictions can come. Here they find a violation: key Finding 1 (p. 1242) goes against the smooth model (recursive EU) with ambiguity aversion, as mentioned in 1. –7 of §1 when coupled with the common assumption of ambiguity aversion. This Key Finding 1 is: aversion to increasing number of possible compositions for interval and disjoint ambiguity, and aversion to increasing spread in two-point ambiguity except near the end-point.
No predictions for existing (general) models:

1. Choquet expected utility (CEU-I will use this term the authors’ term (introduced by Wakker 1990, Theory & Decision) iso my own preference, RDU) is (too) general because nonadditive measures can accommodate anything here.

2. Multiple priors with $\alpha$ maxmin (needed empirically because maxmin EU is too pessimistic) is also (too) general. The authors, by the way, do not mention $\alpha$ maxmin and only maxmin EU but do not analyze it, grouping it with CEU instead.

3. Source dependence is also too general because it is only one completely general idea, and not a theory.

4. Recursive RDU is considerably more general than recursive EU and there are, again, (too) many nonadditive weighting functions.

Hence, the authors add assumptions to the theories, but their assumptions are, unfortunately, not empirically plausible (e.g., van de Kuilen & Trautmann 2015). Whereas on p. 1246 2nd para the authors point out that CEU in general (“Savagian [Savagean] domain”) gives no predictions, they throughout assume that CEU is coupled with the Anscombe-Aumann framework. For example, see p. 1241 3rd para, using vague implicit words. I think that this is unfortunate and empirically invalid (e.g. my Wakker (2010) book §10.7.3). Comes to it that they then add the assumption of RCLA, which drives most of their predictions, but even under the EU assumption of Anscombe-Aumann RCLA need not hold. Anscombe-Aumann assumes backward induction which, if anything, goes against RCLA when deviations from EU are desirable. (Backward induction + RCLA imply vNM independence.) This point becomes especially problematic if combined with the authors’ claim on p. 1247 top, that two-stage models would not distinguish between objective and subjective stage-1 priors.

Whereas on p. 1258 bottom they cite evidence for ambiguity seeking for unlikely (they call it preference for skewness), for all models they throughout assume ambiguity aversion. Van de Kuilen & Trautmann’s (2015) survey cites violations, as does the keyword ambiguity seeking in this bibliography.

In their discussion of empirical performance they only consider fit and not parsimony; i.e., they do not correct for number of parameters. Thus, the “source perspective” as the authors call it is a general property (rather than a model; it is
similar to commodity dependence of utility) that can accommodate any finding, which is why it comes out positively in Table IV on p. 1256.

Note also that, contrary to what is sometimes weakly and sometimes strongly suggested (p. 1241 middle: “Multiple prior models such as Choquet expected utility”), Choquet expected utility (CEU) is different than multiple priors—these two models only have overlap. It is true that for the stimuli considered here, bets with only one nonzero outcome, CEU and α maxmin coincide.

**correlation risk & ambiguity attitude:** find strongly positive relation but this is because both are coupled with a similar two-stage structure.


P. 1244 top: subjects can choose winning color so as to avoid suspicion.

**(suspicion under ambiguity)**

P. 1246 ll. 3-5 equate convexity of nonadditive measure with ambiguity aversion, which only holds if EU is assumed for risk. Without that assumption, I qualified it as an historical accident in Wakker (2010 p. 328 penultimate para).

P. 1247 top claims that two-stage models do not distinguish between objective and subjective stage-1 priors. I am not aware of this, only knowing the explicit deviation of the smooth model (which the authors mention in footnote 10). The claim is repeated on p. 1258 top.

As I wrote above, CEU is too general, as are most othe existing theories. Developing good specifications is desirable. It will not surprise readers that I like Abdellaoui, Baillon, Placido, & Wakker’s (2011) specification of the source method. We can consider a recursive version here. It would be like the recursive RDU considered in this paper, only the weighting function of the prior stage would be for ambiguity. However, it would be desirable to take inverse-S weighting functions rather than the convex weighting functions considered by the authors, because inverse-S is empirically better. It would fit the data well. For instance, for two-point ambiguity with n = 0 we’d just have risk transformation of 0.5, giving the high 0.8 in Figure 2 (left), and for n = 50 we’d only have uncertainty of the prior stage, i.e., ambiguity transformation of 0.5, being lower than the 0.8 of risk. For n = 25 we’d have transformations at both stages, giving the worst result. As for transformation in the 2nd stage, the probability 0.75 is
underweighted by the certainty effect and the probability 0.25 is a bit
overweighed by the possibility effect but the latter is much less.

**testing color symmetry in Ellsberg urn:** they seem to confirm it.


It is downloadable from


In those days, Chew and I, young, were among the very few knowing about
maths of nonEU. He was almost the only human being I could communicate with
on many topics. The paper cited there was finished as first draft on Dec. 31, 1986,
and I consider it one of the best I ever wrote. I then sent it to Chew and Yaari,
asking for comments. Chew and I communicated frequently, stayed in each
others’ houses, where he conquered my heart by taking me to Vietnamese
restaurants in Toronto and later in Los Angeles, and so on. It is nice to see that
Chew still remembers it. My paper has been taken apart and rewritten into several
different papers after, and my 2010 book is close to it but, à la, more up to date.

Chew, Soo Hong, Miao Bin, & Songfa Zhong (2017) “Partial Ambiguity,”

_Econometrica_, 85, 1239–1260.

**% suspicion under ambiguity**: although the paper is not clear and explicit about it,
it looks like subjects could choose the color or odd/even to gamble on.

Used N = 325 Beijing students. Could gamble on known vs. unkown Ellsberg
urn (deck in fact), but unknown urn paid 20% more. 49.4% still chose known urn.
They could also gamble on some digit in temperature being odd or even, either
for their familiar Beijing temperature or for the less familiar Tokyo temperature
(natural sources of ambiguity). Again, the unfamiliar Tokyo temperature paid
20% more. 39.6% chose Beijing temperature still. Women are more ambiguity
averse and prone to familiarity bias then men (gender differences in ambiguity
attitudes). They took blood from subjects to measure genotype. They find a
serotonin transporter polymorphism to be associated with familiarity bias, and the
dopamine D5 receptor gene and estrogen receptor beta gene are associated with
ambiguity aversion only among women. %}


---

**dynamic consistency**

(It is best to take all conditions of this paper given a fixed first-period consumption c. Nothing in the paper considers variations in that first-period consumption.)

*dynamic consistency: favors abandoning RCLA when time is physical*: p. 108: “It is, after all, perfectly “rational” for an individual to prefer early or later resolution of uncertainty.” They give example where consumption of information seems to be the reason.


---

**dynamic consistency: favors abandoning time consistency, so, favors sophisticated choice**; well, they at least study this approach.

*dynamic consistency; DC = stationarity* (according to Ahlbrecht & Weber, ZWS 115); seem to weaken what Machina (1989) calls dynamic consistency.

Give some references to old literature on intergenerational etc.

\% dynamic consistency; \%

\% biseparable utility violated \%

\%

\% https://doi.org/10.1006/jeth.1993.1011
restricting representations to subsets \%

Link to paper

\% dynamic consistency: favors abandoning RCLA when time is physical. Seem to use Kreps & Porteus (1978) but in a nonEU version. \%

\% Version of 4 July 2022. They have a set M of objects, and not one mixture operation as in Hernstein-Milnor and many other papers, but several mixture operations interpreted as coming from different sources. Each mixture operation corresponds with expected utility maximization, but they have different utility
functions. My difficulty in relating this to decision under uncertainty is that it involves multi-stage gambles. Every, maybe itself already multistage gamble, can serve as an outcome conditional on every event. It requires multi-repeated compounding, and multi-repeatable observations of events. One can relate it to only single-stage gambles by using certainty equivalent substitution and backward induction, but it still gets complex. The proposition gives source preference iff one utility is a concave transformation of the other.


Show that, under RDU, aversion to mean-preserving spreads holds iff $U$ concave and $w$ convex (they use dual probability weighting, which then is concave). They assume differentiability in this. Ebert (2004) generalizes this by not assuming differentiability but only continuity.


Point out that Ellsberg’s ambiguity aversion is a special case of source preference. Abstract, very erroneously, writes that rank-dependent utility (= CEU for uncertainty), PT, and multiple priors satisfy probabilistic sophistication. Would imply that these models cannot accommodate Ellsberg, which of course is completely untrue. If extended to the Anscombe-Aumann framework and imposed on the whole framework there, it would imply full subjective expected utility there, thus negating the existence of Schmeidler (1989) for instance.

Paper lets subjects bet on whether a digit for some source is odd or even (suspicion is avoided because subjects can themselves choose to gamble on odd or even), and find source preference for the best-known source. (natural sources of ambiguity) Because the probabilities about digits can be taken as objective,
this in fact is: **violation of risk/objective probability = one source**

Very very unfortunately, do ranking from bottom to top and not from top to bottom for the RDU-functional definition.

**event/outcome driven ambiguity model: outcome-driven:**

**source-dependent utility** (pp. 186-187): This paper most clearly has this idea. It proposes a SDEU (source-dependent expected utility) model where they have expected utility within each source, but different utility functions. This is much in the spirit of KMM, but without the multistage complications of KMM.

**losses from prior endowment mechanism:** Random incentive system but for gains and losses both so that there can be income effect. Find source preference for both, and related differences in neural activities.

**reflection at individual level for ambiguity:** Although they have within-subject data, they do not report it in the main paper. Because they have N = 16 and there can be expected to be few ambiguity seekers for gains, the data will not give much info on it anyway.


[Link to paper](#)


[Link to paper](#)
This paper deserves to be a classic, with many valuable results on mean-preserving spreads. I conjecture that the, then young, Chew wanted this to be his master piece and so it is.

Their Theorem 2 (p.415) shows that, under continuity, elementary risk aversion is equivalent to aversion to mean-preserving spreads. A useful result! Elementary risk aversion concerns only simple equally-likely lotteries (1/n:x₁, …, 1/n:xₙ). It says that moving a small amount epsilon from a higher outcome to its lower neighbor, without affecting their ranking, always is an improvement. It is obviously weaker than aversion to mean-preserving spreads, and also than outcome-convexity. Table II (p.418) displays that, for RDU, this is equivalent to convex w and concave U. (The paper writes g iso w for probability weighing. Unfortunately, it does bottom-up integration for RDU rather than the nowadays (1992-2023) common top-down integration, so, it uses probability weighting in a dual manner, and its concavity is equivalent to modern convexity.)

Unfortunately, the paper does not make well clear what differentiability assumption is made in Table II. The introduction p. 404 suggests Gateaux differentiability (which under RDU is equivalent to differentiable w). P. 418 l. 2-3 suggests that for RDU not any smoothness is assumed. However, the derivations on occasions assume marginal rates of substitution that are not infinite and that need ratios with denominators > 0 (p. 416 the formula between Eqs. 4.8 & 4.9), and that there are points p where the derivative g’(p) is > 0 (p. 429 last line of displayed formula in the RDU proof). This need not hold for a continuous strictly increasing continuous g (which is almost everywhere differentiable but may have derivative 0 whenever it is defined, if it is not absolutely continuous; Paradis, Viader, & Bibiloni, 2001 Theorem 3.1 give an example.), contrary to frequent confusions in the literature.

Ebert (2004, Theorem 2), unaware of this paper, with the principle of progressive transfer the same as elementary risk aversion, will prove the above result for RDU without assuming any smoothness. This completely generalizes Chew, Karni, & Safra (1987) to the smooth case. %)

Considers multiple-switching behavior (MSB) in choice-list experiment. “Irregular” ones more violate stochastic dominance, but “regular” ones more reflect nonEU and deliberate randomization. 


They compare ambiguity aversion/source preference for Ellsberg known urns, RCLA, and trailing digit of foreign vs. home city being odd or even (“natural uncertainty”), finding strong relations between all. 


N = 3,583 subjects collected online. This paper presents Ellsberg 2-urn choices in a somewhat complex manner, using matrices. It uses a test question to see if subjects understand the matrices. Those who do, exhibit the usual ambiguity aversion. Those who don’t, are close to fifty-fifty. A naïve interpretation would be to say that not-understanding subjects are less ambiguity averse and, maybe, even more rational. This is of course an incorrect interpretation. The not-understanding subjects are just behaving randomly. Their data is not ambiguity neutrality but mere noise. Funny.

The authors also distinguish between ambiguity-minded subjects, reluctant to assign probabilities to the unknown urn, and probability minded, who are willing to. The former are extremely ambiguity averse (84%!) and the latter not at all (31%). Remarkably, the ambiguity-minded are younger, and more educated, analytic, and reflective, suggesting that they are more rational which would be bad news for Bayesians like me. But my interpretations are very different. Being
ambiguity minded or probability minded is measured through the following questions Qk and Qu:

“Qk- the subject is asked to quantify the probability of drawing a red card from ‘Deck no. 1’, which contains exactly ten red cards and ten black cards. The six available response alternatives include: 0%, 25%, 50%, 75%, 100%, and ‘Cannot be determined’. The only satisfactory response is ‘50%’.

Qu– the subject is asked to quantify the probability of drawing a red card from ‘Deck no. 2’, which contains exactly twenty red cards with an unknown mix of red and black cards. The six available response alternatives are the same as in Qk. Satisfactory responses are ‘50%’ or ‘Cannot be determined’.” [italics added here and is a typo]

Answer 50% to question Qu means probability minded and answer “Cannot be determined” is ambiguity minded. Main problem is that the authors’ term probability here makes subjects think of objective probability related to composition of urn. I as 100% Bayesian would answer “Cannot be determined” because I think the experimenters have in mind not my subjective probability but an objective one. The more so as the multiple choice framing suggests that there may exist a correct objective answer, and subjective probabilities can deviate from the categories offered (e.g. if I (think to) know about experimenters’ color preferences). So, subjects categorized as ambiguity minded need not at all be so. A second problem is that these questions prime subjects to dislike unknown objective probabilities, generating false ambiguity aversion. This explains the extreme 84% ambiguity aversion found among the ambiguity minded. %} Chew, Soo Hong, Mark Ratchford, & Jacob S. Sagi (2018) “You Need to Recognise Ambiguity to Avoid It,” Economic Journal 128, 2480–2506.

{% The original 2003 working paper contained nice ideas about small worlds—what Tversky would call sources of uncertainty—and their comparisons. Unfortunately, Econometrica had the authors take out these interesting ideas, reducing the paper to a, nice indeed, definition of exchangeability, but other than that a technical generalization of probabilistic sophistication to the case of no stochastic dominance and with continuity weakened somewhat by replacing it by solvability, along the well-known techniques of Krantz et al. (1971). The move from continuity to solvability is discussed in more detail by Wakker (1988, Journal of Mathematical Psychology). Econometrica let the authors take out the most valuable idea, and made the main theorem and the main intuition become
disconnected! The second part of the paper, with the valuable idea of variable source, thus only appeared in their 2008 JET paper.

Basically, the authors define two events as equally likely if they are exchangeable in the sense that their outcomes can be switched without affecting preference. Monotonicity need not be brought in separately because it automatically follows from set-inclusion. Thus, an event is more likely than another if the former contains a subset exchangeable with the latter. The general idea of using the set-theoretic structure on the state space because it is automatically there is discussed in more detail by Abdellaoui & Wakker (2005, Theory and Decision).


First version (which was later split up into the above paper and their 2008 JET paper):

They consider subdomains of the event space, sources, the concept first advanced by Amos Tversky, with which Tversky influenced not only me but also Chew (and Craig Fox) in the early 1990s (see Chew & Tversky 1990). So, this is a paper in the right spirit and I like it much!

I think that Savage’s small worlds is too much a different idea than source so that I disagree with the authors linking with small worlds. Savage’s small worlds serve for cases where the grand-world is too complex, and then the agent takes a small world, the best modeling of reality he can. So, there is only one small world. If different small worlds then Savage surely would not want inconsistent probability assessments between them, but he would treat the small world as consistent with the grand world. Savage wants whatever can be considered to consistently satisfy his axioms.
The authors take sources not as partitions of the whole state space, but as partitions of subevents of the state space, taking the overall subevent as a conditioning event. They call it conditional small world event domain. I regret this move because it confounds the source concept with issues of conditioning and dynamic decisions. (Even if conditioning is important, one does not want to mix it in with every static concept.) Probably the authors made this move so as to have something easy to say on the Ellsberg’s 3-color paradox.

They also define a collection of events as a conditional small world event domain only if probabilistic sophistication holds there. On their conditioned events they call probabilistic sophistication homogeneous, where Wakker (2008, New Palgrave) used the term uniform for the unconditioned-source concept of probabilistic sophistication.

They derive their representation of probabilistic sophistication on $\lambda$-systems, which is more general than the conventional algebras. Abdellaoui & Wakker (2005, Theorem 5.5) derive probabilistic sophistication for the more general mosaics of events, like Chew & Sagi using also solvability instead of the more restrictive continuity. Chew & Sagi are more general in considering conditionings and in relaxing monotonicity.

In §4 they call events of (homogeneous) conditional small world event domains EB-unambiguous, where EB abbreviates exchangeability-based. Argue that if there are more EB unambiguous sources, as in the Ellsberg 2-color paradox, then we need extraneous info to determine what is really unambiguous, so that EB unambiguous need not really be unambiguity. (I think that we ALWAYS need such extraneous info.) I regret, if it is not unambiguous, that the authors still use this term unambiguous. In §4 they have to spend much space on discussing the, I think wrong, definition of Epstein & Zhang.

Unfortunately, the authors ascribe source dependence to risk attitude, and write that the risk attitude depends on the source of ambiguity, which is something like a contradictio in terminis. Abdellaoui et al. (2011 American Economic Review) used a source function to reflect ambiguity attitude. %}

Consider inequality with risk, and one-parameter extension of the generalized Gini mean, with a quadratic term for inter-personal correlations (in spirit of quadratic utility of Chew, Epstein, & Segal 1991), accommodating “shared destiny,” preference for probabilistic mixtures over unfair allocations, and for fairness “for sure” over fairness in expectation. They essentially use an Anscombe-Aumann model, reinterpreting the horses in a horse race as people in society.


Use Chew’s weighted utility, iso RDU or PT, to model the coexistence of gambling and insurance. Analyze economic implications and refer to experimental findings.

§1, p. 1011, top para, suggests that RDU (Called RDEU here) cannot accommodate longshot preference behavior under tractable functional forms (“we have not been able to …”). I am puzzled about this claim. All common functional forms, such as in Tversky & Kahneman (1992), were primarily developed to do so, and can qualify as tractable. The same para, and also §2.3 (including footnote 6) point out that RDU cannot combine global risk aversion for small stakes with some risk seeking for large stakes. This is very true. There is empirical evidence for risk seeking (fourfold pattern). Now, had the authors also had empirical evidence for global risk aversion for small stakes, then they had had a point. But they don’t mention any such evidence. When choosing between 1 cent for sure, or a 1/1000 chance at $10, will people be risk seeking? Problem is that the choice options are too small to be of interest to anyone. There may be risk seeking for joy of gambling.

For limits as in Chew & Tan’s p. 1016, it is well known that the probability-weighting function of T&K’92 does not exhibit the desirable subproportionality. Tversky was enthusiastic about the families developed by Prelec that can satisfy this.


Greco, Matarazzo, & Giove (2011) will independently reinvent the functional of this paper for linear utility. 


Harless & Camerer (1994, p. 1273) argues that nonexpected theories other than weighted utility explain the data better.

inverse-S: as explained by Wakker (2001, Econometrica), the data of this paper, if analyzed through new (1992) prospect, support inverse-S probability weighting.

real incentives: not used, flat payment.


Under the state-dependent generalization of Savage’s (1954) SEU, subjective probabilities are nonidentifiable, as is well known. This readily extends to general betweenness nonEU models. For the extension to rank-dependent models, a delicate question is how one takes the rank-ordering of outcomes, at least if outcomes are money. By their utilities or by the money amounts? This paper only considers the latter, without discussing it. Chiu (1996, *Geneva Papers on Risk and Insurance Theory* 21) did it the other way, getting real generalizations. This paper shows that we cannot do the linear rescaling of utility/probability underlying the nonidentifiability in SEU in rank dependence. So, in that sense state-dependence is not possible under rank-dependence. However, more general forms of state-dependent utility with nonidentifiable weighting functions are possible, as for instance in Chew & Wakker (1996 JRU). They have a state-dependent utility or, equivalently, an outcome-dependent weighting function.

{% cognitive ability related to discounting: higher school education gives less impatience and less time inconsistency

cognitive ability related to risk/ambiguity aversion: High school education gives, paradoxically, more Allais paradox and more ambiguity aversion than with dropouts. But less risk aversion. Use 70 Chinese twins in this experiment. Unfortunately, whereas most other choices were incentivized, those on the Allais paradox, longshot choices, and intertemporal were not due to practical limitations. This could give a contrast effect, with the nonincentivized not taken seriously.

Longshot was by lottery tickets with winning probability 1/100,000 and smaller.

Ambiguity: subjects could bet whether temperature in Beijing would be odd or even, and whether temperature in Tokyo would be odd or even. %}


{% %}


{% Z&Z %}


{% %}


They show that distributions of individual risk attitudes can be recovered from market data, more precisely, horse race betting, without individual data needed, if enough assumptions: That sufficiently many market equilibria can be observed (sufficiently many probabilities and corresponding odds), that individual risk attitudes satisfy a single-crossing condition, that individuals bet a fixed amount (p. 22), that they satisfy the rational expectations assumption (p. 12) of going by true probabilities (even if in reality they don’t know them), and that they do not change between different markets. They apply their technique to a dataset of 25,000 races. The abstract writes: “We estimate the model on data from U.S. races. Specifications based on expected utility fit the data very poorly. Our results stress the crucial importance of nonlinear probability weighting.”

P. 2: under risk neutrality, betting odds would be proportional to winning probabilities.

P. 4: besides rank-dependent utility (RDU) - the authors write the inefficient RDEU - also something called NEU works well, but the authors never define what NEU means.

P. 12: “We could also incorporate ambiguity-aversion in the “exponential tilting” form introduced by Hansen and Sargent (e.g., in their 2007 book, or Hansen (2007)). However, in our very simple choice problems with static decision-making, it is observationally equivalent to increased risk-aversion.” This is useful for the source method!

P. 24: they do not even commit to the very general HARA family because it predicts a fanning out not holding in the data.

P. 28: unfortunately, the authors follow the tradition of finance of letting “preference” refer to utility.

P. 30: “We could, of course, resort to parametric specifications, but this is precisely what we have tried to avoid in this paper.” I guess that they take every point in the domain as a separate parameter? Not clear to me.

{\% Savage (1954) (casually, just to simplify maths) and de Finetti (1974) (very deliberately), used finitely additive and not countably additive probabilities in expected utility. By Yosida & Hewitt (1952), the finitely additive probability can be decomposed into a countably additive measure, and a purely finitely additive measure. For example, the latter can be \( \mathbb{N} \) (natural numbers) with every finite set having measure 0 but yet \( \mathbb{N} \) having measure 1. For the latter measure, all mass seems to have escaped to infinity.

The author of this paper considers models as just described. She refers only to Arrow (1971), who gave an adaptation of Savage (1954) with countable additivity. She then presents the finitely additive case of de Finetti and Savage as different than Arrow, but presents it as new, unaware that de Finetti and Savage already did finite additivity. She interprets the purely finitely additive part as extreme event. Problem is that an extreme event is to be qualified by an extreme outcome, obviously depending on the act chosen, and this is not captured by the model of the author. %}


{\% %}


{\% Applies her 2000 model to foundations of statistics. The rare events, captured by strictly finitely additive measures, are called black swans. As in the 2000 model, they are not related to the outcomes that they generate and those need not be bad or good or extreme. %}


{\% %}
game theory can/cannot be viewed as decision under uncertainty:

I read a preliminary version of January 2018.

This paper follows up on Heinemann, Nagel, & Ockenfels (2009 RESTUD), HNO henceforth, and Nagel, Brovelli, Heinemann, & Coricelli (2018), NBHC henceforth. They consider a stag hunt game, an entry game, and risky lotteries determining their certainty equivalents (CEs), as described in my annotations of NBHC. In addition, and this is the novelty relative to NBHC, they measure a CE for an ambiguous lottery, coming from an Ellsberg urn generated by a two-stage lottery after the first stage has been implemented but not revealed. They find that the CEs of stag hunt are highest, then risk, then ex aequo ambiguity and entry game. As did NBHC, they find more choice switches in the (unconventional) choice lists for the entry game. In the version that I read, they did not report correlations or regressions and based their conclusions solely on compared CEs.


Pp. 3–4 summarizes explanations of WTP/WTA discrepancies. In my terminology, the 1st (p. 3 2nd para) is the rational basic utility (fitting within neoclassical theory), the 2nd (p. 3 3rd para) is the irrational framing/loss aversion of prospect theory, and the 3rd (p. 3 4th and last para) is a bargaining attitude of the subjects when answering.

4th (p. 4 1st para): subjects may guess favorable market prices rather than their value. (I add: if you do not buy for a given price, can always buy it 5 minutes
later in the next store.)

This paper really addresses the interesting question whether utility is really kinked at the reference point, or only in general is very concave. This is not very relevant to the main question claimed in the paper. If utility is not kinked but still very concave about the reference point, then still the MRS (marginal rate of substitution) between money and life years changes much around the reference point and we have no clear MRS.

P. 4 last para suggests that marginal utility of wealth can be assumed constant for the small stakes they consider. But then how can the WTA/WTP ratio still change as stakes get smaller?

They use the nice Cherry et al. (2003) idea of first making subjects rational in an (incentivized) experiment, hoping for spillover to their real experiment.

The negative weights in Table 7 are hard to understand. Do they support the claimed weight 1%?


% PE doesn’t do well. %


% Gotten from Stefan in Feb’05. Discusses biases/heuristics à la representativeness and anchoring, illustrate them through some examples such as earthquake, and in the appendix develop a formal model for finance that incorporates heuristic updating under ambiguity %


% Considers lexicographic EU. %

ambiguity seeking for unlikely: Participants can gamble on an event with known probability $p$ and on event with unknown probability but with observed relative frequency of $p$. For $p \geq 0.5$ they prefer the known distribution but for $p < 0.5$ they prefer the unknown event. Note that this finding need not designate ambiguity seeking and in fact can be explained by SEU because the subjective probability depends not only on the observed relative frequency but also on the belief prior to the observed frequency.

It was real payment with the possibility of losses. If participants lost too much then they were offered favorable gambles. This procedure constitutes a mild form of deceiving participants. (deception when implementing real incentives)

inverse-S & uncertainty amplifies risk: He seems to write: “One of the most striking features shown by the data is a tendency for individuals to bias unknown probabilities towards one-half.”


{% Lets rank-ordering be according to state-dependent U(x,s) of outcome x at state s (Chew & Wakker (1996) use the alternative method, rank-ordering according to the outcomes themselves), does not give a preference axiomatization. %}


{% Extends results of Pratt-Arrow and Ross. %}


{% Formulates conditions implying that preferences depend only on 1st, 2nd, and 3rd moments of distributions (the latter through prudence). Uses a well-known result of van Zwet (1964) about convex transformations of distribution functions. Eq. 1 p. 115 gives, for two prospects, a decomposition into only the expectation-difference, only a 2nd moment difference, and only a 3rd moment difference. %}


{% Alternative preference conditions to characterize signs of nth derivatives of utility. %}


{% %}


{% Find violations of RDU. %}


The paper considers intertemporal choice with a special aversion to decreases. It is modeled taking consumption at the previous time as reference point and then loss aversion. It reminds me of Gilboa (1989 Econometrica) who modeled the same thing using rank dependence. Relatedly, Wakker (2010, Example 9.3.2) pointed out that first-order risk aversion, often put forward as a virtue of rank dependence, may rather be loss aversion.

This paper analyzes optimization of consumption/portfolio.


Study choice between two-outcome prospects, not binary choice, but from a budget set, taking one commodity as payment under one state and other as payment under the other state. Subjects can thus choose from budget sets using a mouse (revealed preference). Giving money to subjects to invest optimally in a project consisting of an event-contingent payment has been done before, by Frans van Winden for one. But the way presented in this paper, as choices from budget sets, is new in decision under uncertainty/risk. It is easy to present to subjects and each choice of a subject gives much information. They test revealed preference.
axioms (i.e., whether choices are generated by a transitive preference relation), something which they do more elaborately in their follow-up paper in American Economic Review.

They write, in Eq. (1) (p. 1929) and elsewhere, that they do Gul’s disappointment aversion theory. However, in reality it is biseparable utility, agreeing with virtually any nonEU theory presently existing, including RDU and prospect theory. Indifference curves have a kink at the certain (safe) prospect.

Boundary choice is if subjects maximize outcome for one state, taking it 0 at the other. Safe choice is if taking same payment under both states. Intermediate choice is any other. Under expected value subjects would always choose boundary (or be completely indifferent). Under biseparable utility there will be quite some at the kink of safe choice. Under virtually all theories there will be little intermediate choice. I expect (too) many such due to the compromise effect: subjects think that the truth is in the middle and, likewise, that the optimal choice will be somewhere in the middle.

I wonder if the few extreme choices found in this paper could be due to EV + error.

error theory for risky choice: §IV.E notices that maximum likelihood gives implausible results, but least squares gives plausible results.

In a paper with a new methodology it is often difficult to get much novelty otherwise. The paper has no empirical findings of particular interest. The authors put forward as “striking fact” (p. 1921 end) that they find heterogeneity among subjects, but this is the common finding. Their term loss aversion is rank dependence (kink at safety).

In their references to measurements of CRRA they exclusively refer to experimental economics studies (p. 1922 2nd column), and in American Economic Review this narrow scope is, unfortunately, considered to be acceptable.

They take objective probabilities 1/3, 1/2, and 2/3. I wonder if subjects treated probabilities 1/3 and 2/3 just as 1/2, as this sometimes happens, but I could not find out. %)


revealed preference: Measure violations of GARP from CenTER panel, the large representative sample from the Netherlands. Consider risky choices using the budget-framing that they used in preceding studies (Choi et al. 2007). Here two equally likely states of nature, with fifty-fifty probabilities, are specified, with \((x_1, x_2)\) the usual act. Subjects are offered randomly determined budget sets. (I don’t know why they are determined randomly.) So, on the Pareto line there is a fixed exchange rate between the two states, where it is natural to take the highest payoff under the cheapest state. Expected value maximizers will just take the highest payoff under the cheapest state. The more people invest in the most expensive state of nature, so, the more they move to the riskless diagonal, the more risk averse they are.

Use RIS. They pay in points, where one point is €0.25.

GARP is equivalent to transitivity. So, it does not test EU or other particular theories. They measure violations of GARP through Afriat’s (1972) Critical Cost Efficiency Index (CCEI) which is roughly how much money a person must be overpaying in a situation involved in a GARP violation, and the maximum of that in the data of a person.

There are many methodological discussions. Because GARP is equivalent to transitivity and does not involve anything else, the authors call CCEI a practical, portable, quantifiable, and economically interpretable measure (p. 1519 3\(^{rd}\) para). The 4\(^{th}\) para continues and the 5\(^{th}\) then comes with the authors offering a new approach to the methodological challenges they listed before, where the paper later explains that CCEI brings all that. P. 1527: “A key advantage of the CCEI is its tight connection to economic theory. This connection makes the CCEI economically quantifiable and interpretable. Moreover, the same economic theory that inspires the measure also tells us when we have enough data to make it statistically useful. Thus, this theoretically grounded measure of decision-making quality helps us design and interpret the experiments in several ways.”
P. 1530 footnote 9: As so many studies they only have two-outcome prospects and, hence, most nonEU theories agree there, where the term biseparable utility is used to express this. Or, better Miyamoto’s (1988) generic utility. Strangely enough, as seems to be a convention in this field, they only cite Gul’s disappointment aversion theory as a case, and not for instance the more popular Nobel-awarded prospect theory.

Violations of GARP are negatively related to wealth, education, being male, and positive to age. The correlation of violations of GARP with the trembling parameter is 0.178 (p. 1542). Find a correlation of about 0.2 between Frederic’s cognitive ability index and violations of GARP (p. 1543). Derive many conclusions about “important real-world outcomes.” For instance, p. 1521 end of 2nd para is none too pessimistic on relation with wealth: “We interpret the economically large, statistically significant, and quantitatively robust relationship between decision-making quality in the experiment—the consistency of the experimental data with the utility maximization model—and household wealth as evidence of decision-making ability that applies across choice domains and affects important real-world outcomes.”


The paper measures certainty equivalents for five lotteries and fits 1992 prospect theory with power utility and the Goldstein-Einhorn two-parameter probability weighting. The relate these estimates to cognitive ability. They find that likelihood insensitivity is strongly negatively correlated with cognitive ability, but that pessimism is unrelated. (cognitive ability related to likelihood insensitivity (= inverse-S)). This wonderfully supports the cognitive interpretation of likelihood insensitivity. They correct for many variables including choice error. They have two samples of about 300 subjects, where the first sample has an exceptionally wide variation in cognitive ability, and for the second they did within-subject manipulation of time pressure.


Thorough study of Ellsberg paradox, following up on Fox & Tversky (1995, QJE). Fox & Tversky found that ambiguous urn receives on average the same price as unambiguous if interpersonal and suggest that intrapersonal difference may stem from contrast effect and not from ambiguity aversion. Chow & Sarin find in-between-result. Ambiguity aversion persists when studied intrapersonally, but less extremely.

Unfortunately, some of the nice experiments in early working paper versions were taken out from the published version. C&S further found in the working paper: The contrast effect accentuates the difference by decreasing the price of the ambiguous urn but as well, and maybe even stronger, by increasing the price of the known urn. The effects for the unknowable case (where it is clear that no one knows the “true” probabilities; for example, colors of M&M candies in an unopened bag or sees in an apple) is between the known and the unknown case. Contrast effects occur similarly if the known/unknown urns go to different persons but they know of each other that that happens.


P. 54: motto from 1932 till 1952 was Lord Kelvin’s maxim “science is measurement.” Then it was changed into “Theory and Measurement.”


Does what title says, with both utility and the measure of the state space allowed to be unbounded. Characterizing conditions then always require tails to be sufficiently thin, and this paper provides proper versions. It applies them to robust ambiguity models and Epstein-Zinn preferences.


Fear for dentist-effect; **dynamic consistency** (Prelec & Loewenstein, 1991, footnote 2, describe it as instationarity); **time preference**


Consider a lottery $x_p y$, with $0 < p < 1$ and $x > y$ monetary. The *buying price* $B = B(x_p y)$ and *selling price* $S = S(x_p y)$ are defined by

$$ (x-B)p(y-B) \sim 0 \sim (S-y)(1-p)(S-x). \quad (*) $$
We assume them existing and unique. *Complementary symmetry* holds:
\[ B(x_{p}y) + S(x_{1} - py) = x + y. \] (**)

Note here the switch of probabilities.

**PROOF.** \((S-y)p(S-x) = (x-B+k)p(y-B+k)\) for \(k = S-y-x+B.\) By uniqueness, \(k = 0.\) (***) follows.

The paper gives the result in Theorem 2.1. It gives a more complex proof, but this is because the paper presents further results. %}


{[https://doi.org/10.1007/s00010-020-00704-7](https://doi.org/10.1007/s00010-020-00704-7)}

This paper considers RDU. It shows that for binary gambles, a particularly defined bidding price is the expected value if and only if the weighting function is of the Goldstein-Einhorn family and utility is power utility family, with relations between the parameters of the two families. %}


{[Study secretary-type problems under ambiguity, with maxmin EU. Use backward induction. %}]


{[Analyzes separability in bargaining, which is satisfied by the *Nash bargaining solution* but not the Kalai-Smorodinsky solution, and refers to earlier works on the condition. %]}


{[Wakker (2022, AEJ, Microeconomics) comments on this paper and argues that the authors take ordinal utilit for choices between commodity bundles as cardinal. If one takes it as ordinal then all inconsistencies disappear and one can have one
consistent utility for both risky and riskless choice.

A widespread misunderstanding about Tversky & Kahneman (1992) is that their paper would only concern risk. This is not so. Their paper writes again and again that it handles both risk and uncertainty. The present Chung et al. paper cites T&K on p. 34: “… we presented a model of choice, called prospect theory, which explained the major violations of expected utility theory in choices between risky prospects with a small number of outcomes.” which might suggest otherwise. However, the words on the dots are “Some time ago” and T&K were only referring to their 1979 paper for it.

**risky utility** \( u = \text{transform of strength of preference} \ v \): 

I refer to this paper as CGT. CGT compares the utility function of prospect theory, denoted \( U \) here, with a riskless utility function capturing choices over commodity bundles \((x_1,x_2)\) denoted \( V \) here. Assuming stochastic dominance, we then have \( U = \varphi \circ V \) for a strictly increasing \( \varphi \). Unfortunately, the authors throughout overlook the essential role of \( \varphi \). Thus, they come to conclude that their empirical findings about \( V \) are inconsistent with those of \( U \), but this is not so because \( \varphi \) can fix everything. Details are in Wakker (2019). I add further details here.

P. 34 l. -5: The text cited by T&K92 is a bit misleading because, contrary to what is suggested, it does not refer to the situation of 1992. The words on the dots omitted are: “Some time ago”. T&K refer there to the situation from the past. Big change in 1992 is that they also handle uncertainty, as emphasized throughout their paper. But this is irrelevant for CGT, so I understand that they avoid it.

P. 35 middle: the first paper usually praised for extending prospect theory to riskless choice is Thaler (1980), although I must say that I do not find this in itself a very big deal.

P. 37 l. 3: one of the popular clichés in the modern literature is to call any experiment “novel,” and so it happens here.

A problem throughout pp. 38-40, first part of Section I, is that the authors assign meanings to (diminishing) marginal utility, concave utility, (sign of) second derivative of utility, even though utility is only ordinal, and these concepts often are not meaningful. Proposition 1 seems to come from Arrow & Enthoven (1961), and uses the second derivative of utility \( U \), but I trust that it is correct still. Probably, even though the second derivative itself is not meaningful, the sign of its combination with partial derivatives as written there still is. There are
serious problems with Assumption 1 though, which does not pass the ordinality test. The assumption amounts to saying that it is reasonable to assume that the second partial derivatives of $U(x_1,x_2)$ pragmatically determine whether rates of substitution between the two goods satisfy quasi-convexity. But this is too “non-ordinal.” Given that quasi-convexity of preference is the common and most plausible case, the critical part in Assumption 1 is part (ii), and this is violated by the risky $U$ in Wakker (2019). But the authors do not discuss it, and only discuss the less critical Part (i) in the preceding text (using nonordinal concepts), probably to suggest that Part (ii) would be the same. But it is not. To show that Assumption 1 does not pass the ordinality test, note that it is satisfied by $V$ in Wakker (2019), but not by its ordinal transform $U$. On p. 39 the authors qualify utility functions that do not satisfy Assumption 1.i as “monomaniacal.” If they also qualify violations of Assumption 1.ii as such, then $U$ of Wakker (2019) is monomaniacal, but its ordinal transform $V$ is not, showing that the authors’ monomaniacality is not an ordinal property.

Similarly as above, p. 40 Proposition 2 statement (ii) is just not meaningful for the ordinal indifference curves, and $V$, $U$ of Wakker (2019) show it again. And, similarly as above, p. 54 3rd para last sentence discusses meaningless convexity/concavity of riskless utility, and so does p. 57 l. -4/-3.

P. 41 penultimate para: contrary to what the authors write, loss aversion has much impact on risk aversion and is, I think, the main component of risk aversion.

P. 47 middle: The authors keep one good of $(x_1,x_2)$ at level 1, and then measure the utility function of the other. Contrary to what they write, they thus do not take complementarities between the goods into account.

P. 58 l. -7 refers to utils, which are meaningless for ordinal utility, but then the bottom of the page states this.

P. 60 1st para italicizes a sentence that refers to marginal utility for ordinal utility.

P. 60 2/3 writes: “The principle of decreasing marginal utility as well as the definitions of complementarity and substitution between the goods are not unique up to positive affine transformations and, hence, are meaningless under ordinal utility.” It is not clear to me what it means that the mentioned concepts are “not unique up to positive affine transformations,” or what that would have to do with ordinality. But the sentence
suggests that the authors have some awareness of meaningfulness restrictions under ordinal utility. They don’t seem to understand that complementarity and substitution do have meaning under ordinal utility. \%}


\% *


\% **time preference**: Seem to have been the first to observe hyperbolic discounting. Did it in animal behavior. Or was it only in their 1967 paper? \%


\% **time preference**: may have introduced hyperbolic discounting \%


\% **utility elicitation**: use data about households’ decision to buy insurance against telephone line trouble. Probability is about .005 per month, expected cost per month $0.262, premium per month $0.45. Their parametric family for utility, Eq. (7) \( U(W) = a_1(W+a_2)^L \), seems to be only power and hyperbolic, not general HARA as they suggest. L depends on the monthly bill.

Eq. (3) uses as probability weighting function:

\[
G(p)/(1-G(p)) = (p/(1-p))^{a_1} \left( p_0/(1-p_0) \right)^{1-a_1} \quad \text{(or equivalently,}
\]

\[
\ln(G(p)/(1-G(p))) = c_1 + c_2 \ln(p/(1-p))
\]

**inverse-S**: They write that they do not find big overestimation of probability but footnote 15, using more restricted parametric family for probability
transformation, writes “This suggests that consumers overestimate the mean probability to a
degree that is small in absolute terms but large in percentage terms.” Logit of weight is
affine transform of logit of true probability

They find concave utility with decreasing absolute risk aversion. They find
that $a_2$ in Eq. (7) is significantly different from zero, which rejects power utility.
(P.s.: if $a_2$ could be interpreted as status quo ...)

Their estimations are quite complex, I understand it’s a logit analysis. My
main problem is that the argument of their utility does not seem to be money but
!money per month!, and probability likewise. Then things are quite different. I
did not understand the analysis regarding this point. It seems to me that only info
about whether customers do or don’t buy this insurance can never distinguish
between utility curvature and probability weighting. %)

Risk Aversion and the Decision to Self-Insure,” *Journal of Political Economy*
102, 169–186.
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%}
t) and \( C_{xUt} \) (sleeping beauty perceives perceptions \( x \) on Tuesday on time \( t \)) are the same event (I assume only one possible perception \( x \): Being woken up and being asked), one happening if and only if the other does and event \( C_{xt} \) (sleeping beauty perceives \( x \) at time \( t \) after having been woken up, without it being specified if it is Monday or Tuesday) is not an event in any formal sense that I can understand. Thus I do not understand Eq. 1, specifying a probability from the Sunday perspective of event \( C_{xt} \). And I do not understand the rest of the analysis. One can take events \( C_{xMt} \) (sleeping beauty perceives perceptions \( x \) on Monday on time \( t \)) and \( C_{xUt} \) as disjoint events from the perspective of sleeping beauty who has just been woken up, but this is a different creature than sleeping beauty on Sunday, or maybe I should say two different creatures. 


{% time preference: dominance violation by pref. for increasing income: seems to find it. %}


{% That there should be a relative component in utility related to others (social comparison) in society and to the past (habituation). Discuss relation between happiness and utility. %}


{% %}


{% Argues that economics should use more ideas from psychology. Note that is in the period when the ordinal revolution was taking place. %}

P.4. Section II: “Why Economist Should Study Psychology”

P. 4: “The economist may attempt to ignore psychology, but it is a sheer impossibility for him to
ignore human nature.”

P. 7: “We used to think that we sought things because they gave us pleasure; now we are told that things give us pleasure because we seek them.”

P. 9: “what to do with misplaced instincts.” In my teaching preference conditions and what we can learn from inconsistencies, I often discuss misplaced instincts.

**cognitive ability related to likelihood insensitivity (= inverse-S):** “Now that man has developed powers of intellect capable of discriminating between the requirements of different crises more flexibly than animals can, he is confronted with the need of finding harmless outlets for his left-over impulses.” The text does not refer to inverse-S, but still to general discriminatory power.

P 12: “Every idea is in its nature dynamic” Not this author, but other authors working on intertemporal choice, may misuse this for [ubiquity fallacy]. Clark only refers to ideas here.

P. 23, Section VII: “Effort of Decision—An Important Cost” (utility of gambling.)


free will/determinism: Discuss whether all causation is substance causation. Counterfactual dependence is discussed, agents acting purposively, agents possessing causal power,

P. 78: “A reductive analysis of agent causation, in its restricted sense—as what we have when an agent exercises a capacity to act purposively—would have to provide necessary and sufficient conditions for action, without resort to an unanalyzed notion of agency or agent causation, that would rule out deviant causation of the problematic sort. It is a contested matter whether any such analysis is possible.”

P. 80: “Robert Kane, for example, characterizes agent-causation (hyphenated) as “the causation of action by a thing or substance (the self or agent) that cannot be explained as the causation of occurrences or events by other occurrences or events (i.e., by ‘states’ or ‘changes’)” (1996: 120)”
P. 82, principle SR: “If an agent S freely decides at time t to A, then S settles at t whether that decision is made then.”


{\% \%


{\% Book introduces decision analysis very carefully and slowly, elaborately discussing and explaining many qualitative aspects. Many modeling exercises.

*simple decision analysis cases using EU:* the whole book is full of them. \%


{\% Nice discussion of risk tolerance, as traditionally measured assuming EU but then also what happens if subjects do PT. \%


{\% proper scoring rules-correction: paternalism/Humean-view-of-preference;

*proper scoring rules:* Propose statistical techniques for estimating to what extent *probability elicitations* are not well calibrated. (Argue that estimation for one expert can be based on results from other experts.) Propose that these be used to correct new probability elicitations. Use the term ex ante adjustment for approaches that try to help experts avoid overconfidence etc., and the term ex post adjustment for approaches that let the experts do overconfidence as usual,
and then correct the data based on estimations of the extent of overconfidence. P. 13 cites some works that point out that ex post adjustment may require much data.


EU+a*sup+b*inf: Present a model, a variation of Fox & Rottenstreich (2003), where subjects (say experts) give subjective probabilities dependent on their partition of the state space in combination with the support they have. In this new model, however, interior additivity is satisfied, and only at the boundary there are violations. Test it empirically. End with a proposal for debiasing: Measure probabilities only over binary partitions, and derive probabilities of intermediate events only as differences of measured probabilities. Then the distortion generated by boundary will drop.


Test the Kreps-Porteus (1978) model, in a different version though. At each time point there is direct consumption, whereas in KP it is only at the end. What they call KP is a recursive formula. They strongly reject the classical discounted expected utility in favor of KP. I wish they would have written more about their finding than this thin and negative point.

**source-dependent utility**: p. 69: They estimate the elasticity of interteremporal substitution (EIS), which measures the curvature of utility across consumption at different time points, and the discount factor. Classical discounted utility equates EIS with risk attitude (risky utility $u$ = **strength of preference** $v$ (or other riskless cardinal utility, often called value)).


**foundations of statistics**

I read the intro. The main purpose of “pre-analysis” (i.e., making your hypotheses and tests known before seeing the data) is to avoid cheating on claimed prior hypotheses/tests that in reality were conceived/chosen only after, rather than to avoid the publication bias (called file drawer problem in this paper). The authors’ suggest ion to have a journal on replication studies, or with negative findings, has no chance. Such a journal will not be read or sold. It should be an archive, which will only be consulted by interested specialized researchers. If top journals require authors to cite replications, these journals may lose their top status.
In several sentences I did not understand how the concepts there could be connected. %}


 [%]


{% Decision under complete ignorance à la Cohen & Jaffray (1980), Milnor (1954), Pattanaik, and others. Cite these classics properly. Some preference conditions such as duplication-of-states and strict transitivity imply that only maximax, maximin, or the combination of the two can be. %}


{% Consider choice of deductible (a rather clean index of risk aversion) from more than 100,000 Israeli individuals. Women are more risk averse than men (gender differences in risk attitudes), and r.av. depends on age through a U shape. Use EU and absolute risk aversion index. Stake concerns loss of $100. Average subject is indifferent between losing $56 for sure, and 50-50 lottery of losing $100 or $0. Pp. 746-747 erroneously think that the Rabin criticism of EU does not apply because they only consider one wealth level per subject. (Such as: If our data are too poor to detect violations of EU then we may assume that there are no violations of EU. Or, if we don’t investigate the patient then we may assume the patient is not ill.) Big point in paper is that they can analyze heterogeneity in risk situation and also in risk attitude.

Pp. 761-762 find positive relation between risk aversion and proxies for wealth. This is amazing and is opposite to the common hypothesis of decreasing absolute risk aversion, even if it is based on between-person comparisons. Thus, they have very strongly decreasing RRA (decreasing ARA/increasing RRA;).
P. 764 footnote b to table, very correctly, specifies that for index of absolute risk aversion they take $^{-1}$ as unit. Median value is 0.0019 (p. 764).

P. 765 takes annual income as current wealth. %}


{\% \%


{\% risky utility \textit{u} = transform of strength of preference \textit{v}: central in this paper \%}


{\%


{\% Seems to write that a correlation exceeding 0.7 is “high.” \%


{\%

foundations of statistics. Discusses H\textsubscript{0} testing, gives many nice references but does not really understand things. Thinks that confidence intervals and meta-analyses can solve the problems. Nice relation of H\textsubscript{0} testing to modes tollens.

Seems to often argue that no model or equality holds perfectly well, and that everything depends on everything to some small degree. %}


{\%

https://doi.org/10.1257/jel.20191074

time preference: Survey on intertemporal choice, paying much attention to the
fungibility problem. I enjoyed that this paper gives a balanced account of this
issue, as well as other issues, and does not try to push dogmatic views. MEL
abbreviates “money earlier or later” studies, so, studies that take money as
outcome. One argument favoring money as outcome, despite the fungibility
problem, is that discounting is of most interest for this outcome. (In another
domain, health, life duration is also important.) Further, for any consumption
taken as outcome, there will be much time-dependence of the utility of those
outcomes, confounding (measurement of) discounting. See, e.g., p. 332 on thirsty
subjects. P. 338 (in the Conclusion): “On the other hand, consumption-based analyses still
require assumptions/inferences/controls regarding the curvature of the instantaneous utility
function and the nature of intertemporal substitution”

For what follows, I take as the common terminology in the literature what
Halevy (2015) used. It is not entirely what I would have chosen if I could, but we
should stick with it to have consensus and that is quite happening, fortunately.
The term stationarity has always, also before 2015, been used in the same
unambiguous manner. It is unfortunate and disappointing that the authors of this
paper will still use this term differently; see below.

The usual ambiguity in time-preference conditions also applies to some
statements in this paper (time consistency stated ambiguously). To prepare, if
you want to maintain an equality a + b = c, but want to change one of the three
inputs, then you have to specify which of the other two inputs changes. Further,
one can distinguish between calendar time (this paper calls that absolute time)
and stopwatch time (the paper calls that relative time). Now to time preference. I
now let “current time” refer to calendar time t. Further, t + τ₁ and t + τ₂ are some
future calendar times, and τ₁ and τ₂ are differences, which in some contexts can
be called stopwatch time. Many authors define a preference condition by
claiming that changes in t don’t matter, or in τ₁ and/or τ₂. A first ambiguity then
is, does that change concern decision time or consumption time, or both? A
second ambiguity relates to the above a+b=c. Thus, if for instance t is changed,
then are stopwatch times τ₁ and τ₂ kept constant so that calendar times t + τ₁ and t
+ τ₂ change, or are those calendar times kept constant so that the stopwatch times
τ₁ and τ₂ change? With this, see Footnote 1 (p. 300): “Preferences are dynamically
consistent if and only if all the state-contingent preferences held at time t agree with the state-
contingent preferences held at time $t + \tau$ for all values of $t$ and $\tau$.” Here “state-contingent” is a term that will be explained only later (p. 303) and only vaguely, but can be ignored. The footnote makes clear that decision-time changes, but not whether calendar-time or stopwatch time of consumption is to be kept constant. In the former case, it is what the literature indeed calls dynamic consistency or time consistency. In the latter case it is what the literature calls time invariance. In this paper, it will be the former. The latter will just be made throughout this paper, as can be read on p. 303. The paper uses both the terms time consistency and dynamic consistency, apparently interchangeably, but never says so.

A drawback is that the paper is quite outdated. P. 302 Figure 1 writes that the literature search was done August 2014. Several references that have appeared by long, are still cited as working papers.

**DC = stationarity**: The authors do not really commit this confusion, but throughout assume time invariance which makes the two equivalent. Footnote 6 on p. 305 makes explicit that without time invariance (what they call stationarity) DC can be different. P. 303 §2.1 introduces notation but, unfortunately, deviates from standard terminology. It uses the term stationarity for what is usually called time invariance: Preferences remain the same if the calendar time of preference is changed from $t$ into $t + \varepsilon$, and the calendar times of consumption are also increased by $\varepsilon$, so that all distances between consumption time and decision time remain the same. And this for all $t$ and $\varepsilon$. This allows using stopwatch time. It also allows putting the decision time always at $t=0$. This paper will not always do so, for instance on p. 305 below Eq. 7 when discussing time consistency. Given the assumed time invariance, stationarity and time consistency become logically equivalent. And, thus, they can claim that constant discounting is equivalent to time consistency.

P. 310 nicely writes: “To date, heuristic-based models in the domain of intertemporal choice have primarily been descriptive and difficult to generalize. They would not typically be used for welfare or policy evaluation. In other words, these heuristic models are primarily positive and not normative in scope.”

The authors in most of the paper discuss models with economic flesh, such as self-control or multiple selves or temptation or all kinds of heuristics, monetary versus nonmonetary outcomes, field versus lab, binary choice versus matching versus choice lists. §4 discusses the more conventional studies that use monetary
outcomes. They also discuss real versus hypothetical choice (§4.3), using balanced terms. P. 327 in §4.3 writes: “Because of such logistical challenges, the desirability of using real payments in a MEL task, as opposed to hypothetical rewards, is open to debate.”

P. 321 considers measurements of discounting that need not assume linear utility and that need no utility curvature, but only cites a five-year old unpublished working paper co-authored by one of them, being Ericson & Noor (2015). It will be no surprise that I would have liked citation of Attema, Bleichrodt, Rohde, & Wakker (2010 Management Science), and/or Attema, Bleichrodt, Gao, Huang, & Wakker (2016 American Economic Review).


{\% principle of complete ignorance: Characterize and discuss model of complete ignorance where \( f \) is preferred to \( g \) if both max and min of range of \( f \) are at least as good as of \( g \), in a way that is not complete but also, deliberately, intransitive. They prefer giving up transitivity to giving up dominance. End of §2.1.5 says that indifference may be partly caused by incomparability. \%


{\% Experiments use hypothetical choice. Use choice lists to measure certainty equivalents of gambles on events. P. 277 bottom argues for considering ambiguity attitude (they use different terminology: Optimism/pessimism) with risk attitude filtered out, which they oppose with Hurwicz’s \( \alpha \)-pessimism index that also comprises risk attitude. They don’t do this by measuring matching probabilities but instead indirectly by measuring certainty equivalents and then comparing those. They allow subjects to express indifference, in which case the experimenter (who does not know more about the uncertainties than the subjects) chooses on their behalf.

For risk, they find risk aversion for gains and strong risk seeking for losses. They cannot infer reflection at individual level for risk because almost all subjects are risk seeking for losses.

For ambiguity, which they call complete ignorance, they do not control for suspicion. Given that choices are hypothetical, this is not a big problem.

(suspicion under ambiguity)

For gains, they find ambiguity aversion (they call it pessimism) and for losses ambiguity neutrality (so, not entirely ambiguity seeking for losses). \%


these three authors published in French in 1983 in Bulletin de Mathématiques Economiques 18. The 1987 OBHDP paper is better than this one here and, hence, I recommend reading only the latter. %}


{% This paper influenced me much. Several times, if I thought to have a recent new insight or opinion, I would discover that it was already in this paper. It comes from the times when Jaffray influenced me much and was in his hey days for decision theory.

They use the term uncertainty for what the literature today mostly calls ambiguity. Their term pessimism/moderate/optimism designates ambiguity aversion/neutrality/seeking.

- P. 1 l. 5 (“Its two-step”) nicely describes probabilistic sophistication (= the “first step “), called probability-oriented.

- P. 1 bottom, and the paper throughout, points out that unknown probability is the anchor and that people may treat known probabilities as if unknown, rather than the tendency throughout the ambiguity literature these days (2011) which does nothing but try to relate unknown probability to known probability where the latter is treated as heaven that we all long for. In particular, it writes that unknown probability, and not known probability, is the common case.

- Insensitiveness (towards known/unknown probability; underlies inverse-S) is a central concept throughout, rather than focusing on the aversion/seeking dimension as most people do even today.

- The paper understands well that gain-loss reflection should not only be considered for group averages but, more or less independently, also at the individual level.

- The paper applies the random incentive system as it should.

- The paper pays one subject high iso paying all subjects small (p. 3).

- The paper has nice measurements of indifferent and incomplete preferences (although subjects did not understand the incompleteness well).

- P. 13 middle defines the concept of ambiguity (though using different term: Uncertainty) as the difference between unknown and known probabilities, which
I like, but then only when probabilities are completely unknown.

- Appendix nicely gives a formal account of isolation.

On all these points, often debated, I agree 100% with this paper.

-------------

N = 134 students. P. 3: Use random incentive system between-subjects (paying only some subjects, only one in fact). Plead for this being better than paying all a small amount. P. 3: for losses: losses from prior endowment mechanism. Nicely explained using isolation effect.

This paper concerns the same experiment and data as the authors’ paper published in Theory and Decision in 1985, but it does not give a cross-reference!?!? It may also be the same as a paper by these three authors published in French in 1983 in Bulletin de Mathématiques Economiques 18.

Introduction splits SEU up into two stages: (1) probabilistic sophistication; (2) Given probability soph., EU maximization à la vNM. It also points out that unknown probability is more familiar than known probability.

Subjects did questions repeatedly so that errors could be assessed. Unfortunately, errors for losses are not compared to those for gains.

P. 2 penultimate para: They use the choice list method, with a clarifying figure on p. 4. Thus they belong to the numerous papers that preceded Holt & Laury (2002) in this.

They allow for “I do not know” and “equivalent,” finding at each question about 10% of subjects using it (Cettolin & Riedl 2019 JET also found much use of it). Then they take the middle of the indecision interval as switching value.

P. 10 emphasizes that their definitions of risk aversion do not assume any model.

P. 10-11: they point out that risk aversion or seeking depends much on the probabilities considered (in perfect agreement with inverse-S probability weighting both for gains and for losses, i.e., fourfold pattern!), and then write nicely (pp. 10-11):

“The reason why subjects’ risk attitudes are not correctly conveyed by the conventional definitions may simply be that these definitions, despite their intrinsic character, take their origins in the EU [expected utility] model, and therefore share in its deficiencies.”

P. 13 3rd para:

“The notion of attitude with respect to uncertainty, first introduced by Ellsberg (1961), does
not claim to reflect subjects’ absolute behavior under uncertainty but the differences between their behavior with respect to risk and with respect to uncertainty—more precisely, to the extreme situation of uncertainty known as complete ignorance.”

One nice point here is that they do not take uncertainty [ambiguity] attitude in any absolute sense, but in a relative sense. Another remarkable point is that they do not take ambiguity attitude source dependent, as I would prefer, but as only the difference between complete ignorance and risk. Thus ambiguity attitude becomes a property of the agent independent of the source considered. Then a very ambiguity averse person may exhibit moderate ambiguity aversion for some source because the person apparently considers the source not to be very ambiguous. This terminology is logically sound, but I think it will not work because ambiguity aversion will be too diverse. People can be ambiguity averse for one source and ambiguity seeking for another. So, I prefer to take ambiguity attitude as source dependent.

P. 13: they derive ambiguity attitude indirectly from elicited CEs (certainty equivalents).

P. 14, Table 5: for gains, 58% is ambiguity averse, and 5% is ambiguity seeking. For losses, 28.5% is ambiguity averse and 29.5% is ambiguity seeking (ambiguity seeking for losses: They find neutrality on average). Pity they do not separate likely and unlikely events.

Pp. 15-18 give an extensive and wonderful test of probabilistic sensitivity of subjects, showing they are less sensitive for losses.

Table 3 on p. 12: more risk seeking for losses than risk aversion for gains.

inverse-S, stated on p. 10 l. \( -10^{-8} \) and visible in Table 2, p. 11. For probabilities 1/2, 1/3, 1/4, 1/6 at gaining FF1000, they find less risk aversion as the probability gets lower. They actually find quite a lot of risk seeking for gains and risk aversion for losses. For gains, risk aversion occurs only for probability 1/2 and strong risk seeking occurs for all other probabilities. For losses it is the opposite, for the same probabilities they find risk seeking for probabilities 1/2 and 1/3 and risk aversion for probabilities 1/4 and 1/6. This may be because they only consider probabilities \( \leq 1/2 \).

Nicely, argue against regression to the mean because the variance in the CEs are not smaller for small probabilities.

**CE bias towards EV:** Appears from the large risk seeking for gains (see
above). They determined CEs (certainty equivalents) through tables with sequential binary choices in such a way that the participants could see that the CE was searched for so that, as Bostic, Herrnstein, & Luce (1990) suggested, participants may have taken these as CE matchings.

**reflection at individual level for risk & reflection at individual level for ambiguity:** evidence against reflection: They find that both risk attitudes for gains and losses are unrelated; and ambiguity attitudes are unrelated too, at the individual level. Average weight of total ignorance (unknown 2-color urn) is .4; p. 2 l. 1 interprets inverse-S as insensitivity towards probability.

**correlation risk & ambiguity attitude:** They have the data at the individual level so could inspect, but they do not report it. Cohen (personal communication, 14Nov2011), let me know that the correlation between risk aversion and ambiguity aversion is 0.31 for gains and 0.30 for losses. %


{\% Investigate Yaari’s more-risk-averse concept in sense of stronger preference for certainty in RDU, give some results for binary prospects, and show that these results do not extend to multiple-outcome prospects, where RDU is different from EU. \%}


{\% correlation risk & ambiguity attitude:** They find no significant correlation in a student population, despite a large sample. They do find a positive relation in the general population but, as they point out, this is entirely driven by subjects who simply at each question choose the riskless option. Similarly, time attitudes are unrelated to the other measures. Subjects may not have understood the questions well. For real payment, ambiguity was generated through second-order probability.

**decreasing/increasing impatience:** seem to find increasing. \%}


Did an experiment in 355 cities in 40 countries, with 17000 “lost” wallets. Each time, a research assistant entered an institution such as bank/hotel, said to have found a lost wallet, gave it to the person serving at the counter (that I will call server), said to be in a hurry, asked the server to handle the case, and then left without leaving name or address. Wallets contained a key, a grocery list, an address, and either some money (mostly $13.45), or not. Surprisingly, wallets with money were returned more often than those without. In some countries they put 7 times more money in some wallets, and this only further increased the rate of return. The paper suggests altruism and self-image explanations.

Psychologists often have to work with vague ill-defined concepts, where there are many confounds beyond control. They then do 20 DIFFERENT experiments, each time showing their claimed effect. Each single experiment can be questioned, but the 20 together still make the claimed effect credible. This paper also collects much data, but everything always the same way. Thus any deviating detail of their setup can lead to strange things, and explain the findings. In this study, I can think of such details and alternative explanation: (1) Because wallets had been found by someone else than the server, for wallets without money the server could conjecture that the finder might have taken out any money, and that the server could then be accused of having taken that money; hence they preferred not to return such money-less wallets. (2) keeping a wallet with money may be risky here because the finder may know about it and return to enquire about it. (3) People working at counters of institutions are a nonrepresentative sample, and may be subject to all kinds of special rules.

Another explanation may be that wallets without money have no value (the owner got a copy-key by now and already did shopping), so no use for the effort of returning it. This is like altruism. Only, there have been other studies (e.g. by
Jan Stoop) finding that that is not the case.

I regret that such a big study, costing $170,000 in total, has been done for just one such thin finding. (Or, hopefully, the authors will write several papers on this beautiful data set?) More remarkable/interesting than the whole rest of the paper could have been Figure 1, showing percentages for different countries. China is the worst here. I would expect Japan to be 1st, but Japan was not included. My country, the Netherlands, is nicely ranked 3rd, after Switzerland and Norway. Big problem with this figure, under a loaded heading such as civic honesty (see title of paper), is that there are (too) many confounds to make comparisons between countries meaningful, which may be why the authors do not discuss it much. For example, several people have argued, about China, that the finding may be because the experimenters work with email, but email is rarely used in China. This table, unqualified in this prominent journal, will do more harm than good.


\% utility elicitation?; decreasing ARA/increasing RRA: Find decreasing RRA, strangely enough. The authors properly and correctly point out many questionable aspects of their data. P. 606 gives some references to other studies finding decreasing RRA. \%


\%


\%


{% Use the smooth model to accommodate historical data on the equity premium. %}

{% DC = stationarity; Use real incentives. Find that constant discounting is not rejected if there are no zero delays. Argue that the strong immediate discounting may be due to risk and transaction costs, and not to strong discounting. %}


{% real incentives/hypothetical choice: for time preferences. Argue that when measuring discount rates much can be explained by transaction costs for future payments, by incorporating a constant transaction cost for every future payment. decreasing/increasing impatience: they find constant discounting when no presence is involved. %}


{% real incentives/hypothetical choice: for time preferences; more discounting for hypothetical than for real. Test effect of adding front-end delay. %}


{% http://dx.doi.org/10.1287/moor.2016.0787 %}


{% %}

{ Application of ambiguity theory;  
  Combines survival literature with ambiguity literature. Compares ambiguity aversion (taken as maxmin) with rational expectations. Shows that in markets with aggregate risks in long run ambiguity averters will end up inferior to EU maximizers with probability 1. \%}  

{ Application of ambiguity theory;  
  Assume ambiguity aversion in overlap of maxmin EU and CEU (Choquet expected utility), showing that analysis of REE (rational expectations equilibrium) then is tractable. Paper favors non-smooth ambiguity models. \%}  

{ “By three methods we may learn wisdom:  
  first, by reflection, which is noblest;  
  second, by imitation, which is easiest;  
  and third, by experience, which is the bitterest.”  

  “Learning without thinking is useless,  
  And thinking without learning is dangerous.” \%}  
Confucius (552 b. C. - 479 b. C.)

{ https://doi.org/10.1007/s11229-015-0691-7  
 \%}  

{  


Present in three-step form, which explicitly relates to $1/11-10/11$ probability distribution and then appeals to mixture-indep. Gives remarkable statistic that interests me but I did not (yet) take time to understand on Dec. 31, 1992.

**real incentives/hypothetical choice**: in pilot study, Appendix IV, for 53 participants variations of the Allais paradox were tested, both for real payments and for hypothetical choice. No differences were found between the two. Shows that RCLA is violated more than compound independence, which gives evidence in favor of backward induction (**backward induction/normal form, descriptive**). On the reason that this ended up in an appendix under the name “pilot study” an insider whose name I will not reveal wrote to me:

“As it happens, Conlisk did this under protest from the editor and a brilliant, then-young referee, so it is perhaps no surprise that it was written up in the manner it was....”


**utility of gambling**


Conniffe, Denis, The Flexible Three Parameter Utility Function,” Dept. of Economics, National University of Ireland, Maynooth.


The authors do an experiment on bargaining on pie-sharing with alternating roles while reckoning extensively with strategic ambiguity attitudes, and advanced modeling of multi-stage behavior. For subjects, sophistication (rather than naïve) with backwards reasoning fits the data best.


Subjects choose between two-stage lotteries, with only two prizes involved: €0 and €40. The second-stage probabilities are always 1/n for some n. The choices are done in an unusual manner: one two-stage lottery is called changing, and one unchanging (p. 115 top; p. 119 top). When the subjects made a choice, the changing lottery was modified by randomly removing one of its 1st stage lotteries, so that the remaining ones have probability 1/(n–1), until one 1-stage lottery was
left. It seems like subjects did not know that this was the procedure. I do not understand this procedure, because it will give subjects all kinds of strange ideas that they are influencing next choices (even if in reality they aren’t).

The authors do individual fit-predict, and a mixture model with fit-predict, for the following deterministic models: EU (which has no free parameters here and just maximizes the probability of getting the prize), the smooth model (SUM $\varphi(p_j)/n$ with $p_j$ the 1st stage probability of winning and $n$ 1st stage lotteries, each with 2nd stage probability $1/n$), RDU (done with backward induction = CE substitution), and $\alpha$ maxmin. For the latter, 2nd stage probabilities are ignored. Results: for 53% of subjects the smooth model works best, for 22% EU works best, for 22% RDU works best, for 3% $\alpha$ maxmin works best. The poor performance of $\alpha$ maxmin is no surprise because, as implemented by the authors, it ignores the 2nd stage probabilities. The weak performance of RDU may be due to it being combined with backward induction (Eq. 5 p. 117), which is controversial under nonEU. The weak performance of EU may be due to it having no free parameters here. The good performance of smooth may be that the stimuli were designed for it, and not for RDU/$\alpha$-maxmin.

DETAILS:

In the past the term multiple prior models referred only to theories where the set of priors is treated as a set. That is, a prior is in our out, and that’s it. All in are in a way treated alike, and so are all out. Some in are not weighted more than others in. Models with different weighting of priors are for instance two-stage models. They were considered to be very different. Unfortunately, this terminology is being lost more and more. More and more, authors, when having a theory in which they think to discern a set of priors, already use the term multiple priors, to pay lip service to this model. Among the first to take this bad habit were Klibanoff, Marinacci, & Mukerji (2005) in their smooth model. They just have a two-stage model. However, the support of the second-stage distribution was designated by the authors as a set of priors and, hence, they used the term multiple priors for their model. The present paper by Conte & Hey follows the bad habit. Things get even worse on p. 131 beginning of 2nd para, where they suggest that the $\alpha$ maxmin model is not a genuine multiple prior model because it does not consider second-stage probabilities! The only thing non-genuine is the
way C&H apply the $\alpha$-maxmin model to a situation where it is not meant to be applied.

P. 116 footnote 3 properly points out that the C&H assume the second-stage probabilities in the smooth model exogenously given, which is against the spirit of the smooth model where they are assumed to be endogenous. C&H rightfully point out that endogenous 2nd stage probabilities are hard to observe.

Pp. 116-117: C&H write the exponential utility function but do not know that with parameter $\alpha = 0$ this becomes linear utility and thus, erroneously, claim that EU is not part of it.

P. 117 beginning of §1.4: C&H claim that Ghirardato et al. (2004) “proposed” $\alpha$-maxmin and, thus, do not know that the model is over half a century old, being discussed in Luce & Raiffa (1957 Ch. 13).

P. 121 l. –3 miscites Abdellaoui et al. (2011) on suspicion. In Abdellaoui et al., subjects were betting on all colors. Exchangeability was tested and found verified, meaning subjects did not find some colors more likely than others. This is one of the ways to control for suspicion.

§6.1: I do not understand why for nested theories they do not use BIC, but instead a likelihood-ratio test (which ignores number of parameters).


Dynamic consistency: people rather have a strong electric shock immediately than weaker shock with eight seconds delay, in order to avoid anxiety.


They take finite models, such as Savage’s model of decision under uncertainty with, say, 4 states and 4 consequences (and $4^4$ acts = maps from states to consequences). Then they consider ALL binary relations on the acts. They count how many of those satisfy preference conditions, such as how many satisfy transitivity + sure-thing principle. The total number satisfying a group of conditions is taken as an index of the restrictiveness of this group of conditions.


**probability elicitation**


They consider triples of lotteries with the same expected value and the same variance, being variations of $-10, 0.510, -5, 0.820, \text{ and } -20, 0.25$.%


**maths for econ students.**

Say somewhere (I got this from George Wu), that the main contribution of the
EU axioms is a theoretical justification that is independent of “long-run considerations .. (and) hence .. applicable to unique choice settings.”


{% Separate treatment of gaines and losses; %}


{% risk seeking for symmetric fifty-fifty gambles: seem to find it. P. 273 seems to suggest that these gambles are liked for being “fair” and easier to understand. %}


{% %}


{% On ordinal revolution, concentrating on interpersonal comparability of utility.

Many nice citations and references. The authors use Pareto’s distinction between utility bringing usefulness and fulfilling needs (in principle objective and observable), and utility fulfilling desires (ophelimity, subjective). They argue that the ordinalists did not bring unambiguous progress in economics but instead changed the meaning of utility from usefulness (ordinal) to desires-fulfilment and changed the domain from welfare evaluation to consumer/price theory.

Pre-ordinalists (called “material welfare school” by Cooter & Rappoport) took utility not as revealed through choices, but still observable, by seeing how well a person is doing, usually taken at group level of number of sick people etc. This
was taken as in principle objective and observable. Utility means usefulness, probably same as fulfilling needs ("wants"), and is normative/rational. Bad-tasting medicine for child gives usefulness but no ophelimity. (I don’t see the difference, child misjudges desires by overlooking long-term desires. P. 516 footnote 23: Pareto (1896) seems to say that the two concepts should coincide for a rational person. So, then ophelimity is descriptive and usefulness is normative?)

P. 510: paradox of value (water is more useful than diamonds but we pay less for it) prevented utility to be useful in economics up to around 1870. Jevons (1871) resolved it by considering marginal utility.

Describes also the marginalist revolution of utility around 1870, initiated by Jevons.

**marginal utility is diminishing**: many refs and historical citations in diminishing marginal utility.

P. 516: “the power of commodities to satisfy material needs was called utility.”

P. 520 etc.: big role for Robbins (1932/7) in ordinal revolution.

P. 527: “The belief that a utility structure was common to people made introspection an appropriate empirical tool.”

I like the many details, but not the main message, of this paper. The ordinalists’ idea to firmly base utility on observed choice was definitely a step forward. Only if ordinalists go too extreme by saying that all other things are useless ("meaningless," as ordinalists often argue, unfortunately) then they go too far I think. The authors make many distinctions on subtleties in utility, e.g. is it descriptive/normative, is it pleasure- or goal- fulfilling, is it on basic needs (food) or also on more abstract things (theatre, social life), etc. These aspects of interpretation of utility shift between different authors and in general over time, and some aspects are more prominent for ordinalist- than for other utility. I disagree that making distinctions on these details justifies the claim that ordinalists were dealing with completely different questions and concepts.

Lyons (1986) may be another reference for history of ordinal revolution. %}

Cooter, Robert D. & Peter Rappoport (1985) “Reply to I.M.D. Little’s Comment,” 
*Journal of Economic Literature* 23, 1189–1191.

Copas, John & Dan Jackson (2004) “A Bound for Publication Bias Based on the 

Unavoidable?,” *Revista de Investigación Científica* 3, Número 3, 2007 ISSN 
0188-53.


Corcos, Anne, François Pannequin, & Sacha Bourgeois-Gironde (2012) “Is Trust an 

Córdoba, Juan Carlos & Marla Ripoll (2017) “Risk Aversion and the Value of Life,” 

Corgnet, Brice, Praveen Kujal, & David Porter (2012) “Reaction to Public 
Information in Markets: How Much Does Ambiguity Matter?,” *Economic 


{\% **probability elicitation:** applied to experimental economics. 

P. 731: “We merely view our results as suggesting that economists should start to ask whether it is reasonable to assume that decision makers act on their beliefs without much difficulty in all decision problems.” This can be taken as a plea to use ambiguity models.

The paper uses quadratic scoring rule to elicit subjective probabilities in repeated games. The beliefs do not perform well. Calibration and discrimination are not good relative to real play (p. 742, top), and they are inconsistent with players’ own choices. The source method provides an explanation through a-insensitivity, i.e., inverse-S weighting of subjective beliefs, enhanced by the involved ambiguity. Then it seems as if the players take their opponents strategy choices as random. The authors describe the latter finding on p. 731: “The subjects’ play of the games appears to be naïve, as if they expected their opponents to choose actions randomly. But in the belief statement task they calibrate better, predicting roughly that their opponents respond to uniform beliefs.” (p. 731) \%


{\% **conservation of influence:** opening sentence: “A fundamental goal of science is to find invariants: constant mathematical relationships that hold between different variables (Simon, 1990).”

The paper considers psychological noise & process models of probability judgment. Despite allowing for biases, these models maintain particular normative rules, such as additivity, or Bayes rule, or some quantum rule. \%


{\% \url{https://doi.org/10.1007/s11083-015-9382-8} 

This paper mentions the well-known point that decision under uncertainty can be considered to be a special case of multiattribute utility. Then it examines and generalizes the Sugeno integral for the case of different component sets
connected through utility functions, leading to state-dependent utility for
decision under uncertainty. \}

Couceiro, Miguel, Didier Dubois, Henri Prade, & Tamas Waldhauser (2016)
“Decision-Making with Sugeno Integrals: Bridging the Gap between Multicriteria

\%


\%

Coulhon, Thierry & Philippe Mongin (1989) “Social Choice Theory in the Case of

\%

and Economics Departments, 1990–2000,”

\%

Association* 1, 1309–1345.

\%

Cournot, Antoine Augustin (1838) *Researches on the Mathematical Principles of the

\%

Cournot, Antoine Augustin (1843) *Exposition de la Théorie des Chances et des

\%

Argue that biases and WTP-WTA discrepancy can be solved by practicing,
feedback and incentives. \}

{\% Measure $\beta$-$\delta$ model. Find that obesity is partly attributable to both discounting ($\delta$) and time inconsistency ($\beta$). \%}


{\% As criterion for rounding numbers I learned in primary school: Give only the number of digits that provide useful info. More than that only hurts the eye. Usually, that is two digits, and this is what APA recommends. I always believed it, and thought it would be generally understood. Big was my surprise that some do not agree. A respected colleague I could never convince, and he/she continues to always give six or so digits. Thus, also big is my surprise that this whole paper on the topic never seems to even mention my criterion. The author apparently considers only the degree of precision of measurement to be relevant. In other words, he seems to think: give the maximum number of digits that you reliably can. Pffft! \%}


{\% homebias: seems to show that within same country there is a kind of homebias for own region. \%}


{\% Show that loss aversion affects prices. Prices in afternoon are often reaction to prices in the morning. \%}


Foundations of statistics; try to argue that Ronald A. Fisher was not the first to propose the .05 level of significance by describing bits and pieces that existed before. After reading it seemed to me that still Fisher is the first who really proposed it.


Foundations of statistics. The paradox that he discussed is maybe called John Pratt’s censoring paradox nowadays (1985-2020).

P. 358: “… the general point is that prior information that is not statistical cannot be included without abandoning the frequency theory of probability.”

P. 367 explains that level of significance etc. should depend on decisions, losses, etc.

P. 368 (where (2) is significance): “The advantage of (2) is that it has a clear-cut physical interpretation …” This page also has a good example suggesting that the likelihood ratio is a better measure than significance.

“We are faced with a conflict between the mathematical and logical advantages of the likelihood ratio, and the desire to calculate quantities with a clear practical meaning in terms of what happens when they are calculated.”


Foundations of statistics


Personal account of nine important statisticians. Pp. 747-748 expresses Fisher’s view on mathematical rigor: “Mechanical drill in the technique of rigorous statement was abhorrent to him, partly for its pedantry, and partly as an inhibition to the active use of the mind.”

P. 749 bottom on Harold Jeffrey using probability for objective degree of belief, and chance for physical frequencies. Tversky used “chance” the same way in conversations with me.

P. 754 on Savage. Was mathematician influenced much by Wald’s decision-approach. How Anscombe, Lindley, Cox read an early version of foundations of statistics. Cox writes: “I recall finding the book fascinating but ultimately unconvincing, at least as basis of applied statistical work in which I had been involved” P. 755: “Despite the undoubted interest of this [internal consistency] approach, it seems relatively remote from the objectives of much statistical work because it is not sufficiently firmly anchored in the real world.”

P. 755: [Wald] sought to cast the whole of statistical theory in decision-theoretic terms. Despite the importance of specific decision-making problems, such as health screening and sampling inspection, most statistical problems, even if they have some decision-making element, do not fit easily into that formulation.”
P. 755: “Rather, by probability Fisher meant a proportion in a hypothetical infinite population”, %}


{% §2.3 ? (or pp. 33ff) on likelihood principle seems to point out a problem of conditioning on ancillary statistics; p. 38 seems to define the conditionality condition which says that one should condition on an ancillary statistic. %}


{% %}


{% %}


{% %}


{% Consider choices from convex compact subsets of Re², as for instance in bargaining game theory. Interpret it as welfare allocations over two players where one is one-self. They introduce axioms of “more altruistic than,” “more generous than,” and others, and indicate how empirical evidence of known games can test these, relating these to popular current developments in experimental game theory. %}

Second-price auction was run several times. Preference reversals were originally as usually found, but later decreased.


Discuss Rabin (2000, Econometrica). Point out the relevance of the assumption whether or not people think in terms of final wealth or changes w.r.t. the status quo. They point out that EUI (Expected utility of income, where income is taken as change w.r.t. status quo) is not rejected by Rabin’s points. This is, as far as I can see, in perfect agreement with Rabin’s viewpoint because Rabin, and most of the literature, calls EUI “prospect theory” (without probability transformation), in which loss aversion can come into play.


Criticize Weber’s coefficient of variation (CV) for having unsound properties, such as violations of stochastic dominance, and falsify it in an experiment with real incentives.


Random incentive system: Imagine a risky choice between S and R. But it is preceded by a risky choice between S’ and R’ where R’ is superior to R and S’ is inferior to S (the preceding choice is called risky-dominating). The preceding choice will move choices between R and S in the direction of S, violating the isolation condition of RIS.

random incentive system: Test this as well as several other payment schemes, such as PAS (pay all sequentially, immediately after each choice, without knowing which choice comes next), and in an experiment with N choices pay all choices, at the end, but multiplied by 1/N to get average, and not very large total payment (PAC/N). The C here refers to correlated: The lotteries were not independent, but maximally correlated (with events specified), so that Yaari’s (1987) dual independence holds. Take as gold standard OT (one task), something that for instance Birnbaum (1992) took issue with. Find that repeated payments (which suffer from income effects) do best in the sense of staying closest to OT. Although they do not explicitly choose a winner, I gather from the results that PAC/N did best overall, with PAS second-best, from choice percentages in Table 4 being closest to OT.

Sections 3.2 & 9.1 & 10.1 suggest that the RIS (they write POR) is not incentive compatible if expected utility is violated, such as under RDU and PT. But the counterexamples make particular assumptions about dynamic decisions and RCLA. It is possible to have incentive compatibility for RIS and nonEU under particular other dynamic decision principles, e.g. backward induction. Cohen, Jaffray, & Said (1987), and many others, use the term isolation for such cases. Bardsley et al. (2010 p. 269) points this out too. Section 11 cites the working paper Harrison & Swarthout (2013), later appeared in 2014, affirmatively on this point, but the Harrison & Swarthout paper is a weak one to side with.

§6 1st sentence strangely writes: “It has been argued in the literature (e.g., Kahneman and Tversky 1979) that subjects evaluate each choice independently of the other choice opportunities in an experiment.” I cannot imagine that Kahneman and Tversky would ever write such a weird universal claim, with violations shown for instance in Redelmeier, Donald A. & Amos Tversky (1992) “On the Framing of Multiple Prospects,” Psychological Science 3, 191–193.

Section 9.1 incorrectly claims that using the RIS (they write POR) is incompatible with nonEU theories such as PT (they write CPT). I discussed this point above. It also incorrectly writes that PT would assume independence of wealth level.

§11 writes: “there is no known ‘ideal mechanism’ that will solve all the problems we describe.”
The authors claim that the PAS treatment (pay all sequentially immediately) is incentive compatible under Yaari’s (1987) dual independence, but I do not see this. I assume that the repeated payments are done probabilistically independently, and then a complex joint distribution results. %}


{%) https://doi.org/10.1007/s40685-018-0078-y
Test the St. Petersburg paradox.
%
%

%
%

%
%

%
%

%
%
A very didactical explanation that mean-variance can violate stochastic dominance.
%
%

%
%
%

This paper discusses the role of preference foundations, i.e., preference axiomatizations, i.e., representation theorems. In particular, it considers the role of theoretical terms there. And then, the semantic role of giving meaning to those terms. P. 293: “Finally, the few explanations that have been offered as to why these results are so important sometimes reflect doctrines that have been largely abandoned in philosophy of science and in philosophy of language (notably operationalism and behaviorism).”

My opinion is a what the paper calls “anti-holist attitude towards meaning.” Preference foundations only show what the assumed existence (specifying also the decision theory, e.g., EU) means, not entirely the terms themselves. It is only part of the meaning. Showing how to measure them, which is something that particular proofs do (I always try to write my proofs this way), operationalizes them, which adds to their meaning.

P. 297 nicely relates to theoretical terms in natural sciences, such as electrons or genes. For this typical existence of subjective parameters in preference foundations I cannot think of an analog in natural sciences.

P. 297 3rd para: “The problem of the meaning of theoretical concepts is usually presented as follows: one assumes that theory T is formulated in a certain language, as a set of propositions, and that one can distinguish, in one’s conceptual repertoire, between two categories of terms. In the neo-positivist tradition, theoretical terms are contrasted with observational terms, where a term is considered observational when you can determine through observation whether or not it applies to an entity in its domain of application. Lewis (1970, 1972) liberalizes the distinction: the ‘theoretical’ terms are terms that are introduced by a theory T, and they are contrasted with terms whose meaning was determined prior to the theory T. For the discussion here, there is no need to decide between these distinctions. As standard, we will use the word t-terms to designate theoretical terms, and o-terms to designate observational terms or those introduced prior to the theory T.”

P. 297 last para: “Theoretical terms can be explicitly defined through observables, although usually this is complex, but mostly this is not done and the meaning is left implicit.” The authors cite Ramsey (1929) and Carnap (1959), taking the RCL (Ramsey-Carnap-Lewis) approach. It takes theoretical terms as implicitly simultaneously defined in a theory.

Lewis defines every single theoretical term through the existence of all the
other theoretical terms such that the theory considered holds. This is close to the existence sentences in behavioral foundations. P. 300 bottom seems to suggest that Lewis’ definition may solve some philosophical problems but is trivial as regards its clarification of representation theorems. The main alternative is the causal-historical theory (p. 298 middle). It is something like through causal relations, but I did not understand. CRL fits best with decision theory.

P. 299 middle: “given the affinities between decision-theoretic and folk-psychological concepts (for example, between subjective probability and belief or between utility and desire), it may be asked to what extent the concepts used by decision theorists are truly theoretical terms, rather than (pre-existing) ordinary language terms. However, there are reasons to suspect that an objection along these lines is flawed. As Enç (1976) has pointed out in his discussion of similar examples from the natural sciences, there is a difference between terms such as ‘heat’ and ‘magnet’ on the one hand and ‘caloric’ or ‘magnetic field’ on the other.”

P. 299–300 (conservation of influence): “First, this way of defining subjective utility and probability is very similar to the way in which, in the philosophy of mind, functionalists (such as Lewis himself) characterize ordinary beliefs and desires. More exactly the definitions are similar to forward-looking features in the characterization of mental states, i.e., features that refer to their effects, in contrast with backward-looking features, which refer to their causes.”

Unfortunately, the paper does not elaborate on this point.

§7 propagates constructive proofs of preference foundations, which show how the subjective concepts can be measured. If self-references can be allowed, I always week for such constructive proofs, as explained for instance in Step 4 of the five steps in Wakker (2010 p. 8), in Abdellaoui & Wakker (2018) “Savage for Dummies,” and so on.

p. 304: “If one assumes that the axioms are satisfied, then the definitions in terms of preferences (Def-pref) seem to satisfy the strictest empiricist and operationalist criteria. Indeed, they correspond to what Carnap (1936/1937) refers to as ‘explicit definitions. These theorems, and more specifically the [constructive] proofs discussed above, contain explicit definitions of decision-theoretic concepts that, in the eyes of an anti-holist … , are preferable to the Lewis definitions.”

The authors suggest repeatedly, e.g. p. 306 l. 15, that behavioral economics attaches less importance to behavioral foundations than was done before. I don’t see this. Of course, behavioral models can be explicitly nonnormative, and then there is of course less interest in normative preference foundations. But there then is more interest in descriptive preference foundations. %}

{% Maxmin EU, with definition of independence, Kyburg’s argument against convexity of that set, and several mathematical tools developed. This paper is a nice reference to the large literature on sets of priors outside of decision theory. %}


{% Extend results on prudence and so on to risk seekers. %}


{% utility families parametric: First proposes bounded utility in order to resolve St. Petersburg paradox, described by Nicolas Bernoulli in 1713; then proposes, alternatively, square-root utility for money. Nicolas is a cousin of Daniel, the one who wrote the famous EU paper in 1738. So, Cramer’s letter proposed EU 10 years before Daniel! Daniel correctly cites and credits Cramer. His text can be interpreted as saying that in a truncated version of the St. Petersburg paradox risk neutrality is not unreasonable. 24 tosses have expected value of 13 ducates which Cramer judges as reasonable. %}


{% foundations of statistics %}


Two experts and an agent all maximize maxmin expected utility. A Pareto optimality condition is equivalent to the priors of the decision making being a convex combination of the priors of the experts.


Propose monotonicity/continuity criteria that cannot be reconciled with symmetry. They have a Pareto principle that \( x > y \) whenever \( x_j \geq y_j \ \forall j \) and \( x_j > y_j \) for infinitely many \( j \).

{\% About the British NICE H/E evaluations. \%

{\% common knowledge: Agents receive private signals that are independent over time, but not over agents. If signal space is finite, approximate common knowledge will develop, if infinite then need not. \%

{\% Ellsberg’s three-color paradox has an ambiguous (“unknown”) urn with one-third of balls red, and 2/3 black and yellow in unknown proportion. This paper considers a variation with only two colors: Between 0/3 and 2/3 are blue, and the rest is orange. It is as if joining the colors red and black in Ellsberg’s urn. They also have a known urn, and they also have the regular three-color Ellsberg urns. They consider gambles on Yellow in the regular Ellsberg urn, and on blue in the variation. In the former they find ambiguity neutrality, so, not the regular ambiguity aversion, in agreement with many current (2019) findings. In the variation, remarkably, they find pronounced ambiguity seeking (73\% of subjects!; ambiguity seeking). One explanation can be a general drift towards uniform distributions. In the variation there are two colors, which in the case of ambiguity moves subjects in the direction of 50-50, and it does so more than with risk. Such a drift is analyzed by Fox & Clemen (2005) for ambiguity. A similar (but I expect weaker) drift for risk is in Viscusi’s (1989) prospective reference theory. It may also play a role that, whereas in the Ellsberg urn, the winning color yellow plays a role symmetric to its counterpart black, in the variation the winning color blue is a sort of a focal event, which may bring overweighting. In the treatment where some voluntary subjects, otherwise uninvolved and not knowing even that there would be bets with winning colors, could determine the composition of the ambiguous urn, on average they indeed put more than 1/3 of
blue balls. That is, an ambiguity-neutral Bayesian who can predict this would prefer the ambiguous urn!

The above case always had an a(mbiguity)-neutral probability 1/3 of winning. They do similar things with an a-neutral probability of 2/3 of winning. So, in the variation there are between 1/3 and 3/3 blue balls as winning color. Here they find ambiguity aversion for Ellsberg (66%), but even stronger for the variation (73%)! Here the voluntary subjects who could determine the composition of the ambiguous urn, on average put less than 1/3 of blue balls. That is, an ambiguity-neutral Bayesian who can predict this would disprefer the ambiguous urn.

Putting together, there is more insensitivity for the variation.  

Crockett, Sean, Yehuda Izhakian, & Julian Jamison (2019) “Ellsberg’s Second Paradox,”


questionnaire for measuring risk aversion: the authors introduce the BRET (bomb risk elicitation task) method: Subjects can choose a number of boxes from
100 boxes. One of those contains a bomb. Payment is linear in number of boxes if no bomb (10 €-cents times), and 0 if bomb. Risk neutrality implies choosing 50 boxes. The authors consider both a dynamic version, choosing boxes one by one until stop-decision, and all-in-once version. They analyze the data assuming EU with power (CRRA) utility.

A good move: Whether or not the boxes selected contain the bomb is determined only at the end of the experiment, thus avoiding truncation. Hence the bomb is called time bomb.

The authors favor the dynamic version, but my hunch is to prefer the all-in-once version because the dynamic version does not inform subjects that their choices will influence future options offered.

Nice, and similar to balloon task of Lejuez et al. (2002) which the authors cite. These are all variations of the Binswanger (1981) method. Even closer, and maybe nicer (for not referring to the emotional bomb) is the Columbia card task by Figner et al. (2009, *Journal of Experimental Psychology* 35, 709–730), which the authors are unaware of, maybe because it is in a psychological journal.

**decreasing ARA/increasing RRA:** In one task, they double the stakes. It leads to higher relative risk aversion, confirming the common increasing RRA. In another treatment, they let subjects first make some money from another task, and then carry out the bomb task. Then they find no clear result, with risk aversion increasing for prior gains between 0 and €2.7, but decreasing after, so, no clear results on increasing/decreasing ARA. I think that whatever effects the prior gains have, these are psychological effects other than wealth effects, because the prior gains are too small to generate real wealth effects.

**gender differences in risk attitudes:** analyzed in §3.2, where a reference point of €2.5 is framed in. Here, and in several places, the authors claim to find that women are more loss averse then men, but their results in fact are not significant. Women are not more risk averse otherwise. This agrees with Booij & van de Kuilen (2009).

The authors’ BRET method has some less risk aversion than other methods, which surprises me because I would expect the term bomb to generate risk aversion. %}
{
% P. 615 Footnote 2: BDM (Becker-DeGroot-Marschak) is difficult. 

Analyze four ways to elicit risk attitudes: Multiple price lists (I prefer the efficient term price list; bw., to me this is not a specific risk elicitation, but in general a way to obtain indifferences), ordered lottery selection à la Binswanger (1981), investment game, and bomb elicitation. They also do general introspection. They first analyze the different methods using simulations, to see what differences are due to the methods. Then they investigate in an experiment. There they find differences more than what the methods themselves induce, showing that the underlying risk theory is violated. Unfortunately, the authors implicitly assume EU throughout (stated only on p. 631), with constant relative risk aversion (CRRA), so, logpower utility. Much is known about violations of EU which gives insights into what happens here, but, as often in experimental economics (Holt & Laury 2002), the authors ignore this literature. They find that the presence or not of a riskless, sure, option matters a lot. This is no surprise given that the certainty effect is about the main cause of EU violations. The authors do mention this point on p. 637 2nd para in the discussion. They don’t find clear superiority of any method. %}


{
% https://doi.org/10.1007/s11166-022-09400-0

A safe option being available impacts gender differences in two of three traditional risk-aversion measurement tasks. Characteristic for the citations in this paper is, for instance, that the authors only cite Andreoni & Sprenger (2012) for the certainty effect. %}


{
% probability elicitation: seems that they consider continous distributions %}

{% probability elicitation: applied to experimental economics %}


{% %}


{% Do what title says, following up on %}


{% Compare different measurement methods %}

Compare risk attitude measurements that use choice lists. In standard gamble questions (finding indifference between a sure outcome and a two-outcome prospect) matching, through choice list, on the highest outcome works best. The distinction between matching on various of the entries was also discussed by Farquhar (1984).%

Coherent measures of risk are used to distribute diversification benefits over portfolios. 


dynamic consistency; see Alias-literature.


“We cannot observe plans, only actions.”


The authors investigate the DE (decision from description versus experience) gap. (DFE-DFD gap but no reversal?) I think that the early literature on decision from experience (DFE) oversold their case for marketing purposes. One can expect a gap with less overweighting of extreme events in decision from experience, which is unsurprising. But not a reversal leading to underweighting of extreme events, as the early literature claimed. Many recent studies have confirmed this (no reversal), and the present study also does so. This paper is close to Aydogan (2021, Management Science), which also corrects for many things and also finds no reversal.

This paper considers the role of sampling bias (rare events are mostly undersampled), ambiguity attitude, likelihood representation, and memory. Only for the sampling bias they find an effect.

In the unambiguous treatment, subjects sample without replacement a whole urn with 40 balls and are told so. In the ambiguous treatment the same info is given except that subjects are not told that they have sampled the whole urn, and they may think that there were more balls. Although this in principle, in theory, is correct as implementation, I think subjects are so overwhelmed with info at that stage, and inability to handle it all, that this difference (complete sampling or ot) will not matter much. The study indeed finds that ambiguity plays no role. So, I still think that ambiguity attitude plays a role here, also in the unambiguous treatment.

{Discuss the BDM (Becker-DeGroot-Marschak) mechanism and random incentive mechanism, referring to the independence-violation criticism of this mechanism leveled at the end of the 1980s. They do not refer to the counterarguments based on isolation published in later papers such as Cubitt, Starmer, & Sugden (1998), which are referred to only for other reasons. Instead they use an alternative design, claimed not to be subject to the same criticism. At first it was not clear to me why the alternative design would not be subject to the same independence-violation criticism. The logic seems to be as follows: Even if there is no isolation, no systematic differences of directions of preference reversals can be expected. So, although they have a random lottery, they have a stronger test for preference reversals because they need not rely on the isolation demonstrated in Cubitt, Starmer, & Sugden (1998). %}


{Preference elicitation where subjects indicate CEs and are rewarded by some BDM (Becker-DeGroot-Marschak) procedure. In addition, subjects are asked to indicate an interval for the CE value, where they doubt. This is not incentivized (would be hard to find incentivization). The authors investigate factors influencing the intervals. %}


{time preference, fungibility problem; The paper analyzes experimental intertemporal choice from a purely theoretical perspective, assuming that there are market opportunities outside the laboratory of borrowing or lending at the market interest rate, and assuming a perfectly rational optimizing agent. It argues that there then is no easy way to experimentally elicit the subjective interest rate, for instance. The paper in particular discusses Coller & Williams (1999), which also addressed this question. This C&R paper is the best to cite on this problem.
I think that an argument against perfect-market driven is the individual variation in measured discount rates.


**dynamic consistency**: Use the term separability for what is often called consequentialism in dynamic decision making under risk, and which here entails both indendence of forgone acts and of forgone events. Test the condition and do not find it violated, even though the subjects do violate independence/EU.


Compare, for choices between simple lotteries, the random incentive system to single-choices (with real payment), and find they are not different, confirming their 91- American Economic Review finding. This paper adds to it a check of cross-task contamination, which is something between complete isolation and complete no-isolation I understand. Seems that they also test (paying only some subjects) (random incentive system between-subjects).

P. 116 takes single choices as gold standard: “We define true preferences with respect to a given task as those that would be elicited by single choice experimental design in which each subject faces onlym that task, and knows it to be for real.” [italics from original]

Birnbaum (1992 *Contemporary Psychology*) gives counterarguments.

They conclude that isolation may hold for simple stimuli as studied in their paper, but can still be violated for complex stimuli, citing Beattie & Loomes (1997) for it.


**dynamic consistency**: Nicely split the static vNM independence condition for risk (that axiomatizes EU) into four dynamic decision principles: Separability (I’d prefer the term forgone-event independence), timing independence (I’d prefer the term time consistency), frame independence (I’d prefer the term decision-tree independence), and RCLA. I disagree with them suggesting that frame independence would be the one that Kahneman & Tversky in their prospect
theory would want to give up so as to explain violations of independence. K&T consider its violations of frame independence, but never commit to other conditions not being violated.

They find that timing independence is mostly violated (e.g. p. 1378). %}


{% Discuss Plott’s discovered preference hypothesis versus the constructive view of preference. Then discuss their experimental methods where each participant will only make one choice in one situation, which should not mean that the participant is not well-instructed or -trained.

Para on pp. 401/ 402 says that people commonly find power utility with power 0.3 (so, RRA = 1 − 0.3 = 0.7). Says that utility in terms of final wealth can, in fact, not explain this, and outcomes must be reference dependent.

P. 401 second half suggests that if subjects by learning and repetition get closer to EU, it may be not because their true preferences are EU and are better revealed, but because subjects better learn to use heuristics independently of true preference and these heuristics, rather than true preference, may get closer to EU.

P. 402 writes:

“…are entirely explained by the relative sizes and relative probabilities of the payoffs in each task. This striking regularity …. we cannot eliminate the possibility that the regularity is induced by context-dependent heuristics which are learned in the course of these experiments.”

This is very reminiscent of Stalmeier’s proportional heuristic for time-tradeoff questions in the health domain.

It is like their shaping hypothesis as they call it in later papers (e.g. Loomes, Starmer, & Sugden 2003 EJ), but the term is not yet used here. %}


{% Nash bargaining solution: P. 761 extensively discusses the (weakness of)
assuming vNM utility in game theory. P. 762 links vNM utility with evolutionary replicator dynamics.
P. 770 4th para explains that transitivity is a kind of separability requiring separate preferability of each individual prospect. So that it is kind of unitary evaluation, in Burks’ (1977) terminology. {%


{%
dynamic consistency; Dutch book, etc.; gives formal definition of money pump, relating it to the sure-thing principle; argues, citing Fishburn (1988 pp. 43-44), that an agent would not take all trades knowing several trades are to come. They formalize “surprise choices,” being choices not announced beforehand. %}


{%
dynamic consistency; Assume some independent boxes, each with probability p a win box and with probability 1–p a loss box (p may depend on box). A participant is endowed with an initial endowment b > 0, and m > 0 is a constant. At each round, if the participant draws a win box, then his endowment of that moment is multiplied by m, if a loss box then by 0 (so, the game is over with no gain). Participants can choose to take 0, 1, or 2 (extra) rounds. Some do only this (de novo). Others, prior to this choice, had to take 4 compulsory rounds, and only if they win all these they get the choice. Of these others, some do prior commitment, others do posterior choice. This framework is the usual test of consequentialism and dynamic consistency. Given the dynamic framing, no common ratio effect is to be predicted a priori, as shown by Kahneman & Tversky (1979). What emotions the prior-commitment rounds arouse, I could not predict. It turned out that they make the participants less risk seeking, so, lead to a reversed common ratio.

In the beginning of the paper, the authors present a formal model way more complex than used in the experiment, and they discuss several general issues of decision theory before turning to their particular experiment. %

The authors organize two-stage uncertainty as follows: A black bag contains 12 balls each with no. 1 or no. 2 on them, in unknown proportion. There is another bag, a white bag (called ambiguous urn in the paper but not to the subjects), containing 10 balls, either (composition 1) 7 colored orange and 3 colored blue, or (composition 2) 3 colored orange and 7 colored blue. First a ball is drawn from the black bag. If its number is 1, then the white bag gets composition 1, and if its number is 2, then the white bag gets composition 2. Then a ball is drawn from the white ball, its color inspected, determining a payoff. Here the Savage state space $S$ can be taken to have two elements, being the color of the ball drawn from the white bag, which is orange or blue. Subjects get partial info, subject-dependent, about result of number of draws and they can little bit peek into a bag.

In this very simple case the set of possible 1st order probability distributions over $S$ contains only two elements. The space of second-order probability distributions over the 1st order distributions can be equated with $[0,1]$, specifying the subjective degree of belief that the white urn has composition 1. Important to note is that the novelty of the smooth model, of assuming no exogenous two-stage setup with a conditioning event determining an objective probability over $S$, is NOT the case here. Instead, the two-stage composition is exogenously determined by the experimenters, with the conditioning event the composition of the white (“ambiguous”) urn, just as in the Ellsberg urn and in numerous experiments on recursive utility. And, in all experiments of the smooth model that I am aware of … That the absence of this exogenous two-stage setup in the smooth model is “too” general has often been discussed, and the authors address it when writing:

“However, the fact that a second-order belief is involved is widely regarded as making the estimation of the parameters of the smooth ambiguity model a particular challenge (see, e.g., Wakker 2010, p. 337; Carbone et al. 2017, p. 89). We are motivated, in part, by the goal of showing that a subject’s second-order belief can be estimated solely through revealed preference, that is by observing his choices over first-order acts.” (p. 278)

As will be clear from my preceding comments, I think that the authors did not succeed in achieving their goal. I find it telling that in an apparent attempt to demonstrate the observability of the smooth model, the authors still did not
succeed in avoiding an exogenous two-stage decomposition.

The authors assume log-power (CRRA) utility for the EU in the first stage with the vNM utility function, and linear-exponential (CARA) transformation \( \phi \) capturing ambiguity in the second stage, giving three parameters in total (\( \mu \) the third). They measure CEs and then fit data. After fitting they can calculate monetary risk- and ambiguity premia, which they find about equally big. 


The pioneering models in the decision theory literature on ambiguity, and arguably still the most popular, are the Choquet expected utility model of uncertainty aversion introduced in Schmeidler (1989) and the maxmin expected utility (MEU) model of Gilboa and Schmeidler (1989). These models have preference representations that show the DM behaving as if she has a set of probability distributions that she considers possible or relevant.” The authors may be right on CEU, but I am more interested in this model with likelihood insensitivity iso uncertainty aversion. Then it is not a subset of multiple priors.

P. 710: “The literature is therefore at a point where clearer guidance on the relative empirical performance of these models in particular—and the broader classes that they exemplify—is needed.” This is, indeed, the case. There are many models now and it must be found out which work best.

This paper provides an experiment distinguishing between the smooth model and the \( \alpha \) maxmin model. However, it tests hedging-against-ambiguity predictions in multistage settings that depend much on the dynamic assumptions that for instance \( \alpha \) maxmin is coupled with. \( \alpha \) maxmin is coupled with the usual backward induction that precludes the hedging found. Then the smooth model does better. I take it more as a test of dynamic principles than of ambiguity models.


Always real incentives with RIS.

Find that “other-evaluation” hypothesis, (choice should be justifiable to others) explains ambiguity aversion.

Do usual two-color Ellsberg in five ways.

1 (hostile nature). Ask subjects if they think that the unknown urn will be biased to their disfavor.

2 (other-evaluation). Subjects must stand in front of the whole group when their choice is revealed and the content of the unknown urn is also revealed.

3 (self-evaluation). Content of unknown urn is revealed to subject but in private, others don’t know.

4 (forced choice). People are actually indifferent and ambiguity avoidance is second-order lexicographic.

5 (general uncertainty avoidance). Ambiguity avoidance is related to risk aversion, general aversion to lacking info. (If true, would imply *correlation risk & ambiguity attitude*.)

Only 3 (self-evaluation) is found to have an effect.

P. 235 2/3: subjects could choose winning color (*suspicion under ambiguity*)

P. 253 contains a strange argument suggesting that accepting the null hypothesis does give strong evidence.

They gave subjects normative arguments for and against ambiguity aversion, as did Slovic & Tversky (1974). 80% preferred to be ambiguity averse.

*correlation risk & ambiguity attitude*: find none. P. 239: Experiment 1 finds no correlation between risk- and ambiguity aversion, but N=26 is small. Experiment 2 (N=39) confirms this (p. 241), also if the data of the two experiments are pooled. P. 252 suggests that, according to the hypothesis of general uncertainty aversion, risk aversion should be positively related to ambiguity aversion. (*correlation risk & ambiguity attitude*). The text doesn’t
show awareness that risk and ambiguity aversion are in a way complementary.

I think that the explanation on p. 255 about contradiction about composition resulting from ambiguity aversion is incorrect. %}


{\% Multiattribute preferences can be approximated well by additive representations. \%


{\% The analysis of for example value function etc. essentially uses OPT which I consider to be less interesting. Unlike the authors, I here use the OPT abbreviation of the 1979 version of prospect theory

End of abstract: - for the paradoxical choices, OPT outperforms EU - on other choices it does not do better

utility elicitation;

§2: nice simple summary of original prospect theory of 1979;

P. 24 point (ii) points out that shifting reference point (à la Shalev) has problems with PT’s assumption that U is concave above the reference point and convex below: “Note that the utility function for gains and losses cannot be s-shaped with respect to a moving reference point. To see this consider an interval \([x_1, x_2]\), \(x_2 > x_1\). Now if \(w\) is the initial wealth and \(w + x_2\) is the reference point then \(u(w + x), x_1 \leq x \leq x_2\) is convex; whereas within the same range it is concave if \(w + x_1\) is the reference point. The inconsistency between the utility function for final wealth and the induced utility function for gains and losses does not occur if a person’s utility function is exponential or linear.”

P. 28 contains a nice method of eliciting utility for OPT nonparametrically

Parametric utility elicitation is by taking exponential utility (p. 26: “as is traditionally done”)

P. 26: “By choosing simple scenarios, we have conveniently avoided the complications of the editing phase”

risky utility \(u = \text{strength of preference} v\) (or other riskless cardinal utility, often called value): On p. 28 they suggest that the value function of prospect
theory is a riskless utility function (where “certainty method” is a kind of direct rating): “The value function in the prospect model can either be assessed by a certainty method or by a gamble method. We employed both methods even though we believe the certainty method is more desirable for capturing the psychological effects assumed by the prospect model, and is easier to implement.” They suggest this point also in their conclusion on p. 39.

Data analysis is hard to interpret because of the many assumptions made. Conclusions on p. 39 are nice

- properties of value function and probability transf. in OPT hold
- Parametric fitting of utility (“that smooth out errors”) provide predictions superior to those of directly assessed values.
- **PE doesn’t do well**: certainty method (direct assessment of values without risk present) is easier to implement, and more accurate, than gamble method (where risky choices are used). (This suggests strongly that they are willing to interpret the value function in prospect theory as riskless.)
- probability transf. seems to be different for gains than for losses
- **concave utility for gains, convex utility for losses**: P. 30, where two-piece u is concave for gains, convex for losses (They use term value function here. The term utility function refers to what utility would be if expected utility were to hold, so, is less interesting I think.)

P. 39: “It is not uncommon in consumer research that tradeoffs are made between generality of a model estimated and burden on respondents.”

real incentives: use hypothetical choices.

P. 39: Argue for parametric fitting as opposed to parameter-free methods:

“analytical forms for the utility and value functions that smooth out errors provide superior predictions than directly assessed values.”%


(% [https://doi.org/10.1007/s11229-018-01930-y](https://doi.org/10.1007/s11229-018-01930-y)

**free will/determinism**

Timelessness has been used to defend free will. This paper argues that then the essence is dependence. %

It seemed to me [in reading Bernoulli’s Ars Conjectandi] that this material needs to be treated more clearly; I saw well that the expectation is larger, 1st that the expected sum is larger, 2nd that the probability of winning is so too. But I did not see the same evidence, and I still do not see, 1st that the probability were estimated exactly by the methods used; 2nd that if it were, the expectation should be proportional to that simple probability, rather than to a power or even to a function of that probability; 3rd that if there are several combinations that give different averages or different risks (which one considers as negative averages) one had to be satisfied to simply add together all these expectations for having the total expectation.” [italics from the original]


principle of complete ignorance;

Argued that probability theory is of no use in medicine because in medicine one treats individual patients and, so the argument goes, probabilities don’t apply to single cases.

P. 33: “Votre principe vous interdit cette recherche des applications individuelles: car le problème de numeristes n’est pas de guérir tel ou tel malade, mais d’en guérir le plus possible sur un totale déterminé. Or ce problème est essentiellement anti-médicale.”

My translation: “Your problem prohibits you that investigation of individual applications: because the problem of the numerists is not to cure this or that ill person, but to cure the largest possible on a determined total. Hence, this problem essentially is anti-medical.”

Also:


Characterize Savage’s (1954) SEU but for a finite state space and continuous utility, using different axioms than did Wakker (1984) or Gul (1992) who varied upon Savage the same way. They assume two equally likely states of nature, so that they can compare utility differences. I write $\alpha \beta \sim^* \gamma \delta$ if the pairs have the same utility difference, measured this way (Wakker 1984 used a tradeoff tool to get the same). Their main axiom is Difference-Scale Neutrality (p. 72), which requires that $f \succeq g$ iff $h \succ k$ if there is a state of nature $t$ such that, for all states $s$, $f(t)f(s) \sim^* h(t)h(s)$ and $(f(t)g(s) \sim^* h(t)k(s)$. That is, all utilities of $h$ and $k$ are like those of $f,g$, only moved up by $U(h(t)) - U(f(t))$. Then utility differences are the same for each state in both decisions, so that the condition is necessary for SEU. They assume this axiom and separability (sure-thing principle).

% **discounting normative:** Rothbard (1990) writes that he “inaugurated the tradition of moralistically deploring time preference as an over-estimation of a present that can be grasped immediately by the senses,” referring to Kauder (1965) for it. %}

da Volterra, Gian Francesco Lottini (1574) “Avvedimenti Civili.”

% **error theory for risky choice; gives axiomatization of probabilistic version of EU. Can account for Allais paradoxes.** %


% **Z&Z** %


% %


% %


% Finds, according to Karmarkar, overestimation of lower probabilities and underestimation of higher. %


% %


% %


Percent updating under ambiguity with sampling: Assumes that an agent is given the info that the true probability belongs to some set of probability measures, and no other info. So, much like multiple priors, although the author does not refer to that. Assumes that the agent does EU, and formulates and discusses some axioms for updating. There are not many literature references.


Tried to study emotions at a low, material, level of aggregation, opening his lecture with: “Emotions are chemical and neural responses, forming a pattern”

(ubiquity fallacy)


Percent probability communication: Not only numerical but also graphical. For the latter they use pie charts and icon arrays. The pie charts don’t perform well, agreeing with previous findings in the literature, and even enhance risk aversion. Other than that, graphs reduce (but do not eliminate) risk aversion, which can be taken as a move in a rational direction.


Percent preference for flexibility


Extend Harsanyi’s beautiful aggregation theorem to incomplete preferences, with sets of utility functions and unanimous agreement. I did not study enough to see the relation with their 2013 JME paper.


Theoretical study on preferences over menus.


*Foundations of quantum mechanics,* some nice references to people (a.o., Piron) who say that probability distribution over place/momentum does not exclude that these things be called properties. Paper itself does not seem to contribute to that question other than linguistically.


*Revealed preference* %


*Probability elicitation:* seems that they consider continuous distributions.

proper scoring rules

Proper scoring rules, quadratic being most popular, are incentive compatible under subjective expected value maximization. This requires linear utility of money. — As an aside, I think that linearity of utility is reasonable for small stakes, and empirical violations of expected value are more driven by other “nonEU” factors such as nonlinear probability weighting. — An old idea to get linear utility, at least under expected utility (EU), is to take as unit of payment probability of winning a prize (Roth & Malouf 1979). This can be done for proper scoring rules as well. One then has incentive compatibility under EU, more general than expected value. Selten, Sadrieh, & Abbink (1999) observed that one does not need all of EU for this. Reduction of compound lotteries (RCL) is enough. Then maximizing EU amounts to maximizing the probability of winning the prize. It leads to what is called the binarized scoring rule (BSR), for which Hossain & Okui (2013) are usually cited, although they did some more complex things.

Whereas a generation ago, 1990-2010, researchers were well aware that RCLA, and some other principles for dynamic decision making, are less innocuous than first meets the eye (e.g., see Machina 1989, JEL), this is less well-known at this moment of writing, in 2022. There are already many violations if all the probabilities are known, objective, and available to decision makers so that they can readily do multiplication (e.g., Bernasconi 1994; see keyword RCLA). The violations will be way and way more serious if some of the probabilities involved are subjective, making RCLA way more problematic even in an as-if sense. I think that it is way more likely that subjects in the BSR do backward-induction with violation of RCLA and nonlinear probability weighting hitting in in full force. (And also ambiguity attitudes ...) That these deviations from linearity are bigger than with monetary payment. Comes to it that the two-stage payment in BSR is more complex. The authors seem to overlook the critical role of RCLA when they write that BSR is incentive compatible for “any decision-maker who maximizes the overall chance of winning a prize.” (p. 2852 middle) However, their paper goes in the right direction by showing empirically that the BSR works poorly.
The aforementioned incentive compatibility works theoretically if one assumes RCLA, but not empirically because of the violations. The authors go in this direction when writing “We argue that to secure truthful revelation, elicitation mechanisms need to not only be incentive compatible in a purely theoretical sense, but also in a behavioral one.” This is the main motivation of the paper. Note that many people are aware of this, as in criticisms of the BDM mechanism and Bardsley et al. (2010 §6.5, p. 265 & p. 285), which also distinguishes between theoretical incentive compatibility and behavioral incentive compatibility. But yet more people are not aware of this and typically only discuss theoretical incentive compatibility.

In one treatment, subjects receive a calculator that does the RCLA calculations and gives the overall probability of winning the prize. I did not read the paper enough to know what first-order subjective probabilities were used for these calculations, and how they were related to scores that subjects provide.

To test the method, they use it for risky events for which objective probabilities are given and then the subjective probabilities should agree with those (“truthfulness”). They show that this is worse with BSR than with no incentives at all, both in the sense that fewer subjects do it (their first weak incentive compatibility criterion), and in the sense that fewer subjects choose the proper optimal r with BSR then without (their second weak criterion). I must admit that I see no difference between these two criteria, but never mind.

I think that future work should focus on best clarifying instructions to give to subjects. %}


{% In a particular jurisdiction in Israel, judges judged positive 65% of the cases just after lunch, and close to 0 just before. The authors corrected for many things such as seriousness of case, and order of cases before/after was completely random as far as the authors could detect. Here positive judgments were hard to make and negative ones easy. The effect is incredibly strong. %}

{\% Z&Z \%

{\%

{\%

{\% ratio-difference principle \%

{\% gender differences in risk attitudes: With simple certainty equivalents (BDM: Becker-DeGroot-Marschak), women were not more risk averse than men. In 2nd part of experiment, subjects had to make risky decisions for others than themselves. The predicted risk attitudes of others was mix of own risk attitude and risk neutrality, and subjects believed (incorrectly in this group) that women would be more risk averse. \%

{\% Predecessors:
- Lamarck (1809) also put forward that species develop through evolution. He believed that things learned during lifetime could be inherited by offspring, an idea that later was generally abandoned, but, then, evidence supporting it has
been put forward. And, it is plausible …
- After publishing the first edition, Darwin received a letter from Patrick Matthew pointing out that Matthew had already described the idea of natural selection in his 1831 book, and Darwin credited him in following editions.
- Wallace (1958) sent his unpublished essay “On the Tendency of Species to form Varieties,” also containing the ideas of selection and evolution, to Darwin, who then hurried up to publish his book. Seems that they coordinated, well respecting and crediting each other. %}

{ % A fancy statistical technique is developed and applied to returns to stock markets in five countries, to find that the index of relative risk aversion is not constant over time. %}

{ % decreasing/increasing impatience: provides theoretical arguments for the possibility of increasing impatience.

    Consider intertemporal choice when there is probability of earlier or later payment than thought. Show that all kinds of plausible probability distributions of the latter can imply decreasing (as in hyperbolic) discounting at t = 0. There are also plausible probability distributions that imply increasing discounting at t = 0, such as the example of Sozou on p. 1292, and the example at the beginning of §III, pp. 1294-1295. In these examples of nonconstant discounting, a reversal of preference at a different time point is not dynamic inconsistency, but can simply follow from Bayesian updating: arriving at the later time point without consumption received yet gives the extra information that the “risk” of receiving the consumption before that later time point did not happen.

    P. 1290, footnote 2, nicely explains how the term hyperbolic discounting originally meant something specific (discount rate depending inversely on time) but nowadays (2005) is used for anything with decreasing discounting.

    P. 1291, first para of §I, mentions that discounting can be due to uncertainty about the future, referring to Yaari (1965) for it.
DC = stationarity: dynamic consistency; End of §I carefully distinguishes between variation in the time of consumption (“comparisons across decision problems”) versus variation in the time of decision making (“comparison within the same decision problem”) and properly says that the former is not a violation of dynamic consistency. §IV gives example of preference change when decision time point changes, so, dynamic inconsistency, which however rationally follows because the model is more complex than just single intertemporal choice and more is going on. The more going on is that it is in fact a repeated decision with learning, where learning is taken in an evolutionary sense. Refer for it to experimental evidence with pigeons.


{% Seems to describe the early Buffon who argued that all probabilities < .0001 be treated as “morally” equal to zero. %}


{% foundations of probability

1837-1842 six authors discussed objective-subjective probabilities. Originally, probabilities were parimarily taken as subjective/epistemic, although (observed) relative frequencies were also considered from the beginning. Around 1840 the objective concept became more established. Cournot, well known for his equilibrium, was important here. The first part of the paper, pp. 332 ff., discussed the terms objective versus subjective, which also developed and changed over time. Quite some authors argued that only certainty can be objective (p. 332 middle). It surely can achieve a high degree of objectivity, not available to uncertainty.

P. 336 middle discusses separation of inside and outside of human mind (Descartes)

P. 335 l. –5/4 cites Poisson on arguing that the law of large numbers is the “base of all applications of the calculus of probabilities,” which is close to the frequentist interpretation. The next text cites Poisson on using the term
probability for subjective probabilities (which he, thus, still did consider) and the
term chance for objective probabilities. The chance of heads-tails is not precisely
0.5, but the probability is. During my collaborations with Amos Tversky, early
1990s, I noticed that Amos liked to use the term chance for objective
probabilities.

P. 336 middle cites Cournot (1843):

The “subjective probabilities” based on equal ignorance of outcomes
were fit only for the “frivolous use of regulating the conditions of a
bet” [9, 111, 288], and were moreover the “cause of a crowd of
equivocations [which] have falsified the idea one ought to have of
the theory of chances and of mathematical probabilities” [9, 59]. [italics
added here]

Then it cites Cournot on calling upon statisticians to avoid subjective inputs.

P. 337 cites later editions of Mill (1843) on admitting the (subjective) more
probable than concept and relating it to betting on!:

Mill grudgingly conceded that “as a question of prudence” we might
rationally assume that “one supposition is more probable to us than
another supposition,” and even bet on that assumption “if we have
any interest at stake” and if we were in the desperate (and rare)
situation of having no relevant experience whatsoever
[31, 7:535-536].

P. 337 middle:

Mill curiously remained the most traditional of the revisionists in his
interpretation of all probabilities as epistemic.

My opinion may fit with Mill: basically, all probabilities are subjective, but in
communications and virtually all applications except the final decision almost
exclusively the objective probabilities are relevant.

P. 339 starts with an interesting topic: “The objectivity of chance in a deterministic
world.” It discusses stable vs. variable causes, but most I could not understand. %}
Daston, Lorraine J. (1994) “How Probabilities Came to Be Objective and Subjective,”
*Historia Mathematica* 21, 330–344.

{% value of information: Signal dependence designates situations in which new info
affects not only beliefs but also the utility of outcomes. Shows that value of
experimentation will always be positive if cross-derivative of the value function with respect to beliefs and the signal is positive. Otherwise, value of info may be negative.

**information aversion**: P. 579 nicely describes my 1988 information-aversion paper: “First, if an agent violates the independence axiom of expected utility, then the agent may be dynamically inconsistent and accordingly may prefer less information to more.”


Seem to find that percentage of lawyers negatively affects the GNP growth rate. Seem to write: “since lawyers are by and large among the most intelligent members of society, their diversion from normal and especially from growth-enhancing economic activities, has the effect of reducing both the level of aggregate output and its rate of growth.”


A questionnaire for measuring risk aversion


Violation of risk/objective probability = one source

CRRA risk aversion measures were elicited from 900 subjects in two ways: First, using choice lists, second, choosing one from 6 prospects (considered simpler). The simpler task works better for non-sophisticated subjects, and the more complex task works better for sophisticated subjects. Consider gender differences.


{\% ambiguity seeking for losses \%


{\%


{\% Presented at FUR 84 in Venice. Pp. 89-91 have a nice discussion that normative and descriptive decision theory are not very different. Even our common descriptive decision theories are about highly idealized intentional actions with many rational operations built in (such as weak ordering). And normative theories must of course use many descriptive inputs. Relatedly, in my descriptive work I am more interested in prospect theory than in models of Erev and Birnbaum and others that may be descriptively and predictively better but, unlike prospect theory, have no components such as utility that are close to normative theories. With my normative interests I am primarily interested in descriptive theories that give better insights into what the normative components are, and see prospect theory primarily as an improved method of measuring utility. \%


{\% free will/determinism: seems to find free will/behavior and determinism irreconcilable. \%


{\% First ? with money pump argument; ascribe idea to Norman Dalkey; vNM-utility=strength.pr.??; Probabilities nonadditive!!! \%}

{% strength-of-preference representation; seem to have introduced the crossover property;  
  just noticeable difference: Seem to suggest that those can be useful for risky decision theory. Nicely puts forward that probabilistic decision theory can serve as a basis for strength of preference and cardinal utility. %}


{% risky utility \( u = \text{strength of preference} v \) (or other riskless cardinal utility, often called value); footnote 5 gives nice discussion that vNM bring in independence by taking indifference as congruence.  
  utility of gambling: p. 266  
P. 266 discusses that indifference cannot easily be observed from revealed preference. %}


{% Try to improve Mosteller & Nogee (1951), for one thing by avoiding the certainty effect by not using certain outcomes. So, utility elicitation; risky utility \( u = \text{strength of preference} v \) (or other riskless cardinal utility, often called value); vNM utility is as well curved for small amounts, as for large (got this from Lopes, 1984)  
  They seem to investigate the “probabilistic reduction” principle by which I mean the basic assumption of decision under risk, meaning that for an act only the probability distribution generated over the outcomes matters. Don’t know now if this is RCLA.  
  Real incentives: did it with repeated payments (so, income effect).  
Implementing losses: losses from prior endowment mechanism: That, however, might not suffice to always keep the balance positive. If their balance became negative, they stopped the experiment and for the rest of the time had to work in
the laboratory. Income effect, and attempt to moderate it, are described on p. 183-184.

P. 198: “Perhaps not very surprisingly, most subjects were somewhat sanguine about small wins and conservative with respect to small losses.” That is, they find risk aversion and concave utility for losses and risk seeking/convexity for gains. %)


{\% foundations of probability, Knight risk-uncertainty \%}


{\% foundations of quantum mechanics \%}


{\% \%}


{\% PT is fit to equity returns data from the US and the UK. They confirm the findings of Tversky & Kahneman (1992):

concave utility for gains, convex utility for losses: find concave utility for gains, convex utility for losses, closer to linear for losses than for gains, inverse-S probability weighting, and a loss aversion between 2 and 3. Remark 5 of version of September 24, 2003: the optimal equity allocation is highly sensitive to loss aversion. %\%


{\% \%}

{%^Seem to have something similar to the smooth model. %}^}


{%^Ch. 8 seems to discuss paying in probabilities of a prize rather than in $, so as to get linearity of utility, and to find that empirical evidence on it is mixed at best. random incentive system: P. 455: The authors criticize the random incentive system as justified by Starmer & Sugden (1991) by arguing that with only a 0.5 probability of a choice played for real, the expectations are 0.5 smaller and that it would accordingly be better to multiply all outcomes by 2. I think that this criticism is irrelevant because it crucially assumes expected value. Their suggestion is even harmful under the plausible assumption of isolation. The point is tested by Laury (2005, working paper) who finds that it does not arise. %}^}


{%^Developed MYCIN, using certainty factors with ad hoc rules to combine them. Mention need for a normative theory. %}^}


{%^measure of similarity %}^}


{%^In the early days of multiattribute utility theory, there was a sort of paradoxical finding that if you just added all attributes and did not care about attribute weights, then it gave remarkably good results. It seems that this paper initiated it. %}^}


{% foundations of probability; briefly lists many interpretations. Focuses on whether probability refers to individuals or to groups. %}


{% https://doi.org/10.1214/12-aos972

**proper scoring rules:** Extend locality to also allow dependence on the scores in a neighborhood of the observed event. Then more than just the logarithmic function can do it. %}


{% verbal textbook %}


{% Discusses levels of selection including that of the group, the individual, and the gene itself. Seems that he introduced the concept of a meme. %}


{% Explains Gould’s theory. Gould invented theory of stepwise evolution. %}


{% conservation of influence. 

  Discusses Tinberge (1963) four questions, and adds four questions: Who benefits from action such as singing of bird. Are they genes, individual of bird, bird-species, gene pool?; %}


{% %}

{\% What the title says, with many statistics on numbers of publications. \%}

{\% Use prospect theory to analyze the risk perception of traffic participants. Use *tradeoff method* to measure utility for losses. Find that it is predominantly convex (concave utility for gains, convex utility for losses). \%}

{\% \%

{\% If endowments are unambiguous, then ambiguity aversion reduces trade for a very general class of preference models. \%}

{\% Under expected utility, efficiency often cannot be combined with incentive compatibility. This paper shows, under some assumptions, that incentive compatibility can be if and only if maxmin maximization by all agents. (Complete maxmin, not maxmin EU.) The model has a full-blown economy with many agents, all with signals. \%}


The following poem, translated from Dutch, nicely illustrates loss aversion. By reframing the status quo, a loss is turned into a gain in the last four lines. The fool in the beginning of the poem is also trying to get mileage from playing with the reference point.

Translation (joint with Thom Bezembinder; the Dutch word “geluk” means both happiness and lucky thing. This identity is lost in the translation. )

“Lucky thing, it could have been worse

As for the fool from the joke,/ who, continuously hammering on his head,/ when asked for the reason, said/ “Because of the joy when stopping it/ so things are for me. I have stopped/ losing you. I have lost you./

Maybe this is happiness: lucky thing, it could have been worse/ maybe happiness is: lucky thing/ That I can remember you, for instance,/ instead of someone else.”

Original text:

“Nog een geluk dat”

Zoals met de gek uit het grapje/
die zich voortdurend met een hamer/
op het hoofd sloeg, en naar de reden gevraagd, zei/
“Omdat het zo prettig is als ik ermee ophou” -/
zo is het een beetje met mij. Ik ben ermee opgehouden/
je te verliezen. Ik ben je kwijt./

Misschien is dat geluk: een geluk bij een ongeluk./
Misschien is geluk: nog een geluk dat./
Dat ik aan jou kan terugdenken, bv./
in plaats van aan een ander. %}

{% Abstract, where fuzzy measure is what is also called Sugeno integral: “…in a numerical context, the Choquet integral is better suited than the fuzzy integral for producing coherent upper previsions starting from possibility measures.” %}

{% Dutch book %}

{% §13, Postulate 4 introduces additivity axiom for qualitative probability. Dutch book. %}
§3 (p. 296 in English translation) refers to Bertrand (1889) for idea that equally probable judgment can be inferred from equal willingness to bet either way. %
The necessary and sufficient conditions for EU with a continuous strictly increasing utility $U$ are:

1. $\text{CE}(x) = x$;
2. Strict stochastic dominance;
3. $\text{CE}(F) = \text{CE}(F^*) \Rightarrow \text{CE}(tF+(1-t)G) = \text{CE}(tF^*+(1-t)G)$ for all $0 < t < 1$. (pp. 379-380).

P. 380 explains that this condition is close to associativity as in Nagumo (1930) and Kolmogorov (1930).

Condition [3] above is nothing other than the celebrated independence condition. Should we then credit de Finetti as the first to have had the vNM EU characterization? I asked my Italian colleague Enrico Diecidue to read the whole paper to check if anywhere de Finetti points out that the weights are probabilities and that this can concern decision under risk. But he nowhere does. Maybe deliberately because he wanted to push subjective probabilities with his famous statement “Probability does not exist.” Anyway, for this reason I do not credit de Finetti for preceding vNM. Muliere & Parmigiani (1993, p. 423) cite de Finetti (1952, 1964) for discussing the decision interpretation.

Nagumo (1930) and Kolmogorov (1930), cited by de Finetti, had such results before, but only for equally likely prospects, which comprises all prospects with rational probabilities, and where their independence condition was the associativity condition for taking means.

P. 386 bottom shows the Pratt-Arrow result that CEs (certainty equivalents) are smaller the more concave utility is.

---


---

This paper expresses, unfortunately, the viewpoint that the only criterion for rationality is preference coherence.

P. 174 of English translation (1989): “… however an individual evaluates the probability of a particular event, no experience can prove him right, or wrong; nor in general, could any conceivable criterion give any objective sense to the distinction one would like to draw, here, between right and wrong.” de Finetti has many such narrow views, showing that he is not of the same intellectual league as the kindred spirits Savage or Ramsey.

Dennis Lindley, at age 90, in an interview by Tony O’Hagan in 2013, cited de
Finetti on this narrow view and sided with de Finetti, stating “coherence is all.” He also, rightfully, pointed out that de Finetti’s writings are obscure.%


{% Introduced multivariate risk aversion preceding Richard (1975). %}

{% Explains that probabilities cannot be modeled as multi-valued logic (degree of truth). The reason is that the degree of belief of a composition of propositions is not determined only by the degree of belief of the separate propositions. See also Dubois & Prade (2001). %}

{% Dutch book; Footnote (a) in a 1964 translation says that he viewed the reliance of his book argument on money and its game-theory complications as potential short-comings. The original 1937 version apparently did not have these things stated. %}

{% Conjectured that qual. probability axioms suffice to give representing probabilities. For infinite models this obviously cannot be true because the cardinality of the indifference classes can be larger than R. For finite models it is harder to see. Kraft, Pratt, & Seidenberg (1959) provided a counterexample and necessary and sufficient conditions using the theory of linear inequalities. %}

{\textit{foundations of probability}}


{\textit{P. 77 following Theorem 3.4.1 on the Pratt-Arrow measure:}}

On p. 700/701, this following paper introduced, before Pratt/Arrow, the Pratt/Arrow measure \(-u´´/u´\) and its elementary properties such as:

- it being a measure of concavity;
- the 50/50 gamble for gaining or losing \(h\) being equivalent to losing \(h^2\) divided by the measure (P.s.: that’s the special case of risk premium when expected value is zero);
- the measure also being related to an excess probability for gaining;
- it entirely comprising all of \(u\) that’s relevant.

P. 700 points out that expected utility in a mathematical sense is the associative mean and refers back to his and Kolmogorov’s work on associative means of 1931. Had de Finetti written that one interpretation taking only one sentence also in 1931, he would also have been the predecessor of von Neumann & Morgenstern.


[Link to paper](#)

{\textit{I read it diagonally on 18Oct2020, but did not recognize issues that interest me. de Finetti seems to emphasize that probabilities used in game theory can be taken subjective, and that one should look at coalitions.}}

de Finetti, Bruno (1953) “Role de la Théorie des Jeux dans l’Économie et Role des Probabilités Personnelles dans la Théorie des Jeux” (including discussion).
De Finetti independently discovered the idea of proper scoring rules in this paper, not knowing Brier (1950), Good (1952), or McCarthy (1956), for one reason because he did not speak English. This point was confirmed by Savage (1971, 2nd para of 2nd column of p. 783). %}


proper scoring rules: Seems to propose using proper scoring rules for grading exams. This does not work because for proper scoring rules it is important that there is no other consequence than the payment received from the proper scoring rule. Grades of exams have many more consequences. All the rest of the student’s life society will reward/punish him in unpredictable manners for the grades obtained for the exam. %


Dutch book;
This is a collection of texts, often informal but nice brief expressions, published by de Finetti. Its Ch. 1 is what brought me in the field of decision theory! When I, as a mathematics student in 1978, was amazed about my statistics teacher’s claim, frequentist as I know now, that the probability of life on Mars could not be defined, and was at all treated very differently than the probability of a coin toss, he told me that an, in his words, crazy, Italian had argued for the same, and wrote the name de Finetti on a piece of paper. With this piece of paper I went to the library, found this book, and read its first chapter. It opened to me the technique of preference foundations, and the possibility to tangibly define something as seemingly intangible as one’s subjective degree of belief. I felt electrified by the
idea, and decided that I wanted to work on these ideas. Thanks to the freedom provided by the Dutch academic system and the generous Dutch unemployment benefits of those days, I could work on these ideas even though for some years I could not find other researchers with similar interests, many related references or even journals, and for a while could not find a paid job to do this work. I hope that these ideas can be as magic to the readers as they have always been to me.

Preface, pp. xviii – xxiv explain why it is useful notation to equate events with their indicator functions, and probabilities of events with expectations of their indicator functions. %)


{% Book, preface p. x, opens with the famous: “Probability does not exist.”

coherentism: P. 8 seems to write: “From the theoretical, mathematical point of view, even the fact that the evaluation of probability expresses somebody’s opinion is then irrelevant. It is purely a question of studying it and saying whether it is coherent or not; i.e., whether it is free of, or affected by, intrinsic contradictions. In the same way, in the logic of certainty one ascertains the correctness of the deductions but not the accuracy of the factual data assumed as premisses.”

Pp. 22-23 explain that this is meant to be a text book and that, therefore, references are minimized.

Dutch book; Ch. 3 is, probably, the best account available in the literature about the book argument. §3.4 ff. discuss the domain on which preference is defined due to book argument, and that it can be a subset of the set of all acts. §5.4 discusses proper scoring rules. §5.5 gives many applications of proper scoring rules, to expert-opinion elicitation such as geologists for oil drilling, forecasting sports events, replies to multiple choice,

P. 196, §5.5.7, footnote there, recognizes game-theoretic complications of book argument when opponent is better informed.

§4.17: seems to discuss inner products so as to deal with covariance etc. %)


{% Seems to say that risky utility u = transform of strength of preference v. %}

Seems to argue, from a narrow static Bayesian viewpoint, that higher-order probabilities is just a misunderstanding.


Dutch book; proper scoring rules


proper scoring rules: Gives a table of some data of his probability scoring experiment. However, it concerns a measurement of 1971 and not of 1961/1962. It also suggests that not much data were collected, and that things were left unfinished.


Mooie 60er jaren visies van een socioloog op de welvaartsstaat en tegen de vereconomisering tegenwoordig.


{% Subject has to specify subjective probability distribution over the entire state space. Next a two-level partition is randomly chosen. It means that a first-level partition is chosen and, for each element of this partition, a ("2nd level") partition. Then the subject is offered a gamble on the element of a randomly chosen 2nd-level partition that she deemed most likely there. This procedure amounts to eliciting the more-likely-than relation over events. Results are given on when this procedure is weakly proper or proper, and how strong the incentives are relative to other methods. %}


{% Gives no clear-cut advices but discusses many complications. Argues for instance that it should not matter whether you invest for the short or the long term; etc. %}


{% Opening page gives many references that people distort probabilities, utilities, and other things in the direction of justifying their preference. Experiment does the usual psychological thing of finding that things depend on other things. %}


{% Confirm that deviations from EU (certainty and possibility effects) are reduced under repeated decisions and learning. The authors focus on psychological studies and do not cite economic studies on learning. %}


{% https://doi.org/10.1016/0165-4896(83)90031-8 %}

[Link to paper](#)

Lamarck (1809) put forward that species develop through evolution. He believed that things learned during lifetime could be inherited by offspring, an idea that later was generally abandoned, but, then, evidence supporting it has been put forward. And, it is plausible … %}

de Lamarck, Jean-Baptiste (1809) “*Philosophie Zoologique*.” Muséum national d’histoire naturelle (Jardin des Plantes), Paris.

Seem to measure prospect theory parameters from revealed preferences regarding risky transportation decisions. %


N = 107; **losses from prior endowment mechanism**: Was not done, but hypothetical choice was used, because for losses real incentives are hard to implement. The authors argue against **losses from prior endowment mechanism** because of house money effects (p. 119 last para), and I agree with this viewpoint (would add the more general term income effect as objection against losses from **prior endowment mechanism**). I also think that for losses hypothetical is better.

**natural sources of ambiguity;**

**ambiguity seeking for losses**: They investigate the competence effects not only for gains, but also for losses (the latter is the novelty.) Use temperatures on more and less known places. They control for the belief component in several ways: (1) They take pairs of places that actually have very similar climates, and the same temperature event for both places.

(2) **source-preference directly tested**: They test EXACTLY the source preference condition with source preference if a bet on an event and its complement is preferred.

(3) They also asked for direct subjective probability judgments.
Find the usual competence effect confirmed for gains, but mostly \( H_0 \) for losses, with a reflection (source preference AGAINST source with most competence) significantly for one of six cases considered. One explanation that they put forward is that loss choices are noisier (p. 129; confirmed by logit parameter \( \lambda \)).

Each subject made only one choice for each case (and not many as in choice lists when going for indifferences for instance) and then a representative agent was assumed.

**reflection at individual level for ambiguity**: they have the data for it, but do not report.

They also test the two-stage model, assuming representative agent, and taking direct judgments of probability as inputs. So, much of the deviation from additivity and EU can then be comprised in the probability judgment. P. 113 1/3 writes that the two-stage model cannot capture source preference, which is true by the basic spirit of that model, although one (not me) could argue that source preference can be captured in the belief component.

There is much collinearity between the elevation and curvature parameter (p. 127). The authors take the curvature parameter at its best level, keep it there, and then let only the elevation parameter vary to test source preference (p. 127). It confirms the other claims, being more elevation for known sources under gains (with parameter values similar to Kilka & Weber (2001), and significantly so for all six cases considered, and no significant effects for losses.

P. 126 2nd para: assume that weighting function, and not utility, depends on the source.

**losses give more/less noise**: p. 129: choices for losses are noisier, and take more response time, than for gains. %}


{\% foundations of statistics; discussion done in Amsterdam with Molenaar and Linssen. %}


De Montaigne, Michel (1580) *Essays.* Translation into Dutch by Frank de Graaff (1993); Boom, Amsterdam.


[Link to paper](https://doi.org/10.1007/s11002-014-9316-z)


[Link to paper](https://doi.org/10.1007/s11002-008-9047-0)


This paper investigates experimenter demand effects in some standard experiments (dictator game, risky investment, time budget, trust game as first or second mover, ultimatum game as first or second mover, lying game, real effort with/without payment, and some of these both hypothetical and with real incentives. To do so, or at least provide bounds for the effect, the authors do the following, for, say, the dictator game. In one “positive weak demand” treatment, they tell subjects: “we expect that participants who are shown these instructions
will give more that they would normally do.” In a “negative weak demand”
treatment, they tell the same but with “more” replaced by “less.” They also have
strong treatments, where they write “You will do us a favor if you give more/less
than you normally would.” They expect, and find, that most subjects will be
compliant, and offer more in the positive treatment, and less in the negative.
(They call this monotonicity.) Some subjects will defy and act the opposite way.
At any rate, they expect experimenter demand effects to be stronger under these
explicit treatments than in regular treatments. They call this bounding. It seems
that they add monotonicity to what they call bounding, and that they need it for
their tests of group averages, and that too many defiers would invalidate their
tests (p. 3276 last para). Probably tests at the individual level could have avoided
this (seems to be possible in their seventh experiment). They find little difference
between positive and negative effects, like 0.13 standard deviation, usually not
significant, and take this as evidence that there is not much experimenter demand
effect. They can also see which factors impact the effects. There is more for the
trust game than for effort tasks, for instance.

The basic idea is nice and useful.

It may seem that the paper uses deception. If for half the subjects they say they
expect a positive result, and for the other half they say they expect a negative
result, it may seem that at least one is untrue and must be a lie. But this is,
fortunately, not so because the instructions are self-fulfilling prophecies.

A bit of a difficulty, especially for the strong treatment, where experimenters’
hope is expressed, is that it would be lousy research because researchers are not
supposed to try to influence data that way. This may give a general bad
impression of research, which is especially damaging if done in an often-used lab.
Also, this can arouse emotions in subjects that can distort the experiment.

This paper is only of interest to specialists doing experiments and has no other
implication of interest to general economists. It think it would have been better in
a specialized journal, not in this broadly read journal.

The authors develop a theoretical model for experimenter demand effect but I
must say that it did not seem to be helpful to me.

P. 3276 footnote 11 is incomprehensible to me. The authors “thank” an
anonymous referee for it. Often, when authors have to add something weird
because of a silly referee (and possibly weak editor) and are annoyed by it, they
add a thanks to the referee so that the readers know so.

P. 3292: as the authors explain, it is very natural to find more experimenter demand in hypothetical choice than with real incentives, but they do not find this at all.

P. 3294: women are more prone to experimenter demand than men.%


{% NRC Handelsblad is a daily newspaper, with 200,000 copies per day, and is the 4th most sold newspaper in the Netherlands. %}

[Link to paper](https://doi.org/10.1007/s11229-019-02177-x)

*foundations of quantum mechanics*: discusses subjective versus physical interpretations, and determinism, in quantum mechanics.%

{% Forestry is a beautiful example of investing in the future. After replanting forests it may take 100 or 200 years before they become productive. de Vauban, hence, argued that the government or the church should handle this. %}

{% Forestry is a beautiful example of investing in the future. After replanting forests it may take 100 or 200 years before they become productive. de Vauban, hence, argued that the government or the church should handle this. %}

[Link to paper](https://doi.org/10.1016/S0304-4068(01)00064-7)


[Link to paper](https://doi.org/10.3982/te1960)

Calculated expected present value of annuity. May have been the first to use expected value for risk, and, also, present value for intertemporal. de Wit made this contribution, and some other scientific innovations, while being statesman, leading the Netherlands.


[Link to comments](https://papersandcomments.com)

Find that status quo effect becomes stronger for larger choice sets. This means that also for a fixed status quo, WARP is violated.


[Link to comments](https://papersandcomments.com)

biseparable utility: satisfied.

event/outcome driven ambiguity model: event-driven
Assume Anscombe-Aumann framework with the restrictive backward induction assumption of CE substitution, but do not assume EU for the second-stage lotteries, but Quiggin’s RDU. This is desirable for empirical purposes but loses the main pro of two-stage models: tractability. P. 380 footnote 7 follows up on this and mentions that omitting the two-stage could be desirable. More precisely, they consider a set of probability measures and a set of probability weighting functions (and only one utility function), over which they do maxmin RDU. Wang (2022, Management Science) will do maxmin RDU with a set of probability measures but only one weighting function.

The authors use an endogenous utility midpoint operation (p. 381), the one used by Ghirardato, Maccheroni, Marinacci, & Siniscalchi (ECMA 2003), which involves several certainty equivalents (so, many measurements!), and use it to mix acts statewise. On p. 383 they adapt it to decision under risk and mix lotteries by taking as joint distribution of two lotteries the comonotonic distribution (maximizing correlation). Then under RDU and also under biseparable utility the utility midpoints come as under EU. As a memory from youth, Wakker (1990 JET) showed that such comonotonic mixtures are preferred less than noncomonotonic ones if and only if pessimism holds under RDU. Fortunately, the authors use only this midpoint operation and not the extended subjective mixture operation as Ghirardato et al. (2003) did. The latter has the problem that it is too far from direct observability, requiring infinitely many observations for its very definition, e.g. for $1/3$-$2/3$ mixtures. An alternative concept of endogenous utility midpoints was used by Baillon, Driesen, & Wakker (2012): if $x_\alpha \sim y_\beta$ and $x_\beta \sim y_\gamma$, comonotonic, then $\beta$ is the endogenous utility midpoint between $\alpha$ and $\gamma$. This requires fewer indifferences by not using certainty equivalents, and no multistage. Baillon et. al. in their footnote 2 cite several preceding alternative definitions of endogenous utility midpoints.

Using the endogenous midpoint operation, the authors define quasi-convexity of preference (Axiom 5 p. 384) and the analog of certainty independence (Axiom 6 p. 386). They thus get a multiple prior representation for uncertainty. It is reminiscent of Alon & Schmeidler (2014) (improved by Alon 2022). Importantly, they do not need the EU assumption of the Anscombe-Aumann framework in this, using the endogenous operation instead. It gives them the freedom to use
alternative models for risk, where they characterize a risky analog of Maxmin EU
taking a minimum over RDU functionals. Their characterizing Axiom 4 is
bisymmetry-type to get biseparable. They can thus define ambiguity attitudes in
more realistic manners, using conditions that, in my terminology, are of the
source-preference type. A restriction is in Definition 7 that they only do it for
agents with the same risk attitudes, as common with the Yaari CE type conditions
as used here.

P. 386: “The RDU model is arguably the most well known non-expected utility model for
objective lotteries. The cumulative prospect theory model of Tversky and Kahneman (1992), for
example, is based on this framework.” (PT/RDU most popular for risk)

P. 393: The authors very properly point out that ambiguity neutrality means
probabilistic sophistication but with added that this involves (agreement with)
objective probabilities. They state this more or less implicitly in Definition 6, and
make it more or less explicit in Footnote 31. Probabilistic sophistication in itself
does not mean much if we do not specify the domain on which it is valid. The
footnote is about comparing with general probabilistic sophistication à la
Machina & Schmeidler (1992). The latter was, erroneously, taken as ambiguity
neutrality by Epstein (1999). His confusion came from his desire to avoid using
objective probabilities, something impossible when defining ambiguity neutrality,
as every experimenter will know. The last sentence of footnote 31 is:

“At the same time, both notions differ from probabilistic sophistication as defined by Machina
and Schmeidler (1992) in a Savage setup, as here we require that not only the agent reduces
subjective uncertainty to objective risk using a prior \( \pi \), but also that the non-expected utility
functional used to evaluate such reduction is the same one used to evaluate objective lotteries.”

P. 396 points out that they have nontrivial overlap with the cautious model.

Their whole analysis is focused on pessimism and aversion, and does not
consider insensitivity for instance, which is another direction of generalization
that I hope for.

Their model is called multiple priors-multiple weighting. %}

Dean, Mark & Pietro Ortoleva (2017) “Allais, Ellsberg, and Preferences for

{% https://doi.org/10.1073/pnas.1821353116

With N=190 subjects in a lab they do standard measurements of many decision
attitudes: Present discounting, risk aversion, common consequence, common ratio, ambiguity aversion, aversion to compound risk, altruism. They consider relations. Ambiguity aversion is strongly related to compound-risk aversion (80 percentage points), mixed (gains and losses) risk aversion, common ratio (40 pp.), common consequence (20 pp.). Ambiguity aversion is also strongly positively related to risk aversion. (correlation risk & ambiguity attitude)

The presence effect is strongly positively related to risk aversion, and discounting in general is weakly positively related to risk aversion. Strangely, presence effect it not related to common ratio or common consequence. Loss aversion is positively related to the endowment effect, also after correction for risk aversion. These results survive correction for all kinds of demographic variables.

Cognitive ability is measured using Raven’s matrices. It is not related to the other variables. (cognitive ability related to discounting; cognitive ability related to risk/ambiguity aversion; cognitive ability related to likelihood insensitivity (= inverse-S)).


P. 190 argues that there is more to risk attitude than can be captured in marginal utility; i.e., the point that Schoemaker (1982) is well known for.


conservation of influence

Patients want physicians to structure the problem and provide probabilities (those
two steps are described as “problem solving (PS)” in the paper, but want to influence utilities and decisions; argue that previous studies did not sufficiently distinguish PS from rest.


§4 cites von Neumann (1928) for the existence of mixed Nash-equilibrium in noncooperative game theory if preferences are quasi-concave w.r.t. probabilistic mixing.


Introduced modeling of uncertainty as multiattribute utility.


One-dimensional utility


Strength-of-preference representation: Theorem on p. 441; Introduced a solvability-like condition: if \( P(A,B) > z > P(A,D) \) then there exists \( C \) such that \( P(A,C) = z \).


{Preface, p. viii: “Outstanding among these influences has been the work ... which freed mathematical economics from its traditions of differential calculus and compromises with logic.”

Seems to be among the first to use the state-preference approach where states of nature are like dimensions of commodity bundles, like Arrow (1953).}


{The final working paper can be downloaded here:

https://cowles.yale.edu/sites/default/files/files/pub/d00/d0076.pdf

Since the 1970s, this paper is given all the credit for deriving additively decomposable representations from separability preference conditions, and I agree with this. But it is good to know that these results had essentially been known before, by Nataf (1948) and Fleming (1952) for instance, who in fact used weaker separability assumptions. However, those papers used differentiability assumptions, which are especially problematic for preference foundations. Debreu’s contribution is to do with only continuity and not use any differentiability assumption.

Theorem 2 gives utility-difference representation, using Shapley’s (1975, 1982) crossover property, assuming existence of quantitative ordinal representation already, and using solvability; formulates it for choice probabilities.

I never understood the last lines of Debreu’s proof regarding the function g, and conjecture that he assumes that local additivity implies global additivity on subsets of Cartesian products, which need not be true in general. I visited Debreu end 1990s and asked him but he did not remember. I also corresponded with Fishburn who in his 1970 book has similar problems. (See my annotations to his book.) He did not remember either. These things made me work on Chateauneuf & Wakker (1993 JME), where the missing steps are provided.}

A famous review. He brings the counterexample best known as later rephrased by McFadden (1974): the red bus/blue bus example.%


(one-dimensional utility; Good reference for existence of continuous representation of preference. %)


Seems to do the following (I did not read myself): risky utility $u = \text{transform of strength of preference } v$: Considers vNM utility $u$ on commodity bundles. Writes $u = f_0v$ with $v$ least concave utility function, proposes $v$ as riskless utility function and $f$ as reflecting risk attitude. %


P. 4, last paragraph: about integrability problem, that it can be bypassed altogether by moving from commodity space to pairs of points. %


Want to refer to my Fuzzy Sets and Systems paper but instead refer to my book. %

{% crowding-out: meta-analysis of 128 experiments on crowding-out %}


{% Test prudence and temperance. Find some support for prudence, but none for temperance. Results rule out CARA (constant absolute risk aversion) and CRRA utility (under EU). Results agree well with prospect theory (pp. 1414-1415). %}


{% They experimentally extend previous work to risk seeking and risk aversion orders exceeding order 4, and find two prevailing patterns: risk averters are “mixed risk averse”: they dislike an increase in risk for every degree n. Risk lovers are “mixed risk loving”: they like risk increases of even degrees, but dislike increases of odd degrees. %}


{% %}


{% %}


{% Discussion of artificial intelligence %}


{% About brain activities regarding numerical perception. Funny that the first author in this multi-author paper writes “I proposed … ” %}
Study risky choices where the outcome received is certain but the time of receipt is risky, citing Chesson & Viscusi (2003) and Onay & Öncüler (2007) as predecessors. Unlike their predecessors, they use real incentives. The main new condition is called stochastic impatience. Assume that you own 

\[(0.5: (t=0, x); 0.5: (t=01, x))\]

With probability 0.5 you receive $x$ today \((t=0)\), and with probability 0.5 you receive $x$ tomorrow \((t=1)\). You can choose which of the two small amounts \(x > 0\) is improved into \(X > x\). So, you can choose between 

\[(0.5: (t=0, X); 0.5: (t=01, x))\]

and 

\[(0.5: (t=0, x); 0.5: (t=01, X))\]

Stochastic impatience says that you should prefer the former. In general, the sooner you can get an improvement, the more you should like it, given that it occurs with the same probability. The condition is a special case of multivariate risk seeking. It is a convincing special case and can be given a normative status. (Another normatively convincing case is for chronic health states, where an improvement of health quality should be preferred more as it is associate with a longer time duration.)

The authors show that, within a large class of models, stochastic impatience implies risk seeking over time lotteries. This is not so if one relaxes independence between different periods. §4 discusses several generalizations of discounted expected utility, and whether to first integrate over time or over risk.

The experiments consider 50-50 lotteries over various timepoints. Thus there is a richer domain of timepoints than of risk levels, and more to do for time attitude than for risk attitude. %}

{\% For general nonEU, preference for diversification (~ convexity w.r.t. outcome mixing) implies strong risk aversion (called risk aversion in this paper) under continuity, but not the other way around. In the presence of the not-necessary quasi-concavity w.r.t. probabilistic mixing, the two are equivalent. \%


{\% \%


{\% \%


{\% Abstract: “We also argue … that nonchoice data, interpreted properly, can be valuable in predicting choice and therefore should not be ignored.”

P. 258 argues for what I would call the desirability of homeomorphism:

“Confidence in the story of the model may lead us to trust the model’s predictions more. Perhaps more importantly, the story affects our intuitions about the model and hence whether and how we use and extend it.”

Friedman argued against the desirability of homeomorphic modeling, arguing that all that matters is good predictions, but his argument weak because we usually cannot know what exactly will be predictions needed in the future. I argued this way in Wakker (2010 p. 3). I take it that these authors have the same opinion because they write on pp. 260-261: “Finally, even if a model does not immediately change or enlarge our set of predictions, it may yield a clearer understanding of why A might cause X.
Why would such an understanding be useful? The primary value of such understanding is that it may lead in the long run to more or better predictions. Lest this comment be misinterpreted, we emphasize that understanding may involve concepts for which the translation into observables is not direct.”

Several authors have argued that direct introspective questions on risk attitude are more useful than decision-under-risk experimental measurements because they better predict real-life decisions. I disagree. First, introspective questions often amount to just asking the same as the real-life decisions. But, second, risk attitudes are connected to rich theories with, for instance, meaning in normative models. I take it that these authors have the same opinion because they write on pp. 261: “For example, if A is the description of an agent’s choice problem and X is his purchase of insurance, we could trivially explain the choice by saying that he just likes to buy insurance policies. However, a fuller and therefore more appealing explanation is that insurance reduces risk and the agent values it for this reason. One reason this explanation would be more appealing is that it would lead us to make other predictions about his behavior—e.g., investment decisions. Hence a decision-theoretic model that provides a formal notion of risk and risk aversion provides a broader range of other predictions.”

P. 261: Besides fit, also intuitive interpretation of a model is important. I take it that these authors have the same opinion because they write on pp. 261: “As Kreps (1990) argues, this consistency with intuition is just another kind of consistency with data. Thus, in making out-of-sample predictions, we may be more inclined to trust an intuitive model with slightly worse predictions in sample than a less intuitive model that is more consistent with sample data. Conversely, if we find the story implausible, this may make us less willing to accept the predictions.” Then follows a footnote diplomatically criticizing Gul & Pesendorfer (2008): “Gul & Pesendorfer (2008) argue forcefully that the implausibility of the story of a model cannot refute the model. We entirely agree. However, the implausibility may make us less confident in the predictions of the model.”

P. 262 has the nice metaphor that a model can never be perfect similarly as a map cannot have scale 1 inch = 1 inch. The rest of §2, up to p. 264, gives many illustrations of this point, and that a falsification need not imply that we abandon the model.

P. 266 points out that axioms can be used to criticize and falsify a model. §3.1, pp. 265-269, discusses preference foundations, with axioms necessary and/or sufficient. It does not discuss the problematic nature of completeness and (not-purely-technical) axioms such as continuity. It takes behavioral economics as different than decision theory and then discusses differences.
§4.2, pp. 274-275: unlike Gul & Pesendorfer (2008), they are not entirely against using nonchoice data in economics.

§4.3 discusses good and bad axiomatizations. P. 276 claims that Kreps & Porteus (1978) and Segal (1990) were first to abandon RCLA, but the keyword second-order probabilities to model ambiguity in this bibliography gives earlier references, including Kahneman & Tversky (1975) and Yates & Zukowski (1976).

P. 276: “Identifying the key behavior and the domain is the most essential step, but also the step that is closest to an art. Thus we find it difficult to tell the reader how to do it or how to distinguish good and bad modeling choices.”

P. 276: “Axioms should be about variables of interest that are at least potentially observable.” I would state it more strongly: DIRECTLY observable.

P. 276 last para argues that axioms should not be too close to the representing functional. Here I disagree somewhat. In general, and maths., it is true that one wants axioms to keep a gentlemanlike distance from what they axiomatize, because otherwise the result is trivial. But decision theory is a different ballgame. Here the name of the game is to get behavioral axioms, not to do deep logic. I often prefer that the axioms are close to the functional axiomatized, because they then clarify the empirical meaning of that functional.

P. 277: “First, it is generally better to state axioms in terms of the preferences, not a series of relations derived from the preference. For example, a key in Savage’s representation theorem is the more-likely-than relation, which is constructed from the preference relation. Yet Savage states his axioms in terms of the preference, not in terms of the derived relation, as the preference is what we are making predictions about.” (derived concepts in pref. axioms) I think that derived concepts can be used if they greatly simplify things. I disagree much with the claim on Savage. As my annotations of Savage (1954) explain, most of his axioms use derived concepts.

P. 277 2nd para argues against “there exist” quantifiers, but “for all” quantifiers are just as problematic. One can more readily be verified, and the other falsified.

P. 277, 4th para points out that often there is a great deal of interaction between axioms, so that each in isolation does not give much.


§§2-3 can be read independently and give nice summary of decision models on the topic.

P. 528 makes a distinction between the state space of the agent and the, more refined, state space of the analyst. This would be a nice basis for Tversky’s support theory.

**SEU = risk**: P. 539 writes that Savage (1954) called the conceptual difference between known and unknown probabilities into question, in the sense that his axioms imply the existence of subjective probabilities and that the agent treats these in the same way as objective probabilities. 


Correction in their 2007 paper. Text up to p. 901 (§2) gives nice general introduction on Kreps’ (1979) *preference for flexibility* but interpreted as Kreps’ (1992) unforeseen contingencies.


In their 2001 paper, independence is too strong and continuity too weak.


A generalization of Gul & Pesendorf temptation.


This paper provides an expected utility axiomatization for decision under risk, extending the von Neumann-Morgenstern axiomatization to nonsimple prospects. Several preceding axiomatizations used conditions implying continuity of utility. This paper provides results that do not require continuity of utility. As pointed out by Spinu & Wakker (2012), more general results, neither using continuity of utility, had been obtained before by Fishburn (1975, Annals of Statistics, Theorem 3 = Fishburn’s 1982 monograph, Theorem 3.4), Kopylov (2010 JME), and Wakker (1993, MOR, Theorem 3.6).

An appealing feature of Theorem 1 in this paper, obtaining expected utility on the set of all probability distributions by no more than the usual weak ordering, independence, and Archimedeanity, and then stochastic dominance, is that it can be stated entirely in elementary terms, unlike the preceding references. It does imply boundedness of utility.

{% A very general version of the fundamental theorem of asset pricing (on no-arbitrage iff as-if risk neutral). %}


{% %}


{% time preference. Uses total utility theory of Kahneman et al. %}


{% Paper surveys behavioral-economics models in risky choice, intertemporal choice, social preferences, overconfidence, choice from menus, with some more framing effects. It focuses on a detailed discussion of a limited number of empirical studies, being field studies.

P. 318: in beta-delta model, beta captures self-control problems. %}


{% Reading the first two pages immediately reveals the kind of enthusiasm that the author has. Two characteristic sentences:

“In this chapter I ask: Is there an important role for structural estimation in behavioral economics, or for short Structural Behavioral Economics? For our purposes, I define structural as the “estimation of a model on data that recovers estimates (and confidence intervals) for some key behavioral parameters”.” %}
Reassuring to read that it is done for key variables.

And

“Having said this, should all of behavioral economics be structural? Absolutely not.”

I am glad that the author leaves space for other things! %}


{% %}


{% The abstract writes an average impact of a nudge in academic papers of 8.7 percentage take-up effect in academic papers, but I don’t know what this means. %}


{% %}


{% N = 9861 subjects from M-Turk. They investigate effects of (1) monetary incentives; (2) behavioral factors such as present bias, social preferences, reference dependence; (3) nonmonetary inducements from psychology. An example of the latter is: “Your score will not affect your payment in any way. After you play, we will show you how well you did relative to other participants.” Monetary incentives are more effective than nonmonetary inducements. A problem with the latter as implemented here is that they are put in a stark contrast effect, which will reduce their impact. They also have a treatment where they pay with small probability, but it seems not to work well (random incentive system). %}


% PE higher than CE; a very nice paper. %


% error theory for risky choice: In devising tradeoff-stimuli in multiattribute settings, it is useful to consider which sizes of tradeoffs will lead to minimal errors in the parameters of interest. Should think about the response errors, but also in the “leverage,” which means how much the parameter of interest is sensitive to a response error.

P. 108 (tradeoff method’s error propagation): Often the response error (in an absolute sense?) will increase with tradeoff size, but the leverage will decrease. This is a useful observation for the error-propagation problem in the TO-method. %


% value of information

Takes it in the EU-LaValle sense, of EU increase generated. There are not many
clear relations with risk aversion and so on. This paper does find some regularities. Usually the value of info decreasing in preference intensity. \%


\%


\%

Under linear-exponential (CARA) utility, utility is bounded above. Hence there is, for every probability, a loss threshold that cannot be made up by an infinite utility even. This provides an interpretation of risk tolerance. Table 1 gives results. \%


\%

Assume a prospect \( x = (p_1:x_1, \ldots, p_n:x_n) \). The authors assume that \( x \) is kind of compared to an independent replica. If the subject evaluates \( x_i \), he thinks that it could have been \( x_j \) with probability \( p_j \). Thus he evaluates the prospect by (using my notation)

\[
\sum_{i=1}^{n} p_i U(x_i) + \sum_{i=1}^{n} p_i \left( \sum_{j=1}^{n} p_j D(U(x_j) - U(x_i)) \right)
\]

where in the second summation \( D(U(x_j) - U(x_i)) \) is the disappointment of having gotten just \( x_i \) and not \( x_j \). If \( x_i \) is better than \( x_j \) then it is negative disappointment, so, it is elation. The authors use a different symbol \( E \) for the disappointment function defined on its negative domain.

It is natural that in disappointment emotions all other possible outcomes float around in the mind of the agent.

**biseparable utility**: for the most common \( D \), which is piecewise linear with a kink at 0. \%


\%

{% http://dx.doi.org/10.1016/j.paid.2009.04.013

gender differences in risk attitudes: no difference %}


{% One explanation of the home bias is that one wants hedges against domestic shocks. As an aside, this paper puts up other explanations. %}


{% Discuss questionaires to measure optimism/pessimism;
Find that optimism is not inverse of pessimism; they are more or less independent entities. %}


{% The consider risky choices from linear budget sets where the commodities are event-contingency payoffs. They assume given probabilities. Whereas Choi et al. (2007, 2014) considered 2-outcome lotteries, this paper considers 3-outcome lotteries. 3-outcome lotteries have been considered for ambiguity before but, apparently, not for risk. They quantify violations of theories by the well-known index of the minimal number of preferences that have to be changed to be able to fit the theory. This way, the number of violations of EU with stochastic dominance, suggesting that most problems come from violations of basic conditions. %}


DC = stationarity: Distinguish the conditions well, and have longitudinal data to properly test for DC (dynamic consistency) also. This paper is in this regard a particularly clean version of what was also done by Halevy (2015). The authors use the term dynamic consistency for what Halevy calles time consistency, the term age independence (which would in fact be my preference also, were it not that the conventions in the field have gone differently and are beyond return) for Halevy’s vague term time invariance, and the term stationarity is the same way as Halevy’s. The field has by now (2017) converged on Halevy’s terminology.

This paper does more, by comparing individual decisions with group decisions, where it again does a clean job showing that group communication (and not repeated choice or other-regarding preferences) decreases impatience and inconsistencies.


In Dutch. Propagates the tradeoff method, in general multiattribute setting, for consultancy purposes.

real incentives/hypothetical choice: propagates the use of hypothetical choice to reveal client’s preferences, because these can give precisely the data needed.}


ratio bias: seem to find it.}


SIIA/III A %}


Proposition 3.1: nice equivalent formulations of comonotonicity; P. 19: gives nice reference to Hardy, Littlewood & Pòlya (1934) with term “similarly ordered” for comonotonicity.


Analyzes optimal design of lotteries for RDU participants. Finite prizes can only be under implausible utility and probability weighting. Continuum of prizes can well be, under inverse-S probability weighting. 


**conservation of influence:** social sciences takes intentional rather than physical stance. 


**free will/determinism.** Seems to argue that there is no real difference between “real randomness” and quasi-randomness, in the same way as there is no real difference between “real free will” and quasi-free will. Wrote on it since 1980s.


Combining several non-independent belief functions. 


A good and well-organized review. Section 2.2 is on complete ignorance. Section 2.2.1 presents some common decision models for total absence of info, being
maximax, maximin, Hurwicz, Laplace, minimax regret. Section 2.2.2 presents ordered weighted average (OWA), which is in fact RDU taking uniform probabilities, nicely citing Yager (1988), for it, and with a pessimism index (Eq. 7) equivalent to the pessimism index of Abdellaoui et al. (2011 AER). Section 2.2.3 goes into axiomatizations. Section 2.3 gives vNM EU, briefly mentioning Savage. (A small detail: P. 93 erroneously writes that Ellsberg 1961 would have done experiments. This is not so.) Section 3 considers belief functions, with p. 94 mentioning imprecise probabilities, i.e., using sets of priors. Section 4 nicely presents decision models for belief functions as extensions of the models of §2. Belief functions can be taken as probability distributions over states of complete ignorance, providing the basic link. Section 4.2 gives the generalized Hurwicz criterion, §4.3 Smets’ pignistic model (like Jaffray’s but in its strictest version taking Laplace-type average utilities under complete ignorance; this was the first time I understood Smets’ model, having known its existence since youth). §4.4 has the generalized OWA criterion, §4.5 generalized maxmin regret, §4.6 Jaffray’s model exactly as I came to understand it. §4.7 considers dropping completeness. §5 considers imprecise probabilities, i.e., sets of priors. §6 presents Shafer’s (2016) decision theory, and §7 concludes. %}


{% substitution-derivation of EU: in their §2.

A generalization of Jaffray’s (1989) linear Utility Theory for Belief Functions (Operations Research Letters). Let us assume a best outcome M and a worst outcome m. If I understand right, they do not require that for every belief function over outcomes an equivalent objective lottery over \{m,M\} exists, but only some sort of belief u in M and belief v in m (so, 1−v is plausibility of M). For focal sets, preference only if both u and v dominate. Is extended to general belief functions by taking probability-weighted averages over u and v. Gives incomplete preferences. Jaffray’ theory is the special case where u=1−v always. Then we get completeness. Their Assumption 4.6, called monotonicity, is restrictive by more or less just assuming the representation in terms of u and v. Assumption 4.7, called dominance, requires that preferences between focal
sets are determined only by their best and worst outcomes, with an obvious dominance added. The authors rightfully point out that this is restrictive, implying the PCI (principle of complete ignorance), and violations of some sorts of monotonicity axioms, illustrated in their Example 8. With this assumption added, Theorem 4.3 results: a sort of two-tire representation, specifying two Jaffray-type functionals with local pessimism indexes \( \alpha_{m,M} \) and \( \beta_{m,M} \), respectively, and preference only if both functionals are higher.

Section 5 conveniently compares with other decision theories, such as Smet’s. Jaffray used sets of priors (called credal sets in belief-function-theory) to justify his axioms, but this interpretation does not seem to sit well with Dempster-Shafer combination of belief functions. He uses regular probabilistic mixing whereas this paper uses the Dempster-shafer combination rule for multistage mixing.

The authors take the belief functions over outcomes as observable (p. 200 l. - 4), which fits with Dempster (1967) who took them as objective but I think not with Shafer (1976) who took them as subjective.

P. 213 writes about Shafer’s (2016) new decision theory: “Shafer’s constructive decision theory needs to be fleshed out before it can be applied to practical decision-making situations.”


{\% Show that Yaari’s 1987 representation is dual to vNM EU. \%


{\% https://doi.org/10.1257/aer.20211252

value of information: on theory of rational inattention, when acquiring information is costly. Characterizes posterior separability. \%

This paper axiomatizes a subcase of the smooth ambiguity model. However, I think that this subcase is, essentially, recursive expected utility (REU). More precisely, it is isomorphic to REU. Explanation follows. For simplicity, I assume the state space finite and monetary outcomes with continuous utility.

REU (Kahneman & Tversky 1975 pp. 30-33; Kreps & Porteus 1978; Neilson 2010) assumes a two-stage event space with expected utility maximization at each stage (objective or subjective) and backward induction, but it deviates from EU by allowing for different utility functions in the two stages.

Notation is as follows. Events $C_1, \ldots, C_n$ partition the universal event. Each $C_j$ is partitioned into $E_{j_1} \ldots E_{j_m}$, where it is conceptually useful (see later) to note that $m_j$ can depend on $j$. Exactly one of the $C_j$ is true and conditional on $C_j$, exactly one of $E_{j_1} \ldots E_{j_m}$ is true. Outcomes are real-valued (money), and acts map events $E_{j_i}$ to outcomes. In principle, every assignment of outcomes to events is conceivable, and the act space, the domain of preference, is $\mathbb{R}^{m_1 + \cdots + m_n}$. In the smooth model, analogs of the $C_j$ are called second-order, and analogs of the $E_{j_1} \ldots E_{j_m}$ are called first-order, and I will follow this terminology here for REU. (In some other fields these terms are reversed, unfortunately.) Acts depending only on the $C_j$ are called second-order. The $C_j$ are also called conditioning events.

For a utility function $U$, conditional on each $E_j$, EU is maximized using $U$. ($U$ could also depend on $j$ but we assume not here. He, 2021, has a model with such dependence.) We do certainty equivalent (CE) substitution at each $C_j$ through such an EU model. After this done, we aggregate over the $C_j$s using EU with another utility function $V = \varphi \circ U$. The probability distributions conditional on $C_j$, so over the $E_{j_1} \ldots E_{j_m}$, are called conditional or first-order distributions. The probability distribution over the $C_j$s is the second-order distribution.

Apart from $V \neq U$, REU may be just any Bayesian model with multistage resolution of uncertainty as occurring in every application, and having nothing to do with ambiguity. But REU can be interpreted to capture ambiguity. We then take the probabilities conditional on the true $C_j$ as true/correct, but unknown in the sense that we do not know which $C_j$ is true. Some observations: The $C_j$ are exogenously determined. One can conceive/implement gambles on them, i.e., they can be outcome-relevant. For this reason, they have been called
physical/identifiable. Further, the events $E_{j1}, \ldots, E_{jm_j}$ for different $j$, may just be
different events, just disjoint, with nothing in common otherwise. In particular,
the $m_j$s can be different. We don’t say $E_{i1} = E_{j1}$ in any sense. We call each set
$\{E_{j1}, \ldots, E_{jm_j}\}$ a *conditional state space*.

REU is a particular ambiguity model that is not widely applicable. Its two-
stage setup is rarely available. Usually, uncertainty about true probabilities cannot
be specified in terms of physical/identifiable events. A gamble like “if the true
probability of $E$ exceeds 0.65 then you receive €40” is usually inconceivable
because we cannot identify the winning event. Ellsberg urns do allow for such
gambles if the content of the urns can be inspected, but this is not representative
of natural ambiguity.

The smooth ambiguity model (SAM) seeks general applicability. It uses a
functional form like REU, but with two differences. First, the events $C_j$ to specify
the true probabilities are not required to be identifiable. They are allowed to
come from nothing other than specification of the true probabilities, and can be
equated with them. The probability distribution over the $C_j$s then is simply a
“second-order” distribution over the first-order distributions. (That there are
infinitely many such events does not affect any claim in this analysis.) Thus, the
smooth model becomes applicable whenever one is willing to accept a concept of
true probability, where that probability is allowed to be subjective. (Although
most ambiguity theories popular today (2022), including multiple prior theories,
use a concept of true but unknown probability, I think that it is not meaningful in
many applications.) Second, $m_j = m$ is independent of $j$ and for each $i$ we identify
all $E_{ik} = E_{jk}$ for all $i \neq j$ and $k$, writing $E_{ik} = E_{jk} = E_k$. Thus, the first-stage probability
distributions all concern the same events. I call $\{E_1, \ldots, E_m\}$ the *unconditional
space*. The crucial restriction for unconditional state space that we impose is that
any act should assign the same outcomes to all $E_{ik} = E_k$ for all $i$ and $k$. Thus, the act
space, the domain of preference, is not $R^{m_1 + \cdots + m_m}$ or $R^{mn}$ but $R^n$ (to be
expanded later). Because there is no exogenous specification of second-order
events it is sometimes said that it is endogenous. Strictly speaking, the set of all
first-order distributions is given beforehand though and can be called exogenous.
The second-order distribution is subjective and endogenous—as it can also be in
REU. Because all second-order distributions are now considered, and not just those over the Cj’s, this free parameter of SAM is of very high cardinality with little parsimony.

That the second-order events are no more identifiable, brings serious observability problems for experimental and theoretical analyses of SAM. The analyses provided in the literature as yet invariably assumed identifiable second-order events. They concerned REU rather than SAM.

Klibanoff, Marinacci, & Mukerji (2005), KMM provided a preference foundation. However, in this they assumed second-order acts, maps from the set of all first-order probability distributions to outcomes, available. For those, the second-order events should be identifiable after all. The authors acknowledged and discussed this problem on p. 1856.

Denti & Pomatto (2022) provided a preference foundation for a subclass of SAM, but it is in fact REU, or isomorphic to REU. They do not explicitly assume a two-stage model, but require separability (the sure-thing principle) of the second-stage events Cj. It is well-known, though, that two-stage backward induction is equivalent to separability of the conditioning events. As for an unconditional state space, a conditional state space can always be formally turned into an unconditional state space as follows. The unconditional state space S is defined as the union \( \{E_{j1}, \ldots, E_{jm_j}\} \cup \cdots \cup \{E_{n1}, \ldots, E_{nm_n}\} \), containing \( m_1 + \cdots + m_n \) states. Let \( P_j \) denote the REU conditional probability measure on \( \{E_{j1}, \ldots, E_{jm_j}\} \). Then \( Q_j \) is the unconditional probability measure on S that agrees with \( P_j \) on \( \{E_{j1}, \ldots, E_{jm_j}\} \subset S \) and assigns probability 0 to the rest of S. This way REU with a conditional state space can formally be turned into SAM with an unconditional state space. However, it is a very special case, where the conditional probability distributions have empty support. I call this case a quasi-unconditional state space. It is isomorphic to REU. It is similar to Cerreia-Vioglio, Maccheroni, Marinacci, & Montrucchio’s (2013 PNAS) orthogonality which also imposes disjoint supports and then shows that a second-order distribution then is identifiable.

Exogenous concepts can be turned endogenous using the “there exists” quantifier. Thus, in REU, instead of assuming the two-stage decomposition with separable events \( E_j \) given beforehand, one can start from a general state space and
then assume that *there exists* a two-stage decomposition with separable $E_j$, and then impose all restrictions. A nice thing with separable events, noted by Gul & Pesendorfer (2014), is that usually there is a maximal partition/sigma-algebra of those events, a common refinement of all. It obviously is unique. The point is that if two events are separable then by Gorman’s theorem usually so is the algebra generated by them.

I think that this paper axiomatized REU. It used separability as equivalent to two-stage folding back, a quasi-unconditional state space, and a “there exists” endogenization of something exogenous, but the result is isomorphic to REU. In particular, the main novelty of SAM over REU, nonidentifiability of the conditioning events, is not there. It is needed to move from REU to general ambiguity.

I next discuss terminologies and notation used by the authors. The abstract suggests a preference foundation for the general smooth model. But it is only if there are identifying conditioning events. The authors use the Anscombe-Aumann framework. The authors interpret the identifiable conditioning events to be statistical models. But they can be any kinds of events satisfying separability. Equating separability with being a statistical model is an interpretation. P. 552 middle writes: “Under this view, ambiguity is generated by uncertainty about the correct law of nature $p$, rather than by inability to express decisive first-order beliefs.” Thus, they assign some objective physical meaning although it will be purely subjective and endogenous in this paper. The sentence “We ask $P$ to satisfy what is perhaps the single most fundamental assumption in statistical modeling, that of being identifiable.” (p. 552) shows how important the identifiability assumption of the authors is to themselves. Identifiability in the first displayed eq. on p. 552 means disjoint supports of the correct laws of nature, i.e., they are 100% incompatible, which of course is a very restrictive assumption. The later sentence “identifiable smooth preferences formalize the common view that ambiguity is due to lack of information” puts identifiability in a broad perspective.

The predictive assessment $\pi$ is the overall probability measure over the state space that gives the probabilities of the conditioning events $E_j$ and, conditioned on $E_j$, the candidates for being called correct law of nature. The sigma-algebra $T$ is the one generated by the conditioning events. The last sentence on p. 552 was
incomprehensible to me: “Both T and π are purely subjective and make no reference to any agreed-upon statistical notion of “true” law of nature.” Because just before the authors endorsed the interpretation of true law of nature.

The main axiom in the axiomatization is Axiom 4 (p. 560). It combines the sure-thing principle for the conditioning events with the vNM independence condition (using the mixture in their Anscombe-Aumann framework) conditional on the conditioning events, the latter formulated indirectly via a $\succ^*$ relation.

Proposition 4 has a condition of more perceived ambiguity which is roughly equivalent to having the same 1st order utility and a less refined set of separable (conditioning) events. Proposition 5 has the usual more-ambiguity-averse relation through Yaari-type certainty-equivalent comparisons, which capture the desired attitudinal component, ambiguity aversion in this case, by assuming all other components (the vNM utilities in the 1st order events) fixed. Then it corresponds with $\phi$ being more concave and same $\pi$s.

P. 566 2nd para nicely points out that identifiable events may not be available.


{%% Optimal risk sharing. %}


They show that salience theory can accommodate skewness preference. However, they do not take salience theory in its original form, but a continuous version that in fact is a special case of (generalized) regret theory. Fortunately, they state this explicitly, in §2 (I would have preferred in the intro though).

P. 2063 para below Def. 3 discusses a normalization. But it should be understood that the preference functional is invariant up to multiplication by any positive function $g(C)$ where $g$ can entirely depend on the choice situation $C$, so that this normalization has no empirical meaning.

In itself it is not surprising that salience theory can accommodate much because of its big generality, also its continuous version. In an experiment they find violations of transitivity. This is a violation of every transitive theory including prospect theory (**PT falsified**). It can be taken as support for salience theory

§2.2 defines certainty equivalents. In the absence of transitivity, these do not mean much.

§7.3 critically discusses regret theory. For one, the authors argue that regret must be anticipated, requiring info about the forgone outcome. This info need not occur in their experiment, for instance if subjects receive a sure outcome. I see this differently. First, regret theory is only more convincing if info about foregone outcomes, and will still be working, but weaker, if not. But, seond, this holds the same for salience theory. Salience will be weaker if no info about foregone
outcome. Further, this is only a difference of interpretation, not of preference functional.}\}


\{%


\{%


\{%

Should rare diseases get priority in C/E (cost-effectiveness) analyses? This was asked to Norwegian doctors, and to the general public. Doctors, rationally I think, did not want prioritizing the rare diseases, but the general public did. Doctors did want to leave a little budget for the rare diseases, and did not want the budget to go entirely to the more frequent disease with more cost-effective treatment.\%


\{%

Seem to find that people are not willing to spend more money on rare diseases if the opportunity costs (non-rare-disease treatments lost) are specified.\%


\{%

About 3,000 subjects answered questions between two hypothetical choice questions. Half of them got either an opt-out choice option added or a “neither” option. Between-subjects, more subjects chose neither than opt-out. In debriefings, subjects turned out to give many different interpretations to these options, such as that they wanted improvements of the options offered. In particular, the “neither” option got any interpretations, because of which the
authors in their conclusion advise against it. It also gave a worse model-fit, adding to the authors warning against it.

For the other half of subjects it was as above, but also a status quo option was added. 55.7% chose the status quo. I am not able to interpret this because I don’t know how good the status quo was relative to the other options. In general, the added options did affect choices, but no clear conclusions can be drawn from this.


Assume random variables $X_1, \ldots, X_n$ with some joint distribution that is assumed hard to analyze, and consider their sum. They are maximally correlated, and their sum is most risky, if they are taken to be comonotonic (Theorem 1, p. 258). Hence, under risk aversion, a comonotonic combination of the marginals gives a worst-case approximation. The authors demonstrate analytical advantages, taking the $X_j$ as incomes over several years, and considering criteria as maximization of probability of reaching some target (the “terminal wealth problem,” p. 254) or maximizing the $1-p$ quantile (the “$p$-target capital,” p. 277), or maximization of integral over the lowest $p$-part of the distribution etc. for investment problems (conditional left-tail expectation).


Give survey of risk measures, and how those can be modeled through RDU.


Given small fees, under EU it is optimal to evade tax. Prospect theory can explain that people still pay tax.


Find that a model with prospect theory for taxpayers and EU for government best explains phenomena related to tax. Nice for the view that PT is descriptive and EU is normative.


Becker argued, based on EU, that punishment of crimes works best if the the punishment is maximized while probability of punishment may get very small. The authors show similar things under RDU and PT, where the overestimation of small probabilities will add.


A cardinal version of Arrow giving utilitarianism.


Subjects trade state-contingent payments in an experimental market. They get a prize conditional on an event, either a chance event with known probability 0.5, or an event about temperature exceeding some value in some city. The temperature was always the median, although subjects did not know this. In one treatment, subjects indicated about which cities they were knowledgeable, in the other not. If subjects understood arbitrage, all market probabilities would satisfy the laws of probability.

Subjects may pay more for gambling on an ambiguous event than on a chance event, not because they are ambiguity seeking, but because they consider the ambiguous event more likely, especially if they are knowledgeable. Hence just testing that is not good. The author, properly, always takes the price for a gamble.
on an event PLUS the price on its complement, thus avoiding likelihood effects as mentioned and truly testing ambiguity attitudes.

Subjects paid most for ambiguous events they were knowledgeable about (ambiguity seeking), more than for random events, and paid more for the latter than for ambiguous events they were not knowledgeable about. This confirms the competence effect of Heath & Tversky (1991). As explained by the author, it also implies arbitrage opportunities. %}


{In Voluntary Contribution Mechanism games, ambiguity aversion may be an explanation for deviations from classical models rather than other-regarding preferences. %}


{all hypothetical. N = 84.

second-order probabilities to model ambiguity

Table 6: to some extent ambiguity seeking for losses (because anchoring and adjustment model, which is inverse-S, does by far the best)

reflection at individual level for ambiguity: only losses so does not consider it. %}


{losses from prior endowment mechanism: Subjects receive £10 as prior endowment, and then are faced with a risk of losing these £10 again, and can “insure” against it. This term insure is NOT used in the instructions for the subjects. It is described to them as “reduce this potential loss to zero.” In one treatment they receive probabilities of loss, in second it is said that an expert has guessed a probability, in a third an expert has expressed an interval of probabilities, and in a fourth (“SOP”) the probability is mean of second-order probability distribution. Difficulty with second treatment may be that there is no
full control of belief, and a regression to the mean (0.5) can be expected because of absence of control for beliefs, and not because of ambiguity attitude, in the same way as this occurs in studies by Einhorn & Hogarth.

They interpret the second-order probabilities treatment as more probabilistic information and less ambiguity than the expert-judgment treatment, but find no significant differences in the data (though they discuss nonsignificant trends).

**ambiguity seeking for losses**: find this for high probabilities

**ambiguity seeking for unlikely**: they find the reflected effect; i.e., ambiguity aversion for unlikely losses.

Find ambiguity neutrality for intermediate probabilities (0.20 to 0.50).

**reflection at individual level for ambiguity**: only losses so does not consider it.


{%

**ambiguity seeking for losses**:

Study ambiguity attitudes for gains and losses (comparing gambles with known probabilities to those with unknown). Ambiguity means second-order distributions. Use WTP questions. For losses they have, in fact, regular CE (certainty equivalent) questions and there their findings agree with those in the literature; i.e., with ambiguity seeking for events of moderate and high likelihood.

For gains, the WTP questions mean that, after aggregation of the gamble obtained and the price paid, it is a gamble with a gain and loss, so, loss aversion comes in.

Real incentives: by means of auctions among 8 participants each time.

**reflection at individual level for ambiguity**: only losses or mixed (that is what WTP for gains is) so does not consider it.

**correlation risk & ambiguity attitude**: Table 6: no relation. %}


{%

Compare bidding behavior and prices in market-like settings to valuations obtained from individual pricing tasks. Repetitions of the market experience
tends to improve SEU. (real incentives/hypothetical choice) Presence or absence of financial incentives does not matter.

**second-order probabilities to model ambiguity**: ambiguity is generated through second-order probabilities.

It is not easy to derive aspects of individual risk and uncertainty attitudes from the findings of this paper. First, participants get 8 (or 8 times 4?) repetitions of gambles and are paid the sum of the separate gambles, so, it is not single choice but repeated and integrated choice. Second, the bidding and market environment can distort. Third, for the real incentives experiments, participants receive a prior payment so that in total they never really lose and, therefore, the part of the participants who integrate the payments and don’t do isolation do not really perceive losses. (The third argument does not hold for the hypothetical payment participants.)

The real incentives were 1% of the nominal amounts.


{Show how direct introspective measurements of happiness are affected by macroeconomic phenomena.}


{Develops a decision model for the Harsanyi/Mertens-Zamir hierarchies of beliefs over types.}


{How counterfactuals are construed and justified. Omniscientist does not benefit from considering counterfactuals.}


Show that people who are more subject to decision biases more often refuse flu vaccin. To the extent that the latter is irrational [sic] biases then correspond with bigger irrationality in real-life decisions. DiBonaventura, Marco daCosta & Gretchen B. Chapman (2008) “Do Decision Biases Predict Bad Decisions? Omission Bias, Naturalness Bias, and Influenza Vaccination,” Medical Decision Making 28, 532–539.


Kirsten & I: assumes bounded utility, infinitely many time points as in Koopmans (1960), and shows that continuities imply ultimate impatience. And that his versions of continuity preclude symmetry (such as under zero discounting) of the preference relation. Diamond, Peter A. (1965) “The Evaluation of Infinite Utility Streams,” Econometrica 33, 170–177.
Assume a fair coin toss, giving heads (H) or tails (T). There are two agents, A1 and A2, in the society. The two matrices give two risky welfare allocations. Diamond argues for the preference indicated based on fairness. That this means that society should violate the sure-thing principle because the process matters. He uses this to criticize Harsanyi (1955).


N = 9 subjects. Real incentives: Random prize mechanism, but with two choices paid out which may have generated some income effect. Data are from the same experiment as their Management Science 2003 paper.

**risk averse for gains, risk seeking for losses**: They find that, with much risk aversion for gains and close to risk neutral for losses. In choice situations where one of the two options is riskless, brain activities and response times are different than if both options are risky. The latter finding is repeatedly interpreted by the authors as showing that “choice behavior alone [they mean whether it is going for lowest variance (called risk averse) to highest variance (called risk seeking)] does not reveal completely how choices are made” (p. 3536), and as possibly informative on policy decisions and on how social institutional forms (regarding risky situations) have evolved (p. 3541). They interpret context-dependence not as it is commonly done in the literature, where preferences and utilities over IDENTICAL choice options are different due to different contexts (= available choice options), but they interpret it as changes from biggest-variance to smallest-variance choices when the choice options are different. %}


**From the abstract**: “The model predicts that the further two stimuli are from each other in utility space, the shorter the reaction time will be, fewer errors in choice will be made, and less neural activation will be required to make the choice.”%


**Seems to be experimental counterpart to Köbberling & Peters (2003). %} 


Formalize support theory with axioms. Probably first to give preference axioms for support theory.

There is formally a set of states of nature, and a set of hypotheses, where each hypothesis corresponds with an event but different hypotheses may correspond with the same event. They consider extended gambles, being gambles with outcomes depending on hypotheses. They use an affine bookmaking argument corresponding with multiple priors, where the different priors relate to the nonextensionality.


The authors carefully test the aspiration level theory introduced by two of them in the well-known Diecidue & van de Ven (2008). They do not find any support at all. I admire their decision to just publish this negative finding. Prospect theory can explain their findings.


Dutch book.


https://doi.org/10.1023/B:RISK.0000046145.25793.37 utility of gambling

Pp. 248 discusses restrictiveness of monotonicity/weak separability.


Link to paper
The authors give an appealing and very efficient preference foundation of RDU with: (a) Power weighting; (b) exponential weighting; (c) \textbf{inverse-S} weighting with a power function $cp^a$ up to some reflection-point probability $t$, and a different dual power function $(1 - dw(1-p)^b)$ thereafter.

The result is efficient because, first, it only uses the richness present in the probability scale anyhow, and no richness of outcomes. Second, besides the axiom to characterize the particular shape of $w$ (such as $P \geq Q \implies \alpha P + (1-\alpha)0 \geq \alpha Q + (1-\alpha)0$ to have power-w) the authors only use a general rank-dependent additive separability condition, and nothing extra to separate probability weighting from utility. The latter comes free of charge, so, to say.

The result is appealing because all preference conditions used are direct weakenings of vNM independence, with the power weighting axiom directly related to the common ratio effect and the exponential weighting axiom directly related to the common consequence effect.

So, this paper is exemplary both regarding the technical richness conditions and regarding the intuitive conditions! \%


\% \textbf{tradeoff method}: Regret theory gives up transitivity. It is hard to imagine what optimization then means, and what a utility function could mean. This may explain why measuring or axiomatizing it is hard. Mainly Fishburn worked on axiomatizations with his skew-symmetric models. Bleichrodt, Cillo, & Diecidue (2010) showed that the tradeoff method can be used to still measure the theory. This paper shows that it can give an axiomatization of the most popular special case with nonlinearly transformed utility differences. D-transitivity generalizes transitivity by imposing it only whenever one of the antecedent preferences is by dominance. The proof heavily uses a nontransitive state-dependent utility axiomatization by Fishburn (1990). The acknowledgement makes clear that Horst Zank contributed much. \%}

{\% Payne (2005) and others have shown that people are especially sensitive to the probability of a lottery giving strictly positive outcomes, and giving strictly negative outcomes. This paper formalizes the idea, adding only that deviation to EU. Mathematically, though not psychologically, this amounts to the same as utility being discontinuous at 0. {\%}


{\% https://doi.org/10.1023/A:1011877808366

inverse-S {\%}


[Link to paper](https://doi.org/10.1016/S0165-4896(01)00084-1

Dutch book {\%}


[Link to paper](https://doi.org/10.1007/s11166-007-9011-z

violation of certainty effect: p. 195 penultimate para {\%}


[Link to paper](https://doi.org/10.1007/s11166-007-9011-z

{\% Provide statistical techniques for analyzing censored risk aversion measurements. {\%}


The paper analyzes the common ratio effect. Unfortunately, what the authors call common ration is not so, but the authors add uncommon things. It is in Definition 2, p. 4. The new condition of his paper, called indistinguishability of small probabilities \(\lim_{p \to 0} w(\Delta p)/w(p) = 1\) for all \(0 < \Delta < 1\), only comes about because of the authors’ uncommon things. Next follow details.

First, the authors’ definition restricts attention to two lotteries of the same expected value (\(\Delta p: z\)) (receive outcome \(z\) with probability \(\Delta p\), and outcome 0 otherwise) versus (\(p: \Delta z\)) (where \(0 < p < 1\), \(0 < \Delta < 1\)), where \(p\) varies. Hence, a preference reversal must always combine risk aversion with risk seeking. Second, they require that there is only one preference reversal. A difficulty is that the definition is not clear on its quantifiers. Is it for every such pair of lotteries? Is it supposed to happen for EVERY possible utility function? Proposition 1 gives a
formal result. As it turns out there, for each fixed lottery pair they want the preference reversal FOR EVERY UTILITY FUNCTION. It is only this restrictive and unusual assumption that implies the new condition of his paper, indistinguishability of small probabilities.

P. 1 2nd column: The preference condition of Prelec & Loewenstein (1991) is equivalent to the other definitions as soon as utility is regular (strictly increasing and continuous). Contrary to what the authors claim here and repeat later, it does NOT depend on utility beyond it being regular.

The discussion on p.2 2nd column last paras, and several other places, not only has the problem that the authors are restricting attention to lotteries of the same expected value, but also that on the domain considered (one nonzero outcome), a joint power of probability weighting and utility is in general unidentifiable. It becomes identifiable only if one adds further assumptions such as specifying utility. In this paper a restriction on the transformations that can be considered comes from the assumption that utility is concave (for gains). Yet this leaves too much flexibility to speculate meaningfully on convexity/concavity or over-weighting/underweighting of the probability weighting function.


\% Unfortunately, what the authors call Allais paradox is not so, but is the common ratio effect. The Allais paradox concerns only the case where one probability is 1, so that the certainty effect is involved. The common ratio paradox can also apply to small probabilities near 0, making them be overweighted much, which increases rather than decreases the value of the St. Petersburg paradox. The authors here use a part of the common ratio effect that is NOT the Allais paradox.

Btw, whether empirically there is risk seeking or risk aversion for truncated versions of the St. Petersburg paradox is not so clear. Tversky & Bar-Hillel (1983) predicted risk seeking.

If all experts have subjective probability 0.70, should aggregation also be 0.70? Probably yes if something like fair group decision, but less so if purpose is information aggregation.


A scoring rule for judgment aggregation.


By, unlike this paper, using mother sets (basic starting sets from which everything comes), I present a simplified version of this paper’s model: Assume a Savagean “mother structure” of a mother state space $S$ and mother outcome set $X$. $T$ is a set of contexts. For every context $t$, a structure called a Savage Structure $S_t$, $X_t$ is given where $S_t$, $X_t$ partition $S_t \subset S$ and $X_t \subset X$, respectively. An act maps $S_t$ to $X_t$.

An element $x \in X_t$, so $x \subset X$, is a set of outcomes that the subject cannot distinguish, so, blurs, and $s \in S_t$ is similar. It reflects limited awareness. For each Savage structure an SEU model is given.

Consistency conditions between Savage structures are imposed. If $U$ denotes a “mother utility” on $X$, then $x \subset X$ may have as utility the minimum of $U$, or maximum, or something else, but if different contexts have overlaps of outcomes then there their utility functions are affinely related. Probabilities over different contexts are assumed to be consistent in having the same event-probability-ratios where-ever there is overlap, as resulting from Bayesian conditioning and so on. $S_t$ and $X_t$ are called objective states and outcomes encompassed in context $t$, respectively, and $S_t$ and $X_t$ are subjective.

The paper does not start from an underlying mother structure, but starts from the various Savage structures. Then ensuring consistencies such as handling states of nature appearing in different contexts, (partially) overlapping, and giving no violations of set-monotonicity of probability for instance, is more complex to handle.

Although the paper assumes that every $S_t$ and $X_t$ are finite, it also assumes that each such structure can be extended to an infinite structure that maintains all
axioms and satisfies Savage’s P6 to the required degree, and in this sense still assumes infinitely many Savage structures, in Axiom 6** on p. 19. Axiom 6 on p. 20 is similar. The paper describes this on pp. 18-19:

“Just as Savage’s 6th postulate, Axiom 6* is very demanding. It forces the agent to conceive plenty of small events, ultimately forcing all state spaces St to be infinite (assuming Axiom5 for non-triviality). I shall thus use a cognitively less demanding Archimedean axiom, which permits all state spaces S; to be finite. To avoid ‘state-space explosion’, it allows the events A1, ..., An to be not yet conceived in context t: they are conceived in some possibly different context t’. So the agent can presently have limited state awareness, as long as states are refinable by moving to a new context/awareness. The slogan is: ‘refinable rather than (already) refined states’. To refine states, it suffices to incorporate new contingencies into states until a sufficiently fine partition exists;”

The paper also considers structures with partially objective states, and then assumes those infinitely many. See Remark 20, p. 26. The agent is stable in preferences and beliefs for objective levels of description, but instable for subjective levels.

The paper cites Ahn & Ergin (2010) for a related partition-dependent model. Such models were also used by Luce, unknown to Ahn & Ergin and this author; see my comments to the Ahn & Argin paper. %}


{% https://doi.org/10.1016/j.jet.2021.105255

Combines values linearly and beliefs geometrically to get an aggregation that is both statically and dynamically desirable. %}


{% If judgment aggregation is relaxed by allowing for incomplete judgments (so as to escape from the dictator result), only an oligarchy result follows. %}


{% paternalism/Humean-view-of-preference:

Propose a theory with weighting arguments to underly choice making, giving
reasons why subjective parameters such as utility are as they are. The primary purpose is positive, although there are also implications for normative choice. The opening para equates rational-choice-in-general (which can include intertemporal choice) with expected utility maximization. \%


\%

\%

\% How preferences come into existence and can develop depending on properties of the alternatives, with a role for perception and formal versus substantive concepts of rationality. (coherentism) \%


\% Argue against Gul & Pesendorfer’s mindless economy. The authors favor, as I do, the mentalist view, where concepts as utility are treated as really existing, such as electrons. I like more the comparison with energy. (coherentism)

Section 3.1, nicely, puts forward the misconception of a fixed evidence base: The strict revealed-preference view does not realize that we cannot predict what phenomena and data we may get in the future, and that we cannot exclude the future decision-relevance of what now only is introspective data. I argue the same in my 2010 book p. 3 3rd para. This is why I disagree with Friedman (1953).

Section 8, p. 274, nicely, formulates the supervenience thesis: people who think that micro-levels such as molecules completely determine macro-levels. \%

R.C. Jeffrey model; updating: discussing conditional probability and/or updating: Present a general model of belief updating that contains Bayesian updating but many generalizations most notably for Jeffrey’s model. 


I discovered this in Sep. 2011 because Nicolas Gravel sent it to me. Many theorems on EU with finitely many equally likely states. P. 358 explains how the theory of general means is related to decision making. It discusses consistency in aggregation, as used by Nagumo and the like, and as generalized associativity or substitution independence from DUR. Section 3 shows that you essentially only need it for binary decompositions of the attributes and for the overall attributes, and not for all decompositions of the attributes. This is similar to Köbberling & Wakker (2003, p. 407 bottom), who wrote, on multisymmetry: “The preference conditions need to be imposed only on one mixing event. With the exception of Quiggin (1982), all the works mentioned imposed the preference conditions on all mixing events.” K&W are somewhat more general because they have no symmetry. They did not know about Diewert’s chapter.

Diewert also discusses constant absolute and relative risk aversion for these functionals, and aversion to mean-preserving spread type conditions.

End of §4 mentions that log-power and linear-exponential is “all of the nontrigonometric elementary functions of one variable.”

§7 considers variable dimension, with all finite-dimensional subspaces. It points out the omission in Blackorby, Primont, & Russel (1977) of not imposing consistency across different dimensions so as to ensure the same utility function there (following Proposition 20). It points out that one gets all rational-probability prospects this way. It also tries to extend to nonrational-probability prospects by taking limits, but then from Eqs. 150-152 implicitly uses that the functional is continuous in probability (the continuity it refers to is of the EU functional, and not of the functional considered and yet to be proved to be EU).

The paper throughout gives generalizations to implicit (betweenness)
functionals as studied primarily by Chew. It heavily leans on Chew & Epstein (1989), a paper that unfortunately has several mathematical problems. %}


{% Discovering new particle in physics requires p-value of 1/(3.5 × 10^6). Reason is that apparently H₀ and H₁ were not specified well a priori. This is called the problem of multiple comparisons, or, in popular press, the look-elsewhere effect. %}


{% intuitive versus analytical decisions; In simple situations, conscious deliberation gives best decisions. In complex situations, unconscious thought does better. %}

Abstract 1.2 writes that the authors use recent insights into …, so as to suggest novelty. The novelty viz-a-viz many preceding studies into analytic versus intuitive decision making seems to be that these authors put forward some explanation about unconscious, but this is speculation and other explanations as in Wilson & Schooler (1991) work as well.

P. 1005 middle column write: “the idea that conscious deliberation is the ideal (if not always attainable) way to approach a decision forms the backbone of classic (4, 5) as well as contemporary perspectives on decision making (6, 7) …” I disagree. Also decision theorists including me and many others know that in most decision situations decision theory has absolutely no help to offer. Only if very particular conditions are met (such as completeness of preferences over a rather rich set of prospects), it can be of some use. During my work in health this happened for 1 out of 1000 diseases. (Many decision theorists, unfortunately, oversell their theories by making the mistake, common in any science, to pretend that they cover everything in life.)

One of the many problems for the studies is that the evaluation of what is the best option is weak in each study. In the car studies (studies 1 and 2) the criterion taken is that the car is to be best that is best on MOST attributes (described as “normative” on p. 1006 middle column). But very obviously, different individuals weigh the attributes differently. (P. 1006 2nd column end of 1st para qualifies this as normative.) Maybe the subjects subconsciously just went by
majority-attribute rule as a heuristic. In study 2 they may just have reported bigger evaluation differences because of lack of nuance. In studies 3 and 4, the outcomes of deliberate choice need not be worse, but instead there may be an error in the evaluation of the outcomes of nondeliberate choice being that people here haven’t thought enough about the drawbacks of their choice so that their evaluation as given is too optimistic, and there then is more space for instance for cognitive dissonance. Also, people may think more, or less (which may depend on complexity) BECAUSE they like it less. There are too many interactions between selection criterion and dependent variable of how much they like it.

Wilson & Schooler (1991) in a thorough study on the same topic, write (p. 182 2nd column penultimate para): “evaluating a stimulus on several different dimensions causes people to moderate their evaluations.”

They claim, p. 1005 top of 3rd column, that scientists have investigated the pros of unconscious decisions “infrequently” and that they are going to show the opposite, suggesting novelty on this point. But there have been dozens of solid studies doing and showing it before, as the keyword intuitive versus analytical decisions in this bibliography shows. To not only claim this novelty for the superficial readers, but also defend against closer readers that they do not claim this novelty and that they do credit predecessors, the next para lists a number of predecessors.

P. 1005 3rd column middle writes “Two reasons why conscious deliberation sometimes leads to poor decisions have been identified” but there are many similar biases.

P. 1006 claims: “Unconscious thought does not suffer from low capacity,” citing a paper by one of the authors for this unqualified claim.

P. 1007 2nd column 3rd para is typical of psychology: for each study alone one can raise doubts, but the studies together are so many that they support the general hypothesis.

The last para suggests, optimistically and based on a “there is no reason that not” argument, that the findings of this study, studied only for consumers, will not hold for politicians, managers, and, may I add, why not for all of mankind?


The sample sizes are small, as indicated in the corresponding figures: 18 to 22
for each of the four conditions in Study, same in Study 2, 49 for Study 3, and 27 for both conditions in Study 4.


\% proper scoring rules; Paper discusses scoring rules that have the special purpose of best fitting only in a particular region, relating it to conditioning and censoring, and deriving properness results.

P. 217 1st column: under proper scoring rules, it may be better to deliberately not take the best statistical model if it incorporates as yet unknown parameters and those are easier to guess approximately from a wrong model.

P. 218: the authors like logarithmic scoring rules because those have nice properties, close to likelihood ratios.


\% Considers recursive expected utility. Considers preference for one-shot resolution of uncertainty (PORU) versus gradual, and other things. So, not preference for early or late, but, as written. All kinds of conditions are then equivalent to all kinds of static preference conditions. Proposition 1 shows that a kind of certainty effect, NCI, negative certainty independence; p. 1980,

\[ x \sim \alpha \Rightarrow \lambda x + (1 - \lambda) c \geq \lambda \alpha + (1 - \lambda) c \]

(substituting CE for sublottery is always bad) is equivalent to PORU. PORU is also equivalent to preference for perfect info (Proposition 2, p. 1984). NCI and rank dependence imply EU (Proposition 3, p. 1986). Also smoothness can imply EU (Proposition 5, p. 1989). I write more on NCI in the annotations to the paper Cerreia-Vioglio, Dillenberger, & Ortoleva (2015). %


\%

Pity for me that this paper does not cite Spinu & Wakker (2013, JME) in the same journal.

The literature discussion in §5 is misleading. The penultimate para on p. 146 says that Fishburn (1975) “must necessarily be silent about the continuity of the vN-M utility u.” However, approaches of Fishburn (1975) and Wakker (1993) need not commit to continuity and have it optional. They can very easily get it by adding a continuity axiom. The last para writes that “the above works [including Fishburn 1975] implicitly recover a growth condition on the utility function” but I do not understand this. They suggest it is growth function as in their approach but then write “growth condition” and keep it vague. %


Preferences over menus of acts. Arrival of info, but unobservable to researcher. Different preferences for flexibility signal different anticipations of learning. %


Imagine that an agent maximizes SEU. As pointed out primarily by Karni, may be the subjective probabilities are not the true beliefs, and U is not the true utility. There may be state-dependent utility with all utilities for states in event E multiplied by 2, and all probabilities within E divided by 2 (followed by renormalization). Default is that we choose the simplest model, being state-independent. But there can be alternative info, such as introspective, pointing at another model. This paper does something related, but of course different. (It discusses Karni and other similar approaches in §4.3.) Assume risk aversion with concave utility
U. Utility may in reality be linear. But the decision-maker has act-dependent pessimistic transformations of probability that always “happen” to give the same certainty equivalent as would result with the concave utility function. Again, introspective info could make one go for such a model.

P. 1165 considers a perfectly fitting SEU model with supposed utility $U$, but real utility $V \neq U$. Then there can be many SEU models with $V$ and act-dependent probabilities (optimistic or pessimistic or otherwise) that assign the same certainty equivalent to the act, and the act-dependent probability model is too general in this sense. The authors suggest on p. 1165 that one then takes the model whose probabilities minimize the Euclidean distance to the SEU probabilities.

P. 1165-1166: If one can additionally observe choices with objective probabilities and it is plausible that those give the real utility function, then one can observe that the Savage SEU utility is not the real one and that something like the model of this paper must be going on. Note here that this analysis assumes that the objective-probability events are not part of the Savage state space, and for instance are not like the ones in Machina (2004 ET).

P. 1166 footnote 9 very properly points out that source-dependent SEU can do things like Anscombe-Aumann, but totally avoid the complications of multi-stage.

Pp. 1166-1167 consider a known and unknown Ellsberg urn. For both urns SEU may hold, with ambiguity aversion captured by a more concave $U$ for the unknown urn, as happening for Chew et al. (2008)’s source-dependent SEU, with similar things in the smooth model. As p. 1167 argues and I fully agree, the utility explanation is not plausible. The outcomes are the same in both cases, so why would utility be different? They write: “After all, the prizes are the same across both domains; it is only the probabilities that differ.” (event/outcome driven ambiguity model: event-driven) Researchers who want representations to not just represent choices, but also be psychologically plausible (homeomorph), will be open to such arguments. This paper argues that pessimistic probability weighting may be more plausible. I fully agree, and this is the basis of the source method of ambiguity that I work on. The source method leads to preferences deviating from SEU or source-dependent SEU, whereas this paper focuses on preferences that
stay within SEU, or source-dependent SEU.

In my words, this paper says: “Even if a utility-driven model perfectly fits the data, then still we don’t believe it.” It makes this paper one of the strongest going against coherentism.


Individuals tend to conform to choices of group members, called the consensus effect, is equivalent to strict quasi-convexity (w.r.t probabilistic mixing) of risk preferences. Anomalies are implied.


Risk aversion depends on whether preceding resolutions of risk were favorable or unfavorable, where unfavorable outcomes enhance risk aversion. This is different than Köszegi & Rabin (2006), where only future expectations matter. It entails a violation of consequentialism (forgone-event independence) because counterfactual events (what could have happened but did not happen) matter.


Behavior is stable if a preference between two acts is not changed if we are informed of the event that they differ. It is a sort of s.th.pr. For a Bayesian expected utility maximizer, stable behavior—formulated in terms of indirectly
observed contingent ranking—is a tight characterization of subjective learning via a generalized partition.


They use Segal’s (1987) two-stage model of ambiguity, showing that it can accommodate Machina’s (2009) examples.


Consider two-outcome prospects, where there is a 2nd order distribution over the probability of getting the best outcome. A noise decision model is proposed. The last section of the paper points out that the model can accommodate ambiguity seeking for small likelihood gains. (ambiguity seeking for unlikely)


After their paper in the Journal of Financial Economics, this is the second follow-up paper after Dimmock, Kouwenberg, & Wakker (2016 MS; DKW). This paper has considerably more content than the JFE paper. It uses the same data set as the JFE paper, with same points of why not controlled for suspicion and so on. But now it also uses the likely (p = 0.9) and unlikely (p = 0.1) urns. Further, for the
fifty-fifty urns it also does hypothetical loss. The ambiguity aversion in these four questions will all be positively correlated. The authors explain (p. 222 footnote 3), and I agree, that hypothetical is better than paying from prior endowment.

(losers from prior endowment mechanism)

ambiguity seeking for losses: they find it (p. 228 last sentence).

ambiguity seeking for unlikely: they find it.

reflection at individual level for ambiguity: ambiguity aversion for gains and losses is positively related (p. 229 penultimate sentence of first para)

The authors use the $\alpha$-maxmin model to analyze things. They take an $\varepsilon$-contaminated set of priors. For the stimuli considered, with only two-outcome prospects, and with EU for risk, it is equivalent to the source method of Dimmock, Kouwenberg, & Wakker (2016 MS; DKW) with a neo-additive source function, as shown by Chateauneuf, Eichberger, & Grant (2007), and as pointed out by the authors. But a restriction is that their model assumes EU for risk whereas DKW do not need that restriction. The authors propose an index $\delta$ that they interpret as perceived ambiguity, and then the $\alpha$ index of ambiguity aversion. As they point out in their footnote 20 (p. 231), their indexes $\delta$, $\alpha$ are transformations of the a-insensitivity index $a$ and the ambiguity aversion index $b$ of DKW. More precisely, their perception index $\delta$ is identical to the insensitivity index $a$ and for their aversion index $\alpha$ we have $\alpha = (b/\delta + 1)/2$. The linear rescaling $b/\delta \rightarrow (b/\delta + 1)/2$ is immaterial. But the division of $b$ by $\delta$ means that their index gives ambiguity aversion per unit of perceived ambiguity $\delta$, whereas $b$ of DKW is an index of absolute ambiguity aversion. Which is more convenient depends on context. The important thing is that the two pairs of indexes are equivalent. This relation between the two index pairs was first pointed out at the end of §2 of the 2013 working paper version of Baillon, Aurélien, Han Bleichrodt, Umut Keskin, Olivier L’Haridon, & Chen Li (2018) “The Effect of Learning on Ambiguity Attitudes,” Management Science 64, 2181–2198.

As regards their findings, in the neo-additive terminology of Chateauneuf et al., their $\alpha$ (ambiguity aversion) is 0.56 and their $\delta$ (confidence in probability, = $1$–a-insensitivity) = 0.60 (p. 221 l. –5). They test a number of less interesting sets of priors but those all perform poorly.
P. 241 2nd para: ambiguity aversion is positively related to being male, old, and, strangely enough, college-educated.

P. 241 3rd para: confirms the Fox-Tversky finding that ambiguity aversion is higher if the ambiguous option is presented after the risky one, than when before.

Ambiguity aversion is positively related to being male, old, and, p. 241 4th para: a-insensitivity (or level of perceived ambiguity) is positively related to being male, white, and, again strangely enough, college-educated (vs. high school), going against some cognitive hypotheses. (cognitive ability related to risk/ambiguity aversion)

**correlation risk & ambiguity attitude:** positive but weak (p. 222 2nd para), both for gains and losses. Correlation risk aversion and a-insensitivity: not significant (p. 222 2nd para). P. 241 last para of §4 repeats it, saying that it is plausible if perceived ambiguity is formed independently from risk preferences.

Pp. 239-240: the authors make the assumption that perceived ambiguity is the same for gains and losses, which is plausible if this is cognitive.

They assume that a-insensitivity is the same for gains and losses, citing Baillon & Bleichrodt (2015) for it. It is plausible because a-insensitivity is cognitive.

Ambiguity aversion is stronger for subjects who first get the risk aversion question, confirming the contrast effect of Fox & Tversky (1995).

P. 242 argues against universal ambiguity aversion.

**reflection at individual level for ambiguity:** seems that $AA_{0.5}$ and $AA_{-0.5}$ are positively correlated (0.25), going against reflection at the individual level. 


{% Data set: publicly available from the RAND American Life Panel (ALP) website, as survey number 243:

[https://alpdata.rand.org/](https://alpdata.rand.org/)

The authors were so kind to provide me with their [questionnaire](https://alpdata.rand.org/).%}
survey, we measure ambiguity preferences using custom-designed questions based on Ellsberg urns. As theory predicts, ambiguity aversion is negatively associated with stock market participation, the fraction of financial assets in stocks, and foreign stock ownership, but it is positively related to own-company stock ownership. Conditional on stock ownership, ambiguity aversion is related to portfolio under-diversification, and during the financial crisis, ambiguity-averse respondents were more likely to sell stocks."

**correlation risk & ambiguity attitude:** find positive relation.

**suspicion under ambiguity:** in the end of §2, p. 563, the authors carefully explain, with good arguments, that they deliberately do not control for suspicion.

This paper is a follow-up on Dimmock, Kouwenberg, & Wakker (2016 MS; DKW hereafter). DKW used some 1935 subjects from the Dutch population of which only half were incentivized (paying €7650 in total). This study has 3258 subjects from the US that are all incentivized, paying $23,850 real incentives (!; p. 560 3rd para), and measuring way more of their financial decisions. DWK measured both ambiguity aversion and insensitivity, but this paper considers only aversion. It, thus uses only the fifty-fifty likelihoods, with the standard known and unknown Ellsberg urns. DKW used richer stimuli, also including 0.05 and 0.95 a-neutral probabilities. DKW found: Relation financial decisions with insensitivity is significant but with aversion it is not. (As possible explanation of the latter DKW suggest that their standard measurement had only considered gains, whereas for financial decisions also (ambiguity attitude for) losses is relevant.) This paper finds the opposite: Relation financial decisions with aversion is significant but with insensitivity it is not. These findings are not inconsistent! Erroneously claiming inconsistency is qualified as misinterpretation 16 in Greenland et al. (2016). The significance of aversion may be because of more subjects. Because it has rich financial data, it finds many relations, a.o. with home bias, showing that ambiguity aversion is important for finance. Ambiguity aversion is negatively related with stock market participation, fraction of financial assets in stocks, foreign stock ownership. It is positively related with homebias, own-company stock ownership, portfolio-underdiversification, and selling stocks during financial crisis. Also with being male, college educated (vs. high school), and young.

They confirm many common things, with 52% ambiguity averse, 10% neutral, and 38% seeking.
The intro, p. 561 2nd column 3rd para, misleadingly writes that DKW would use a theory, the source method, which would differ from models used in the finance literature. However, the theory used in the present paper is identical to that in DKW, and is just an equivalent rewriting (details below). The authors further write that, hence, DKW’s predictions do not align with the theoretical predictions in the literature. This is again misleading as explained above, e.g. through misinterpretation 16 in Greenland et al. (2016).

**Details on identity of models used:** The model used by DKW (bisperable utility) is, for the stimuli considered (gambles with no more than two outcomes), equivalent to the $\alpha$ maxmin model that this paper uses. Because this paper satisfies the axioms of Chew & Sagi (2006, 2008) as can be seen, it is in fact a special case of the source method used by DKW (having within-source probabilistic sophistication), and therefore is not different after all. The ambiguity aversion index used in this paper is equivalent to the one used by DKW. Further, the ambiguity perception index used in the JRU follow-up paper by these authors is equivalent to the a-insensitivity index used by DKW, as the authors point out there in their footnote 20 there. This relation between the two index pairs was first pointed out at the end of §2 of the 2013 working paper version of Baillon, Aurélien, Han Bleichrodt, Umut Keskin, Olivier L’Haridon, & Chen Li (2018) “The Effect of Learning on Ambiguity Attitudes,” Management Science 64, 2181–2198.

not cited by the authors although they had been informed about it way beforehand. Anyway, hence the decision theory and index in this paper are not different than DKW, but are identical.

**cognitive ability related to risk/ambiguity aversion:** This paper relates cognitive ability with ambiguity aversion but finds no relation. It does, surprisingly, find higher ambiguity aversion among higher educated than lower educated. §2 nicely explains in words that matching probabilities are so nice to measure ambiguity attitudes because everything of risk attitude drops. %}


Use representative sample from US of N = 2,072 subjects, paying them $16,020. Use tradeoff-method based choice questions to assess utility, but do not do chaining and derive theory-free risk premium index to capture concavity. Their main focus is on certainty equivalents for risky choices that are used to derive an index of inverse-S, taking, in their Eq. 4, PW88% + PW75% + PW50% – PW25% – PW12% – PW5% as index of inverse-S, where PWp% is a proportional risk premium for the certainty equivalent of a lottery giving a prize with probability p. I would have liked it if they had in some way added PW95%, possibly dropping PW50%, and I would also have liked it if they had taken some of the six to capture optimism/pessimism.

Find extensive Inverse-S (inverse-S). It is positively related with nonparticipation, underdiversification, preference for positively-skewed equity portfolios and, strangely enough, weakly but significantly with education numerical reasoning and financial literacy (cognitive ability related to likelihood insensitivity (= inverse-S)). They interpret the positive relation with cognitive ability and so on as evidence that it is not probability misperception but deliberate preference.

P. 3: “We find that high Inverse-S is associated with large Sharpe ratio losses due to idiosyncratic risk. In particular, our results imply that a one-standard deviation higher Inverse-S implies a cost to the average (median) stockholder of $2,504 ($351) per year, as for the same amount of risk the person could have had a higher expected return.” This nicely makes the irrationality of inverse-S very tangible!

P. 10: they properly do NOT equate risk aversion with utility curvature. They find that utility curvature and inverse-S are empirically unrelated.

The authors are enthusiastic and claim, last sentence in abstract: “We are the first to empirically link individuals’ elicited probability weighting and real-world decisions under risk.”

correlation risk & ambiguity attitude: risk aversion is negatively related to ambiguity aversion and a-insensitivity.

Theorem 3.1 shows that matching probabilities capture ambiguity attitude while correcting for risk attitude.

testing color symmetry in Ellsberg urn: beginning of §5.1 confirms it.%


Link to paper

To resolve the Harrison (1986) problem of strategic answering for adaptive questions: Tells subjects that a preference functional will be derived from their answers that will subsequently be used to general real choices. So, subjects have to trust the functional. Gives a theoretical derivation of incentive compatibility, and implements it in an experiment. %


Assume EU with differentiable utility. Assume you face a small risk that, however, is correlated with a big background risk. Then the small risk itself can have big implications as a signal of what the background risk is. So, in this sense it can give first-order risk aversion. I guess that this underlies the result of this paper. Section 6 considers RDU but, unfortunately, does bottom-up integration rather than top-down as is nowadays (1990-2023) common. P. 4517 1st para: They equate risk aversion with concave (so, convex if top-down integration) probability weighting, which deviates from usual definitions of preference for EV over prospect although, if I could change the world and history the way I wanted, the term risk aversion would not involve any utility and would be this. Dionne, Georges & Jingyuan Li (2014) “When Can Expected Utility Handle First-Order Risk Aversion?,” *Journal of Economic Theory* 154, 403–422.

“A physical law must possess mathematical beauty” Seems that he wrote this on a blackboard when he visited the University of Moscow in 1956 and was asked to write an inscription summarizing his basic view of physics. Dirac, Paul A.M. (1956)

 Seems to have written: “It is more important to have beauty in one’s equations than to have them fit an experiment.” Dirac, Paul A.M. (1963)

“Pick a flower on Earth and you move the farthest star.” “People who equate all the different kinds of human activity to money are taking too primitive a view of things.” Dirac, Paul A.M.

probability elicitation: using de Finetti scoring rules etc. as alternative to multiple choice.


shows that adding loss aversion can better explain observed contracts of 595 CEOs in a principal-agent model than if it is done using only utility curvature. It can also explain an observed convexity of the shape of optimal contracts.


Loss aversion explains bidding behavior, and is also relevant for non-rare events.


ISBN 0-393-31035-3


bisection > matching:

Seems that they introduced bisection, called the up and down method (also known as the staircase method), in psychophysics, shortly after von Békésy (1947) who in fact used it to measure hearing. They did it so as to need fewer
measurements than other methods, which have been called limiting methods, and were already used by Fechner (1860).}


They use the same analysis technique as do Barberis, Mukherjee, & Wang (2016) (assume historical probability distribution of stocks and use new 1992 prospect theory to evaluate them). Cite several other studies that also did so. BMW only analyzed overall stocks and this paper considers emerging markets, and does so per country, studying differences. They find that probability weighting explains most.}


biseparable utility violated;

event/outcome driven ambiguity model: outcome-driven

§III describes an experiment for the three-color Ellsberg urn. For gains the great majority of participants is ambiguity averse, for losses about as many are ambiguity seeking as averse. So, mixed evidence on ambiguity seeking for losses.

second-order probabilities to model ambiguity: Models ambiguity through subjective second-order probabilities with recursive expected utility. This is very similar to the recursive (smooth) ambiguity model of KMM. But it is different. It is as follows: Imagine an act a that can give n outcomes $x_1, \ldots, x_n$. There is a random variable $\theta = (\theta_1, \ldots, \theta_n)$ reflecting a subjective first-order probability distribution over the n outcomes generated by act a. $\theta$ itself is a random variable, reflecting subjective uncertainty about the first-order probabilities. $(p_1, \ldots, p_n)$ is the first-order distribution that results by averaging out the $\theta$s. The author denotes by $\psi$ the expected utility of a w.r.t. $(p_1, \ldots, p_n)$ but I think that it plays no particular role here. Anyway, after an outcome $x_j$ results, the agent can update the second-
order distribution of the \( \theta_s \) using Bayes formula. He can recalculate the updated
\((p_1, \ldots, p_n)j\) here. He can then calculate the updated EU of act \( a \) under the updated
\((p_1, \ldots, p_n)j\), which we write as \( EU_j(a) \). Now he uses a utility-transformation \( \alpha \),
much like \( \varphi \) of KMM, and evaluates \( a \) by
\[ \sum_{j=1}^{n} p_j \alpha(EU_j(a)). \]
If \( \alpha \) is the identity then we just get \( \psi \), \( \alpha \) concave gives
something smaller (ambiguity aversion), and \( \alpha \) convex gives something bigger.

One may wonder why an agent, after receiving \( x_j \), would bother to re-evaluate
the whole act \( a \). The author argues for an ex-ante regret-like psychology. He also
argues that this is just a way to capture ambiguity using tools similar to usual EU
studies of risk, and that it does not need to resort to nonadditive or transformed
probabilities (p. 435 2\textsuperscript{nd} para and before). This he also shares with the smooth
model.

The author puts reflection central, with ambiguity seeking for losses, which he
can model by \( \alpha \) being convex for losses. This is indeed where he beats non-
reference dependent nonadditive models. The smooth model can also handle
sign-dependence this way.

P. 424 penultimate para: his functional generates overweighting of unlikely
events/outcomes (for the RDU workers: unlikely is not the same as extreme).

P. 420 2\textsuperscript{nd} para writes that getting 2\textsuperscript{nd}-order probabilities will be harder than
going 1\textsuperscript{st} order ones, an argument also advanced by Lindley (1996). Dobbs
counters that much knowledge of the 2\textsuperscript{nd} order distribution is not needed for his
analysis, only some general characteristics. (p. 421 top: all we need are mean
values and a covariance matrix of 2\textsuperscript{nd} order probabilities).

Nicely, the model is tested with an experiment on Ellsberg 3-color, both with
gains and losses within subjects. Subjects can choose neutral if they like. Hence
there are \( 3^4 = 81 \) choice patterns. 5 of those fit with the author’s theory (neutral,
and the four combinations of amb. av. or seeking for gains and losses; the author
only allows neutral for both gains and losses, apparently).

**reflection at individual level for ambiguity**: The data in Table 2, p. 428, give
numbers of observations for the five most interesting choice patterns.
Unfortunately, there is almost no ambiguity seeking for gains in these five patterns
and, hence, we cannot assess reflection at the individual level. Would have been
possible if more data on deviating patterns had been provided, but it isn’t.
Roughly, of the ambiguity averse people for gains as many are ambiguity averse for losses as ambiguity seeking.

P. 430 2nd para points out (admits I would say when it is beyond sign dependence) that in this model ambiguity attitudes depend not only on the probabilities but also on the outcomes. The author’s writing here and in general is mature. 


\% conservation of influence: Self-aware agents must possess self-directed goals. Can virtual animals be considered situated and embodied? 


\% Two-dimensional tradeoffs where one dimension is waiting time for biosurveillance info and other is value of info. 


\% PE higher than others: meta-analysis of rating scale (RS) versus TTO and PE (if I remember well, they call it SG). RS and TTO were not significantly different, but PE was significantly higher if analyzed the usual (EU) way. If analyzed using prospect theory, PE is no longer different than the others. 


\% Subjects are risk averse w.r.t. life duration in impaired health states, suggesting concave utility under nonexpected utility. However, the risk aversion can also be explained by probability transformation, after which the null hypothesis of linear utility for life duration is no longer rejected. This is confirmed in an experiment where invariance w.r.t. unit and level of outcomes (which characterizes linear utility) is tested.

{% Shows that constant proportional tradeoffs can simplify other aspects of axiomatizations. %}


{% Characterize person tradeoffs evaluations, using Fishburn’s (1966) marginal independence and an additivity condition about adding unaffected people. Give a rank-dependent extension. Test some conditions and they do not fare very well. Find that probability 0.5 is some underweighted. %}


{% https://doi.org/10.1038/s41567-020-01106-x
The reply Peters (2020) is weak; see my comments there.
Accessible 12-minutes lecture on this paper:
https://www.youtube.com/watch?v=FDvBreytU7Q&t=52s
%


[Link to paper](https://doi.org/10.1038/s41567-020-01106-x)

[Supplementary info](https://www.youtube.com/watch?v=FDvBreytU7Q&t=52s)

{% foundations of probability: Joyce (2005) argued that our beliefs should be modeled by sets of probability measures (advocates of multiple prior models in decision theory will, contrary to me, like this), being all that are compatible with the info we have. Roger Wite provided a counterargument. This paper provides a counter-counter argument. %}

They have data from a long continuous period from Germany and the Netherlands, where risk aversion is measured each year, not from revealed preferences but from introspective questions. They study how risk aversion depends on age. The big challenge is of course how to correct for other factors related to historical events. The main contribution of the paper is handling this. They find that people’s risk aversion increases linearly with age until age 65, after which it becomes flatter.


Use a 2004 representative sample in Germany. Risk and trust attitudes are measured using purely introspective questions of the type: “How much do you like to take risks.” Find that risk attitudes of children are associated with those of their parents.


Impressive sample of 22,019 (from 11,803 families) in the 2004 wave of the Socio-economic panel (SOEP), representative of the German population (later the paper restricts this to adult Germans). In addition, 450 people, representative for the 22,019, are visited at their home and interviewed. Asked to the 22,000 people and also the 450 people, on 11-point scale (0-10), to indicate how much they were willing to take risk, (0) in general (1); car driving; (2) financial matters; (3) sports and leisure; (4) career; (5) health. Then they ask other questions about...
risky behavior from such domains, such as about smoking etc.

From the 450 people they also revealed an indifference of the prospect $300_{0.50}$ by measuring the switching value for increasing sequence of sure amounts, with random incentive system paying one of every seven subjects (p. 532: Doing a $1/7$ chance for every subject, rather than select one from every seven; as so often, subjects could not verify this randomization. This is why I prefer selecting in class rooms one of every 7 subjects, visible for all.) \textbf{(random incentive system between-subjects)}. That’s an average payment of about £25 per subject. Subjects were not paid cash on the spot, but by check sent by mail. Their CEs (certainty equivalents) ranged from 0 to 190, so, did not allow for much risk seeking as the authors explain on p. 532). 87% (= 78%+9%) was risk averse (pp. 533-534) and 13% (4% + 9%) was risk seeking. The correlation between introspective general risk attitude and CE of $300_{0.50}$ is about 0.5 (Table 2), correcting for some variables, and is significant ($p \leq 0.01$).

Relate it to demographic variables, where risk aversion is enhanced by being female \textbf{(gender differences in risk attitudes)}, being old, having low education and, remarkably, being small.

They obtain natural and intuitively plausible results: The willingness-to-take risk question are all positively related to the real-incentive choice (see above, regarding the 450 subjects). The general question best correlates with the whole of the others. Domain-specific question better correlate with questions specific to their domain, e.g. health-risk willingness better correlating with smoking.

As the authors point out, the general attitude questions, in contrast to the prospect-choice questions, comprise not only risk attitude, but also risk perception and risk exposure. A person with a good job does not take career risks, not because he is risk averse, but because he has little to gain and much to lose.

P. 538, end of 2nd para, when discussing a correlation, precedes it with:
“The answer to these questions is of obvious importance from both a methodological and a practical point of view.”

Positive relations found are described as “economically significant.”

\textbf{real incentives/hypothetical choice}: p. 543 is positive about asking hypothetical questions:
“In light of these findings, the usual practice of only eliciting risk attitudes in the context of
hypothesized financial lotteries would be expected to have benefits for predicting financial
decisions, but be a less effective approach for providing a summary statistic of risk attitudes
across other nonfinancial contexts.”

P. 523 advanced another argument against real incentives: They are very expensive, and also cumbersome, to implement in large samples such as 22,000 subjects. To those subjects a hypothetical risky choice was asked, not reported but briefly discussed on p. 543, which correlates well with things. %}


{% cognitive ability related to risk/ambiguity aversion: They survey the literature on risk aversion. I regret that the authors only consider risk aversion and not insensitivity (inverse-S shape), from which more action can be expected regarding relations with cognitive ability. %}


{% https://doi.org/10.1016/j.jet.2020.104991
Version of October 2020: They measure introspective indexes of optimism, willingness to take risks in everyday life, attention for good or bad outcomes, focusing on large versus small gains, focusing on large versus small losses, and simple risk aversion through three certainty equivalents (for winning probabilities 0.25, 0.50, 0.75), and examine relations between them. In a second experiment, they repeated these measurements but added an elicitation of the RDU model as in Fehr-Duda, de Gennaro, & Schubert (2006), but they do not analyze the latter much. %}

Dohmen, Thomas, Simone Quercia, & Jana Willrodt (2020) “Willingness to Take Risk: The Role of Risk Conception and Optimism?,” working paper.

{% Seems that they define a bi-order between sets and that that is very close to triple cancellation etc. %}


Indicates that HYE s have theoretical problems but still treat it throughout as if a serious idea.

Seems to argue that time separability is the most problematic assumption of the QALY model.

**risky utility** $u = \text{strength of preference } v$ (or other riskless cardinal utility, often called value): p. 1735 says that “in general” utility is an index of strength of preference.

P. 1732 suggests that for policy decisions utilities should be elicited from the general public; i.e., the unfortunate viewpoint of Gold et al. (1996). P. 1739 says that for intervention for particular group better only that group is asked.
intertemporal separability criticized: p. 1743 (quality of life depends on past and future health)

**PE doesn’t do well:** p. 1745; (if I remember well, he calls it SG)
PE higher than TTO: §3.2.3 gives refs.
P. 1746 and p. 1748: people who experience health state, value it higher.
P. 1747: converting VAS to PE/TTO does not work well.
P. 1753-1754 pleas for more intense interviews of fewer subjects. %}

{% N = 1173 internet and telephone survey
TTO questions capture relevant aspects of health evaluation not captured by other measurements. %}

{% Study spillover effects of policy recommendations. “No behavior sits in a vacuum” the authors write some times. %}

{% %}

{% %}

An interesting study, nicely investigating central topics of prospect theory about source preference and source sensitivity.

Both the ambiguity that is objective in the terminology of this paper, and that is subjective, combines objective (lack of) info about choice stimuli with preference conditions. What they call objective is comparing probability intervals with their midpoints (the latter as known, objective), what they call subjective is source preference (each part of a partition dominates its counterpart).

Fig 1, p. 285, is \( w^{inv}(W) \), so, it is the belief index of my ’04 Psych. Rev. paper. P. 286 mentions that the “subjective” approach of this paper cannot elicit source sensitivity (“venture-theory relationship” in the terminology of this paper). In my Psych. Rev. paper it is shown how it can be done.

P. 287: unfortunately, in the ambiguous choice subjects cannot choose the color for which they win, so that they have extra reason to be suspicious (suspicion under ambiguity) and the data will have extra ambiguity aversion. P. 288, subjects get vague info about experimenter choosing proportions “arbitrarily.”

P. 290, adding complementary values (for 5% and 95%, etc.) leads to a test of source preference and not of source sensitivity.

**ambiguity seeking for unlikely**: p. 293: ambiguity aversion for moderate and high likelihood, ambiguity neutrality for low likelihood (5% and 10%).

For the comparative ignorance hypothesis, they do not find it, with not more prudence in comparative situation than in noncomparative.

All ambiguous high likelihoods had the explicit possibility that the unknown probability was 1, increasing attractiveness, and going against ambiguity aversion and subadditivity. All ambiguous low likelihoods had the explicit possibility that the unknown probability was zero, decreasing attractiveness, and reinforcing ambiguity aversion but going against subadditivity.


{Plead for experienced against decision utility for health measurements in an unqualified manner;}

P. 215 l. −1 writes that economists use *hypothetical* choice to elicit utility! Gold et al. (1996) argued that QALYs should be measured from the general public and not from patients, and I disagree with their arguments. The approach of this paper goes in the opposite direction, as the authors point out (p. 230 3rd para).

Paper does not very consciously distinguish between intertemporal tradeoffs, risky tradeoffs, and so on. The hedonimeter of Edgworth (p. 215 1st para) and the adaptation (§1 opening para) concern merely intertemporal aggregation. When discussing rationality on p. 215 2nd para the authors suddenly switch to risky tradeoffs, consider the assumption of expected utility as rational (without committing to it), which merely concerns risky tradeoffs. As an aside, Tversky considered expected utility to be rational and so did the early papers by Kahneman & Tversky, but in several later papers Kahneman argued that deviations are rational. P. 217 3rd para, in the context of general utility, suddenly turns to only intertemporal aggregation through the reference to streams in “the fundamental problem with such utilities, which is that they do not accurately represent the utility streams associated with different health states.”

P. 227 last line again connects to EU and risky tradeoffs, probably because they connect to rationality.

**QALY overestimated when ill:** P. 218 cites studies for and against it through adaptation. P. 223 top gives further references, arguing that most find that ill overestimate.

**intertemporal separability criticized:** p. 228 l. 2-3.
P. 230: “Although many economists, as well as a consensus panel convened by the US Public Health Service (Gold et al., 1996), recommended the use of utilities from the general public, eliciting decision utilities from those currently experiencing the health state in question will avoid some of the problems associated with eliciting decision utilities from the public.”


*questionnaire versus choice utility*: relate the two empirically.

P. 578 writes, and references, for one thing that QALY measurements from the general public are preferred to those from people who are in the health state:

“In the United Kingdom, the National Institute for Health and Clinical Excellence (NICE) recommends that the value of changes in patients’ health related quality of life should be based on public preferences using a choice-based method . . . [and] the EQ-5D is the preferred measure of HRQL in adults.”


If an unequal division of health is taken as status quo, then loss aversion may work opposite to equity preference. They find this empirically.


An extremely useful job that should have been done long before, so, good that these authors did it. As usual in meta-analyses, many “dirty” decisions have to be taken. For TTO they found that usually patient-preferences (preference is often used in the meaning of utility in this field, and I will do so too) are lower, not higher as commonly thought, than population (hypothetical) preferences. For VAS and EQ-5D is was the other way around. I did not read enough to know how they did a statistical analysis, and if they took every study as just one observation or did something different.


Let \( f : [0,1] \rightarrow [0,\infty] \) be a strictly increasing or strictly decreasing function, called the generator. The Dombi modifier changes it into:

\[
\left( f(\nu_0) \left( \frac{f(\lambda)}{f(\nu)} \right)^\lambda \right). 
\]

Here \( \nu \) and \( \nu_0 \) are from \((0,1)\) and \( \lambda \in \mathbb{R} \). The smaller \( \lambda > 0 \), the more inverse-S the function is, where \( \lambda > 1 \) makes it S-shaped rather than inverse-S shaped. If \( \nu = \nu_0 \), then this is the point of intersection with the diagonal, which for inverse-S means that it is an index of optimism. The paper shows how the well-known two-parameter CI family of Prelec follows from \( f = -\ln \), and the Einhorn-Hogarth family (called after the later Lattimore in this paper) results from \( f = (1-p)/p \). The functions are all continuous.

Show how many concepts used in prospect theory and proper scoring rules can be obtained as special cases of constructs from continuous-valued logic, with useful roles for the kappa function and the Dombi operator. 


Coefficients of relative risk aversion well over 100, for instance, it is $\beta_2 = 656$ in Table 1.B and $\beta_2 = 165$ in Table 3.B.


In reaction to Lo (1991), shows that iterated Choquet integrals (recursive CEU that should be CEU again) can exist if and only the partitions involved do not affect each others decision weights.


Implement traditional Ellsberg both as a game against an opponent, instead of nature, with common interests (coordination game) and with opposite (zero-sum game) interests. In the former case of common interests people are less ambiguity averse, and traditional ambiguity aversion is like the opposite interest game.


Updating under ambiguity; dynamic consistency: This paper defines the subtle concepts of dynamic consistency and consequentialism for uncertainty correctly. It assumes collapse independence throughout; see p. 626 footnote 1. It studies various updatings in ambiguity, for Ellsberg 3-color. Unfortunately, they do not
use Ellsberg’s colors, but different ones. The subjects rather dropped dynamic consistency empirically than forgone event independence (Result 1, p. 630). They confirm and extend findings of Cohen et al. (2000).


Use belief functions to model beliefs about strategy choices of opponents. They are a mix of endogenous belief and external info. Use Jaffray & Philippe (1997). Derive equilibria.


Study agreeable trade and bet for uncertainty and rank dependence, where they allow nonconvex weighting functions, including neo-additive.


**dynamic consistency; updating: nonadditive measures:** defines consequentialism, DC (dynamic consistency), with conditioning on events, and derives that they imply the sure-thing principle, but has no explicit event-invariance (RCLA). It is not yet clear to me how these concepts are related to Machina (1989). It considers various updatings under RDU (CEU). It takes a fixed filtration (finer and finer partitions, more and more info) and shows that dynamic principles imply that last-stage events have EU maximization. Uses Nehring-definition of unambiguous meaning that decision weight is independent of rank.


Extend Aumann’s agreement theorem to neo-additive weighting functions. This involves using an updating rule. (updating: nonadditive measures)

{% https://doi.org/10.1287/mnsc.2020.3705 %}

Machina (2009) published a good thought experiment violating rank dependence. Baillon, l’Haridon, & Placido (2011) had a nice follow-up showing that Machina’s example violates many other ambiguity models, most of the popular ones. However, that result essentially used the Anscombe-Aumann framework and says more about this framework than about the underlying ambiguity theories. This is what this paper shows. It shows that Machina’s example is way more a violation of rank dependence than of other ambiguity theories. %}


{% Uncertainty aversion in Anscombe-Aumann setting suggests preference for randomization. I called this equation an historical accident in Wakker (2010, §11.6). The authors test both usual Ellsberg ambiguity aversion and preference for randomization (as per Schmeidler’s uncertainty aversion) in an Anscombe-Aumann setting. Most subjects are neutral towards randomization, even slightly more are averse to it, and preference for randomization is unrelated to Ellsberg ambiguity aversion. So, this is bad news for the Anscombe-Aumann approach, supporting the claim in my book. %}


{% Consider Savage’s (1954) model but with states of nature mapping acts to consequences. %}


{% %}


{% Harsanyi’s aggregation: corrects an inaccuracy in Harsanyi’s (1955) proof. %}

{% p. 71 Eq. 12 is Yaari’s (1987) rank-dependent utility with linear utility for a comonotonic set of n-outcome equally-likely outcomes, for fixed n. Eq. 13 points out that weak Lorenz quasi ordering (aversion to elementary mean-preserving risks) is equivalent to pessimism (higher weight if ranked worse). Dependence on n is next discussed but in a way that deviates from rank-dependent utility. So, the overlap with RDU is too small to really credit it for it. %}


{% PT: data on probability weighting; panel-data, many participants, 2593!; inverse-S: find that 56% of their 2593 participants prefer (.01, 6000) to (.02, 3000). No real incentives possible. 

decreasing ARA/increasing RRA: Find decreasing absolute risk aversion, in other words richer people are less risk averse. In general, men (gender differences in risk/ambiguity attitude), young people, rich people, and people with high education are less risk averse. %


{% updating: nonadditive measures:, deriving mathematical results. %}


{% How a modified version of Hintzman’s memory model can account for many biases (availability etc.). The model used thee parameters. %}


updating: testing Bayes’ formula: Whereas most updating studies consider single events, this paper measures entire distributions. Something that confused me is that I think that base rate neglect (paying too little attention to the prior) and conservatism (paying too little attention to new observation) are complementary, and one is minus the other, this paper seems to treat them as different concepts that can both happen at the same time. Probably they have in mind a model with prior probabilities and some probabilities over signals, but the weight for the prior probabilities still indeterminate, i.e., the joint distribution still undetermined. This indeed turns out to be the case, in their Ellsberg urn stimuli; see below. They also seem to assume 2nd order distributions, on p. 965 suggesting this as universal. The experiment will consider an unknown Ellsberg two-color urn and have subjects specify their subjective probability distribution regarding the composition of the urn. Then one can indeed speak of a 2nd order distribution because the compositions of the urn are identifiable events, and letting prior refer to the composition and observations to drawings, the joint distribution of the composition and the observations is not yet determined but depends on the weight of the prior, as in Carnap’s induction models. They use Goldstein & Rothschild’s (2014) method. %}
They start from a proposition being acceptable as soon as its probability exceeds some threshold, discuss problems and paradoxes coming from it, with contributions by Kyburg.


Investigates relations of neurochemical systems to risk taking, discounting, and learning.

{% Theoretical survey of different discount models.  
P. 117 end of 2nd para points out that there have been no empirical comparisons of different discount models.  

Pp. 120/122 is strange. The author favors working with a rate parameter rather than with NPV (net present value) and then starts arguing that NPV is a recent discovery and is non-obvious, citing Rubinstein (2003) who however shows that NPV was continuously used from the very beginning (de Wit 1671).  

§ 3.6.2 and 3.6.3 on two families of Bleichrodt et al. are incorrect. They are criticized by Bleichrodt et al. (2013 *Judgment and Decision Making* 8): [link to paper](https://doi.org/10.1007/s11229-019-02203-y)  


{% Propose risk measures, characterized mostly by quasi-concavity, which can be applied both to probability-contingent and event-contingent prospects. %}


{% https://doi.org/10.1007/s11229-019-02203-y %}


{% dynamic consistency: surveys Kydland & Prescott like time inconsistency in macro-economics. %}


{% %}


---

\[
\text{risky utility } u = \text{ transform of strength of preference } v,
\]

haven’t checked if latter doesn’t exist.


---

Pp. 11-12 strongly suggest that continuity is innocuous (criticizing the dangerous role of technical axioms such as continuity). P. 12 affirmatively cites Arrow’s (1971) text: “The assumption of Monotone Continuity seems, I believe correctly, to be the harmless simplification almost inevitable in the formalization of any real-life problem.”

state-dependent utility; P. 15 has example where consequences are act-dependent.

The letters of Savage and Aumann are in Appendix 2.A.


Holt & Laury (2002) measurement of risk attitudes. I have always been unhappy that Holt & Laury simply assumed expected utility, ignoring for instance the contrary evidence of the Nobel-awarded prospect theory—Holt & Laury cite prospect theory but only for some irrelevant details. Many experimental economists followed Holt & Laury, and one reason for the popularity of their paper is that it provided an excuse to ignore oceans of critical and preceding literature from behavioral economics. The present paper puts everything in the right place, with many nice sentences. The authors make clear that choice lists were used long before Holt & Laury, and cite the important

P. 89: “This observation about MPLs is well known to experts in the field of risk preference elicitation, and yet in our experience, it is not well known to newcomers or those outside the field.”

P. 90 footnote 1: “The word “multiple” in multiple price list is redundant since the word “list” already implies repetitive choices. Nevertheless, we adopt the phrasing MPL in this paper as it is more commonly used in the literature than other variants such as “choice list.””

P. 91: “In what follows, we show that H&L’s original MPL is, perhaps ironically, not particularly well suited to measuring the traditional notion of risk preferences — the curvature of the utility function. Rather, it is likely to provide a better approximation of the curvature of the probability weighting function. P. 93 2nd para gives a reason: the amount involved are too moderate to capture much utility curvature.”


The authors measure risk and time attitudes. For risk they use the Holt-Laury method and a certainty-equivalent measurement. Unfortunately, they only use expected utility to analyze their data. They do cite Drichoutis & Lusk (2016) on the claim that the Holt-Laury rather measures probability weighting, which I agree with, but also on the claim that the certainty equivalent, by varying outcomes, would measure utility curvature, which I never understood. Whereas Drichoutis & Lusk (2016) put many things in good perspective, for instance in citing much literature that used choice lists prior to Holt & Laury, the present paper follows again the tradition of the field and journal Experimental Economics by ignoring all the literature from behavioral economics and psychology. Characteristic is also that for every detail they cite papers by Glenn Harrison.

The authors test stability over time of risk and time preferences, and find that well satisfied.


They transform the probability distribution using probability weighting. Then, however, they do not take expectation, which would lead to RDU and CPT, but they do mean-variance with that new distribution. That one can do other things with transformed cumulative probabilities than taking expectation was pointed out and axiomatized by Sarin & Wakker (1994, Econometrica). The authors derive all kinds of implications for finance. They assume neo-additive probability weighting, meaning that only the two extreme outcomes are overweighted, and they only consider the symmetric case, giving insensitivity but no source preference. They assume that all traders can only take long positions, i.e., buy positive quantities, of assets. Traders cannot take short positions. They assume that there exists an event where all assets at the same time have their best outcome, and also one where they all at the same time have their worst outcome. In view of neo-additive weighting, this implies that all traders use the same weighting of events, irrespective of their financial position.


{% Uses Choquet integral (RDU) for pricing European exchange options involving uncertain strikes under uncertainty. %}


{% %}


{% utility families parametric %}


{% DC = stationarity: the author distinguishes between them. %}


{% In the model considered, a time consistency can be satisfied iff the probability transformation is a power function, which is related to multiplicative (is Yaari 1965 additive) interaction with the hazard rate. %}


{% https://doi.org/10.1016/j.jmateco.2019.10.005 %}


{% Seems to discuss the difference between persuading people and framing. %}

Consider discounting for infinite sequences with not only continuity conditions that assume that the far future becomes negligible, but also with continuity axioms that the outcome “at infinity” (the limit) matters.


“the literature suggests that all analysts would be willing to include estimates discounted at 5% per annum”

P. 33, near bottom: “economists are more frequently being asked to construct confidence intervals around their cost estimates, as is commonly done for the clinical outcome variables.”


*statistics for C/E; use moment method to estimate variance of Cauchy distribution (which is infinite!??!) %*


Health related MAU scales; discount rate in cost-effectiveness and cost-benefit analysis for health should agree with “current practice” or be the government recommended rate. Note: this claim involves discounting of money!!!!

History of QALYs.

Seem to consider PE to be gold standard for utility measurement (*PE gold standard*). (if I remember well, they call it SG) %}


Real incentives: use hypothetical choice;

Measure ambiguity attitudes for gains versus losses (manipulated by putting the benchmark for supposed managerial decision above or below all outcomes considered), when ambiguity is modeled the usual way through events and “vague probabilities” versus when ambiguity is modeled deviating from conventions through ambiguous outcomes (ambiguous outcomes vs. ambiguous probabilities), and when ambiguity is modeled through separate evaluation of prospects through certainty equivalents (pseudo-pairwise choice, PPC, modeled as the choice for the option with the higher certainty equivalent) or when it is modeled through joint evaluation in direct pairwise choice (PC). Ambiguity is generated by giving probability intervals, and they also measure the effect of interval range.

P. 1797 1st para of 2nd column: strangely enough, subjects are risk seeking. ambiguity seeking for losses: This they find. Subjects are ambiguity averse for gains but ambiguity seeking for losses (p. 1797 2nd column), although the latter is not significantly different from ambiguity neutrality (p. 1798 Table 3).

Pp. 1798-1799: People get more ambiguity averse for gains if ambiguity increases (so, larger probability intervals), and more ambiguity seeking for losses if ambiguity increases, although the effect for losses is smaller than the effect for gains.

Table 5 displays choices from straight choice. Interesting is the middle left matrix, which considers a classical preference reversal for ambiguity. Unfortunately, the data are not clear and may be mostly noise. In the upper row
of people preferring ambiguity in pairwise choice (PC) exactly half prefers ambiguity in pseudo-pairwise choice. In the lower row of people preferring unambiguous in PC, some more, 60%, prefers unambiguous in PCC, but this difference apparently is not significant.

reflection at individual level for ambiguity: no data because gains-losses was between subjects.

loss aversion without mixed prospects and/or loss aversion: erroneously thinking it is reflection: P. 1800 2nd column 2nd para erroneously suggests that loss aversion can play a role in their data on losses. This paper has no mixed prospects and, hence, loss aversion can play no role at all. %


“Inequalities for Stochastic Processes.”


{% That fuzzy sets are still awaiting operationalization. %}


{% %}


{% Discusses Dempster’s rule for combining evidence, discusses three-doors problem, and distinguishes between information and evidence. %}


{% updating: nonadditive measures; Focusing: conditioning beforehand; learning: conditioning after. %}


{% Explain that probabilities, or other degrees of belief, cannot be modeled as multi-valued logic (degree of truth). The reason is that the degree of belief of a composition of propositions is not determined only by the degree of belief of the separate propositions. They refer to de Finetti (1936) who made the same point, and discuss many historical misunderstandings. %}


{% %}

{\text{Does what title says.}}


{\text{Presented at FUR in Oslo, with the strong evidence of anchoring biases and other things.}}


{\text{Presented at FUR in Oslo; contains the experiment with the different starting point of a wheel affecting WTP to an extreme extent. Starting the wheel at 25 pound gives a WTP of, if I remember right, about 100 pound, starting the wheel at 75 gives a WTP of about 180 pound. This is not just anchoring because the resulting answers differ greatly from the starting values. Maybe it is that the participants want to ask five times for increases of the initial value but not more.}}

Generalizes the bivariate additive representation without additivity of Ok & Masatlioglu (2007) “A Theory of (Relative) Discounting,” by allowing the first component not to refer to real numbers but to a separable connected compact topological space. A natural conjecture is that both components need only be connected. Only considers positive first coordinates, so, monotonicity in time.}


consider mixture set of probability distributions over a finite set. shows that (usual, weak) forms of continuity hold if and only if completeness holds. cites the related schmeidler (1971, econometrica).


completeness-criticisms:

argue that it is natural to first determine preferences in simple situations (“core preferences”), then extend them to more complex through, for example, independence condition.


completeness-criticisms: take vNM axioms with its least convincing one dropped. This least convincing one is completeness. Prove that then there is a set of utility functions such that one prospect is preferred to the other if and only if EU prescribes so for every utility function in the set. That is, there should be unanimous EU agreement. A pretty result, of which it is amazing that it had not been discovered before. The probable reason that it had not been discovered before is that aumann (1962) raised confusions about it, because aumann claimed the result in his text without really having it.


DudokdeWit, A. Christine (1997) “To Know or not to Know; The Psychological Implications of Presymptomatic DNA Testing for Autosomal Dominant Inheritable Late Onset Disorders,” Ph.D. dissertation, Erasmus University, Rotterdam, the Netherlands.


Imagine a Savage-style decision model, where we focus on countable additivity and $\mathbb{R}$ is the outcome set. If there is an atom in the state space, then not all probability distributions over outcomes can be generated—none of them is atomless of course. If the state space is atomless, then all probability distributions over $\mathbb{R}$ can be generated. The latter is called open-mindedness in this paper. The paper mainly examines this open-mindedness for multiple priors, giving theorems when a state space endowed with a set of priors is rich enough to generate all sets of priors over outcomes. This is of course useful to know, but the papers argues more that this is important than I can agree with. For instance, p. 664 has the following overstatement on the multiple prior approach to ambiguity: “In order for this approach to be effective, it is necessary that the set of priors be open-minded, that is, that the set can induce, via consequence-valued measurable functions, any closed, convex set of distributions on any compact metric space of consequences.” [Italics added.]

The authors, as do so many, equate ambiguity with sets of priors. For example, on p. 664: “Ambiguity is a separate kind of epistemic uncertainty. It can be captured by modeling decision makers as believing that actions lead to sets of possible distributions over outcomes.”


total utility theory; Greater Detroit area, housewives in 1955 and 1971 gave same experienced utility scores to income although real income had increased by 42% in 1971; compare Easterlin (1974)


finite additivity; IV.2.12, p. 240: the set of simple functions is supnorm-dense in the set of all measurable bounded functions.


PT, applications, loss aversion, downward-sloping labor supply: On overtime puzzle, which is an application of loss aversion. Data of over 2,000 workers in seven labor markets. Their tradeoffs between labor time and income kind at their current position, as loss aversion predicts.

P. 449 2nd column: Workers are prepared to give up substantially more leisure to prevent a loss of income than to gain the equivalent amount of income. I did not find, in my superficial reading, similar statements about the labor time dimension.


Asymmetric information in rational-agent framework can lead to similar phenomena as loss aversion.

{\% conservation of influence; text that exchanging goods (or at least money) does not produce utility. “There is a cancellation; no utility is produced.” (Cited by Stigler, 1950, Footnote 36). \%

Dupuit, Jules (1934) “*De l’Utilité et de sa Mesure.*” La Fiforma Sociale, Torino (reprint of papers of 1844 and 1849)

{\% common knowledge; French/American philosophers; ascribes invention of CK to David Lewis. \%


{\%


{\% equity-versus-efficiency: A complex within-subject design where subjects divide money over 20 others with or without themselves included, money earned or just gotten, with taxes imposed and various degrees of inefficiencies assumed. Besides the obvious self-interest, risk aversion (if you don’t know for sure what position in society you get) and social preferences (meaning about fairness/equity, I guess) impact decisions. Not knowing this literature well, it was not very clear to me what the contribution of this paper was. The authors allocate prior wealth over each group of 21 subjects pointing out that this corresponds with welfare allocation in the US, which is a real-world framing, and this is one contribution the authors mention. \%

Survey on nonEU: Survey of different ways to model uncertainty for multicriteria decision making, including decision analysis, fuzzy sets, and so on. Mentions and cites many approaches without defining them or saying what they do.%


natural-language-ambiguity: Seems to argue that tolerance of ambiguity (in general natural-language sense) is not so much related to individual personality traits but rather is a situation-dependent/content-specific expression of psychological stress.%


https://doi.org/10.1016/j.joep.2017.01.008

Test stability of ambiguity attitude over time using Ellsberg 3-color, doing it now and then in 2 months. There is more consistency (57%) than randomness, but it is much inconsistency yet. Interestingly, subjects who remember their past choices are not more consistent. (Compare Agranov & Ortoleva 2017.) For risk attitude, there is more consistency. For ambiguity, consistency decreases in time, but for risk it does not.%


Measure ambiguity aversion twice (Ellsberg 3-color), two months in between, and find 57% stability, more than under randomness—but less than if back-to-back (75%).%

{\% Axiomatization of poverty measures that depend on past poverty. \%


{\% \%


{\% Seem to find evidence for quasi-convexity w.r.t. probabilistic mixing, supporting convex probability weighting in RDU. Seems that subjects get the option to delegate their choice to an external device to avoid making decisions, and use this option. \%


{\% gender differences in risk attitudes: Find, as do other studies, that women are more risk averse than men. The authors write many things that are provocative for emancipation. Guess they wrote it tongue in cheek. For example, they write that the difference is partly (though not completely), due to knowledge disparity. So, women know less about the market!? In the conclusion, they suggest that, for women’s best interest, they better not manage their own retirement investments. Oh well …!?!? \%


{\% utility elicitation; show that if joint distribution of returns and available assets is known, vNM utility can be recovered from assets demands. \%


**risky utility u = transform of strength of preference v, latter doesn’t exist %}


**measure of similarity %


**measure of similarity %


Total utility theory

Cross-country comparison of self-rating of happiness. No correlation between
average rating per country and per capita national income.

Compare Duncan (1975) %}

and Households in Economic Growth, Essays in Honor of Moses Abramowitz,

{% Confirms, with newer data, the 1974 findings, answering the question in the title
with “no.” %}


{% https://doi.org/10.1007/s11229-019-02272-z

Newcomb’s problem %}

Easwaran, Kenny (2021) “A Classification of Newcomb Problems and Decision
Theories,” Synthese 198 (Suppl 27), S6415–S6434.

{% DC = stationarity; no real incentives, but flat payments.

Paper considers two factors in discounting: insensitivity and elevation.
Insensitivity for this one-side-bounded scale means relatively low discounting
(so, high weighting) of the near future and relatively high discounting (so, low
weighting) of the far future. (For the two-side-bounded probability scale it means
inverse-S.) Manipulations such as giving subjects limited time leads to bigger
insensitivity in discounting. It has sometimes been suggested that people in such
situations resort to lexicographic manipulation of the most important dimension,
but here apparently subjects designate time as the most important dimension but
pay less and not more attention to it when having less time. Adding visual scales
leads to bigger insensitivity. Such manipulations do not have a similar effect for
the outcome scale, suggesting more insensitivity for time than for outcomes.
Experiment 1 does data fitting only for aggregate data. For this purpose,
Experiments 3 and 4 do utility measurement through direct introspective rating,
not by deriving from decisions, so, not revealed preference.

The paper proposes the constant sensitivity family, which is exponential
discounting but t taken to some power. This family was generalized by
Bleichrodt, Rohde, & Wakker (2009) who called it CRDI. Now I think unit invariance is a better name. On March 5, 2014, I discovered that Read (2001 JRU Eq. 16) proposed this basic family before.

Introduction seems to consider constant discounting to be complete insensitivity. I do not understand. The other kind of insensitivity, where only two categories of time are considered, being present versus all future time points, so that all future time points are weighted the same, be it less than the present, I agree with more.

End of paper mentions well-known problem that the rational (!?) constant discounting implies overly strong discounting of the far future, so that only zero discounting remains as possibility.}%


{% Gives necessary and sufficient conditions, in terms of moments, for prudence and other kinds of higher-order risk attitudes. %}


{% Adds results on risk loving and prudence. Unfortunately, no proof is given of the main result. %}


{% dynamic consistency; This paper derives a funny paradox for PT in dynamic decisions under naivite, as follows. Overweighting of small probabilities generates risk seeking for long shots. It does so for mixed prospects, as typically faced in financial markets, if the risk seeking induced by small probabilities overweights loss aversion. The latter happens for common parametric families of weighting functions because they have infinite derivatives at the extreme probabilities \( p = 0 \) and \( p = 1 \). It does so irrespective of utility curvature if utility is differentiable (outside status quo) because the latter means, for small amounts, that utility is approximately linear. Thus people will never stay stable but always prefer to take long-shot risks if those are available. This also holds for dynamic
decisions under naivity. A nice point is that long-shot lotteries of the kind preferred by PT are always available in complete financial markets, so that PT predicts that naive people always invest in those and never stay put.

The abstract of the paper writes that the above prediction of PT is unrealistic and the authors suggest abandoning probability weighting. I disagree here for two reasons: (i) in reality there do exist people that naive that they always keep on investing and keep on playing in casino as long as they can (until ruin). (ii) the result requires extreme steepness of w at extremes, which is not empirically realistic even if the parametric families common today have it (they have it because it allows for tractable formulas, not because it is empirically realistic).

Proposition 1, p. 1624, shows that a similar result cannot occur for EU even if risk seeking. This holds because EU is locally almost linear. This is similar to Arrow’s result that under actuarially unfair coinsurance (loading factor in insurance premium) and EU with concave utility, no complete insurance is taken. The first-order nature of risk seeking of PT is essential for the results of this paper.

The negative effects of the referee system with referees having too much power is felt in the last para of the discussion (p. 1627), where an unsubstantiated negatively formulated criticism of PT comes out of the blue. The authors make clear in the usual way that a silly referee is to blame by “thanking” him/her in footnote 8.


P. 162, l. 4/5 proves additive representability on rank-ordered cone in the wrong way as many did, with the from local to global step.
decreasing ARA/increasing RRA

- Theorem 3 presents the appealing derivation of rank-dependence with only comonotonic separability and invariance w.r.t. change of scale of outcomes. Miyamoto & Wakker (1996, Theorem 2) also obtained this result, unaware of Ebert’s precedence.

- Theorem 4 presents the appealing derivation of rank-dependence with only comonotonic separability and invariance w.r.t. change of location of outcomes. Miyamoto & Wakker (1996, Theorem 1) also obtained this result, unaware of Ebert’s precedence. 


{This paper proposes a rank-dependent form for welfare evaluations. It does not refer to other rank-dependent works such as by Weymark, Quiggin, or Yaari. However, the simultaneous publication by Ebert in Social Choice and Welfare, which also considers rank-dependent forms, refers to Yaari (1986).}


{tradeoff method: Uses comonotonic tradeoff consistency to get RDU. Does it for the context of welfare. (s1: x1,…,sn:xn) refers to a society with n persons, where each person sj receives $xj. It is equivalent to a (1/n:x1,…, 1/n:xn) lottery in decision under risk. The paper has variable population size, i.e., all simple equally likely lotteries are present and, hence, all simple rational-probability lotteries. Theorem 2 on p. 429, the principle of progressive transfer (Def: p.428) is pretty and powerful. It means that transferring a small amount from a rich to a poor person (so small that the ranking is not changed) is always an improvement. Under compact continuity, it is necessary and sufficient for U being concave and w being convex. The principle is both weaker than aversion to mean-preserving spreads, and outcome-convexity, so, it shows that each of these is necessary and}
sufficient for convex w and concave U, having Chew, Karni, & Safra (1987) as corollary. Importantly, as pointed out on p. 430, the author, unlike CKS, does not need differentiability. So, it is a valuable result!

The aforementioned result is less new that the author is aware of. Chew & Mao (1995), for the context of decision under risk but also considering only simple equal-probability lotteries, define elementary risk aversion which is the same as the principle of progressive transfer. They also show that it is equivalent to the stronger aversion to mean-preserving risk, under continuity. Their Table II displays that under RDU this holds if and only if U concave and w convex. But they assume some smoothness differentiability there (although they do not say this very clearly); see my annotations there. %}


{% conservation of influence: Give necessary and sufficient conditions for SEU maximization with risk aversion for a very special preference set, which is relevant in finance: Assume a finite partition $E_1,\ldots,E_n$ of the universal event. One can invest in $1_{E_j}0$, yielding 1 contingent on event $E_j$, but the price of this is $p_j$ per unit. An agent should optimally allocate some budget B. SEU means that he allocates $(b_1,\ldots,b_n)$ ($\sum_{j=1}^n b_j = B$) to maximize $\sum_{j=1}^n q_j U(b_j)$, where U is his subjective utility function and the $q_j$ are his subjective probabilities. The authors provide necessary and sufficient axioms that are restrictions of the revealed preference axioms (SARP). Because of risk aversion and the structure of the choice sets considered, they only need to consider the first-order optimality conditions at the point chosen. Hence the axioms are of cancellation-axiom types, using duality in solving linear inequalities as in Scott (1964). In this way they can apparently escape from the ring inequalities that made Shapiro (1979) so difficult.

A question remaining is the uniqueness of their representation. Given the finiteness of their data, uniqueness will be more ugly than in the usual continuum models. Put differently, to what extent can their data discriminate expected utility from other models. They give some results with necessary and sufficient conditions for state-dependent expected utility and maxmin expected utility, with examples showing that these at least can be distinguished. Maxmin EU cannot be
distinguished from EU for two states though, pointing to the problem of nonidentifiability. They also discuss probabilistic sophistication, for which they have no necessary and sufficient condition.

Kübler, Selden, & Wei (2014) obtained similar results with objective probabilities assumed available. This paper can be considered a generalization in the sense that probabilities are not assumed to be objectively available.

A difficulty is that the decision situations considered here in the axiomatization are not very realistic. Whereas in consumer demand theory, the choice from a budget set is somewhat realistic, a situation where one has to spend all of a budget in investing in linearly-priced state-contingent assets is not easy to imagine. Even if such assets are available in finance markets, it is hard to imagine a situation where one has to spend exactly all of a given budget on this. Such situations occur in experiments, but are rare outside. %}


{% Axiomatize discounted utility and quasi-discounted utility, but do not take binary preference as primitive but, instead, a general choice function on demand sets derived from prices. Their axiomatization is like Echenique & Saito (2015), only with time point iso state of nature. Constant discounting readily follows as a special case of expected utility with an extra condition, being stationarity.

They throughout assume concave utility. They also consider more general models, such as additive separability over time, and give the corresponding revealed-preference axioms. They nicely take a data set as a finite number of observations. Unfortunately, they try to give a formal meaning to rationality, following bad habits of the revealed preference literature.

Use their model to test data of Andreoni & Sprenger (2012), finding that quasi-hyperbolic does not fit better than constant discounting. %}


{% Reviewed use of **proper scoring rules** in academic testing situations

Proper scoring rules change reported judgments only to a minimal degree.
Confidence test means that not only an answer is chosen in tests and exams, but also a degree of confidence should be specified. 


Gender differences in risk attitudes: women more risk averse than men.


http://dx.doi.org/10.1007/s11166-012-9156-2

Gender differences in risk attitudes: Women are more risk averse, and so are white and small people. Unlike Burks et al. (2009) and Dohmen et al. (2010) they find no relation between cognitive ability and risk aversion (cognitive ability related to risk/ambiguity aversion).

Study risk attitudes of children at schools, in particular in relation to school characteristics. N = 490 9th – 11th grade high-school children.


Seem to measure risk attitudes very similarly to the bomb task of Crosetto & Filippin (2013), with subjects choosing chips iso boxes. However, the authors did not publish by 2013, which is why Crosetto & Filippin found the method independently and can have/share priority. Crosetto & Filippin (2013) do cite this paper.%


Text by Jan Oegema, in Dutch newspaper Trouw of January 6 2006, probably citing Meister Eckhart, who lived from 1260 till 1328: “Daar waar de mens in zijn donkerte staart, daar ontmoet hij het ongeschapen, het onkenbare deel van zichzelf, dat wil zeggen: dat deel dat door de tijdruimte met ons is meegereisd vanaf het moment dat de godheid om haar moverende redenen de eerste enkelvoudige eenheid verbrak.” %

Eckhart, Meister


P. 7: Jevons distinguishes two dimensions in utility: Intensity and time. Unit of utility for Edgeworth is just noticeable difference (minimally perceptible threshold), somewhere brings in evolution. Edgeworth also brings in number of people.

P. 8 seems to write (I suspect typos below):

“You cannot spend sixpence utilitarianly, without having considered then something on number of people. Edgeworth is clearly aware of the unprovability of the axiom of interpersonal comparability. His axiom is that just noticeable difference is comparable across individuals.”
P. 9 compares principle of maximizing utility with maximum-energy principles, says that motion in physics can be described as maximizing energy.

P. 14/15: man as a pleasure machine

Most of book sets up some calculations for economics.

P. 53 “settlements between contractors is the utilitarian arrangement of the articles of contract … tending to the greatest possible total utility of the contractors. … utilitarian settlement may be selected, in the absence of any other principle of selection”

continuing on p. 54:

“utilitarian equity.”

{footnote 2:

“Whereof the unconsciously implicit principle is: time-intensity units of pleasure are to be equated irrespective of persons.”

P. 77/78 suggests utilitarian foundation of larger pay for the more agreeable work of the aristocracy of skill and talent, and similarly for “supposed” superior capacity of the man (opposed to woman) for happiness, with some nice text on role of woman not always in 100% agreement with 20th century feminism.

Appendix II is called:

“On the importance of hedonical calculus.”

P. 97/98:

“greatest average happiness, these are no dreams of German metaphysics, but the leading thoughts of leading Englishmen and corner-stone conceptions, upon which rest whole systems of Adam Smith, of Jeremy Bentham, of John Mill, of Henry Sidgwick. Are they not all quantitative conceptions, best treated by means of the science of quantity?”

P. 98 discusses

P. 99 argues for taking “just perceivable increment” (so, just noticeable difference) as unit of utility:

“it is contended, not without hesitation, is appropriate to our subject.”

P. 100/101 argues that different perceptions of time should be incorporated in the intensity dimension; i.e., in instant utility.

P. 101 describes the “hedonimeter,” which is a machine to measure instant utility; described nicely the utility profiles and the integration into global utility:

“To precise the ideas, let there be granted to the science of pleasure what is granted to the science of energy; to imagine an ideally perfect instrument, a psychophysical machine, continually registering the height of pleasure experienced by an individual ... From moment to
moment the hedonimeter varies; the delicate index now flickering with the flutter of the passions, now steadied by intellectual activity, low sunk whole hours in the neighbourhood of zero, or momentarily springing up towards infinity. The continually indicated height is registered by photographic or other frictionless apparatus upon a uniformly moving vertical plane. Then the quantity of happiness between two epochs is represented by the area contained between the zero-line, perpendiculars thereto at the points corresponding to the epochs, and the curve traced by the index;”

He “destroyed” the fun of Jevons, Walras, Menger, of using an additively decomposable utility function by suggesting that it should be general. That is, the value of a commodity depends not only on the quantity of that commodity but also on the quantities of the other commodities. Seems to have introduced the technique of indifference curves.

Seems to write:

“if we suppose that capacity for pleasure is an attribute of skill and talent … we may see a reason deeper than Economics may afford for the larger pay, though often more agreeable work, of the aristocracy of skill and talent. The aristocracy of sex is similarly grounded upon the supposed superior capacity of the man for happiness. … Altogether … there appears a nice conciliance between the deductions from the utilitarian principle and the disabilities and privileges which hedge round modern womanhood.”

Seems to have written:

“the first principle of Economics is that every agent is actuated only by self-interest.”

Seems to have anticipated the ordinalist insight that often ordinal info is enough, by writing:

“atoms of pleasure are not easy to distinguish and discern … We cannot count the golden sands of life; we cannot number the ‘innumerable smile’ of seas of love; but we seem to be capable of observing that there is here a greater, there a less, multitude of pleasure-units, mass of happiness; and that is enough” [italics added].


{\% Nice description of applications of decision analysis in the medical field. \%}


{\% https://doi.org/10.1016/S1057-5219(96)90004-6

PT falsified: §III.B lists some for original 1979 prospect theory.


risk averse for gains, risk seeking for losses: mentions several studies that find it. \%}


{\% %}


{\% real incentives/hypothetical choice: seems to investigate effects of real payments and seems to find differences but not counter-balanced, so may be the result of learning.

risk seeking for symmetric fifty-fifty gambles: probability-preference for 0.5 seems to be found. \%}


{\% A true classic. A marvelous survey of utility concepts in economics, conveying it to psychologists.

P. 380/381: economic decision theory is essentially an armchair method.
P. 381: end of 2nd para states that economists assume homo economicus (called economic man in this paper) to be rational.

P. 381, on infinite sensitivity: putting this nicely down as (too) technical;

P. 382, 2nd column, ll. 8-13 has a nice, soft, version of Friedman’s (1953) view: “The most useful thing to do with a theory is not to criticize its assumptions but rather to test its theorems. If the theorems fit the data, then the theory has at least heuristic merit.”

Edwards’ thought is typical of empirically oriented people, who (cannot) learn from theoretical thinking and can only learn from what experiments show. It often bugs me if I use theoretical arguments to justify a new experimental measurement method, and meet experimental readers (referees …) who ignore those arguments.

p. 382: Probabilistic choice is not a modern concept. The text here already mentions it. P. 405: here is the special version of probabilistic choice that is sometimes called random utility: given utility, choice is deterministic, but still choice is random because utility is assumed random.

P. 385 explicitly links ordinal revolution in economics to behaviorist revolution in psychology. On Hicks & Allen (1934): “This paper was for economists something like the behaviorist revolution in psychology.”

**real incentives/hypothetical choice:** p. 387: that economists don’t like experiments with imaginary transactions.

P. 388 criticizes defense of intransitivity on the basis of just noticeable difference because latter is statistical concept

P. 390 suggests that message of Arrow (1951) is that one shouldn’t do welfare theory at the ordinal level. (**Arrow’s voting paradox ==> ordinality does not work**) I fully agree with this interpretation of Arrow’s result.

P. 391 discusses RCLA (but not: second-order probabilities to model ambiguity)


P. 394(14,570),(994,596): **risky utility u = transform of strength of preference v:** “Of course a utility function derived by von Neumann-Morgenstern means is not necessarily the same as a classical utility function … .”

P. 395 2nd column l. 9-18 points out the basic difficulty of testing decision theories that only !one! real choice can be observed; see also p. 405
P. 395, very properly, and little understood in the field, points out that reference dependence is less plausible for nonmonetary outcomes: “This assumption is plausible for money, but it gets rapidly less plausible when other commodities with a less continuous character are considered instead.”

**real incentives/hypothetical choice:** p. 396: Both real incentives and hypothetical choice is done. “It also turned out that on positive expected value bets, they were more willing to accept long shots when playing for real money than when just imagining or playing for worthless chips.”

**inverse-S:** for very small probabilities, Edwards’ following claim goes against it: p. 396: “subjects strongly preferred low probabilities of losing large amounts of money to high probabilities of losing small amounts of money—they just didn’t like to lose.”

**utility measurement: correct for probability distortion,** p. 396: suggests that measuring utility when nonlinear probability may be difficult. **tradeoff method** of Wakker & Deneffe (1996) show it’s not so difficult! Edwards writes: “It may nevertheless be possible to get an interval scale of the utility of money from gambling experiments by designing an experiment which measures utility and probability preferences simultaneously. Such experiments are likely to be complicated and difficult to run, but they can be designed.”

Pp. 396-398: $\text{SEU} = \text{SEU}$ is properly discussed

P. 398 (e.g. Fig. 3): **biseparable utility**

P. 398 shows that prospect th. violates stoch. dom? No no no! Only that additivity implies that the probability transformation is the identity function. On basis of that argues that transformed probabilities should be interpreted as decision weights, not as expressions of probability.

P. 398 1st-2nd column: “One way of avoiding these difficulties is to stop thinking of a scale of subjective probabilities and, instead, to think of a weighting function applied to the scale of objective probabilities which weights these objective probabilities according to their ability to control behavior.”

P. 400: argues for sign-dependence; i.e., different probability transformation for gains than for losses.

P. 401: the Samuelson game, people prefer sure outcome over gamble, but under 20 repetitions prefer the gamble. Erroneously considers this evidence against EU.

**coherentism:** p. 401: mentions that Allais and Coombs want to link probability and utility to psychophysical measurement.
P. 404: that intransitivity can be the result of indifference.

P. 405: that transitivity can never be really tested unless repeated [I add: or hypothetical] choice requiring constancy of choice.

game theory can/cannot be viewed as decision under uncertainty: p. 406:
“A scientist in his laboratory may be considered to be playing a game against Nature. (Note, however, that we cannot expect Nature to try to defeat the scientist.)” The last addition properly notes that there is a difference.

P. 409 criticizes maxmin approaches to uncertainty/ambiguity: “A very frequent criticism of the minimax approach to games against Nature is that Nature is not hostile, as is the opponent in a two-person game. Nature will not, in general, use a minimax strategy. For this reason, other principles of decision making have been suggested.”


{ risk seeking for symmetric fifty-fifty gambles: probability-preference for 0.5 seems to be found. %}

{ risk seeking for symmetric fifty-fifty gambles: probability-preference for 0.5 seems to be found. %}

{ risk seeking for symmetric fifty-fifty gambles: seems to find it. %}

{ nonlinearity in probabilities; Assumes, without further ado, that utility of receipt of N gambles is N times utility of one gamble (p. 203 3rd para). But this amounts to linear utility, contradicting the nonlinear utility assumed in this paper.

P. 201: “If it is reasonable to assume that subjective values of money should be substituted for objective values in Equation 1, it is equally reasonable to make the same assumption about probabilities.”
linear utility for small stakes: argues that for small stakes (between −$50 and $50 in those days) utility is about linear, and probability transformation is more important than utility curvature

Edwards finds sign-dependence of probability weights

P. 209: Finds that people overestimate probabilities (enhancing risk seeking) for gains, and are about linear for probabilities of losing; says that is in agreement with common sense. Note that this is opposite to the current viewpoints.

Seems that no mixed gambles were considered, and that degree of loss aversion was simply posited. %)


{ updating: testing Bayes’ formula %}


{ P. 120 etc: summary of his probability transformation exps.

P. 109: points out, very correctly, that for the fixed-outcome-probability-transformation model, utility should have a “true” zero; i.e., that location of utility is not free to choose.

SEU = SEU: P. 115 states explicitly that subjective probability cannot be function of objective probability alone. The author bases this on unpublished data where different events with same objective probability had different subjective probabilities depending on display etc. Also mentions that there would be logical difficulties; theorem 3 on p. 119, ascribed to Savage, gives a mathematical and appropriate theorem. This work is actually really good material on the SEU = SEU question. Savage’s influences have clearly been useful here!

P. 116 uses the metaphor when a function (here subjective probability) depends on one variable (objective probability) but also on others, that there is a book with a page for each level of the other variables.

risk seeking for symmetric fifty-fifty gambles: P. 121: In gains, people prefer 50/50 gambles to others with same EV. In losses, participants prefer small-prob-high-losses to others with same EV: that is all quit opposite to current
empirical findings!

P. 126/127: “An old familiar finding in psychophysics is that the form of any subjective scale depends on the methods used to determine it. The same may be true for SP [subjective probability] and utility scaling.” Voila framing, and a bit of the constructive view of preference, avant la lettre.

P. 128 describes the kind of formulas needed for transformed probabilities. It distinguishes between entirely positive gambles, entirely negative ones, mixed ones. That is, quite already, exactly the distinction of prospect theory ’79!

**biseparable utility**


{% updating: testing Bayes’ formula %}


{% %}


{% %}


{% %}


{% No swing weights method %}


{% updating: mistakes in using Bayes’ formula %}


Proposition 1: Assume stochastic background risk $\varepsilon$ with only negative outcomes. Adding $\varepsilon$ stochastically independent of all else always increases risk aversion iff decreasing absolute risk aversion. My alternative proof: Condition on every outcome of $\varepsilon$. Does not affect else because of stochastic independence, so, all conditional CEs (certainty equivalents) lower, so, unconditional CE lower too. Then result is extended to nonstochastic independence with Ross’ (1981) extension, and to second stochastic dominance with prudence coming in. %


https://doi.org/10.1016/j.jet.2019.104971

Do prudence, temperance, and so on, in a dual way, for Yaari’s (1987) dual to
EU. If the classical EU results can be proved on a comonotonic subdomain of acts, then the duality between EU on a comonotonic cone and Yaari’s theory of Wakker & Yang (2021, IME) could be used.

The intro and first result of this paper show the following. Although preceding preference conditions in the literature for prudence in Eeckhoudt & Schlesinger (2006) were presented in a model-free manner, they were still quite targeted towards EU. In particular, if imposed on Yaari’s theory, they imply EU, i.e., subjective expected value. The authors write (p. x+2): “This result illustrates that while (primal) prudence and higher order risk attitudes are often presented as being model free, and rightfully so, they may have, at the same time, no specific meaning outside EU.”

P. x+2: “A positive sign of the third derivative of the probability weighting function is consistent with an “inverse S-shape”,”

Unfortunately, the authors do not use the nowadays (1990-2023) common top-down integration, transforming decumulative probabilities (“starting with the best”), but the other way around, bottom-up, transforming cumulative probabilities (“starting with the worst”). Means that concavity of probability weighting in this paper is what is commonly convexity today. Also means that common parametric families such as Prelec’s mean a different thing here than what they mean commonly. When it comes to duality with EU, the two work equally well. For instance, the above-cited Yang & Wakker paper shows it for the common way.


{First para says that economists will not likely define risk aversion as a behavioral property. Second says that with prudence it is different and cites Gollier (2001) on a behavioral definition. The paper assumes EU. Although they don’t say, [x,y] denotes a lottery (they do say it’s equal-probability).

P. 282 (citing others for it): Prudence if \((I-k)_{0.5}(I+\varepsilon) \geq I_{0.5}(I-k+\varepsilon)\), where \(I\) denotes initial wealth, \(k>0\) is a sure amount, and \(\varepsilon\) a random variable with 0 expectation. It is reminiscent of multiattribute risk aversion and is equivalent to \(U''' \geq 0\). P. 287 points out that prudence is weaker than decreasing absolute risk aversion. This paper adds similar conditions with more complex ingredients than}
k and $\varepsilon$ to characterize signs of higher-order derivatives of utility. Something like

$$(0+B_{n-2})^{0.5}(\varepsilon+A_{n-2}) \leq (0+A_{n-2})^{0.5}(\varepsilon+B_{n-2})$$

with all $\varepsilon$ independent is equivalent to alternating signs of derivatives.

It is inductively, where $A_n$ and $B_n$ are defined by adding previously defined random variables.

Very pretty! (Although I do not like the title, which gives no info but is just boosting.)%


{%
updating: discussing conditional probability and/or updating %}


{%
updating: discussing conditional probability and/or updating; discussions about Jeffrey’s model. Conditional upon event E means when E is true, not necessarily when !you know that! E is true. Gives the famous Ramsey p. 180 reference to the issue. “Learning with detachment” means you hear in some way that E is true but do not know that you know it. Conditioning should be like learning with detachment. Examples that !knowing that E! can matter are based on hidden information such as in Kreps & Porteus (1978).%}


{%
updating: discussing conditional probability and/or updating %}


{%
foundations of statistics %}

Study insensitivity regions. Discuss a heuristic of it, show the heuristic does not always work. We have \( w(p) \geq w(p+r) - w(r) \) for all \( r \in [0,b] \) if and only if 
\[
\inf_{r \in [0,b]} (w(p + w(r)) - w(p+r)) \geq 0
\]
and the paper uses this as a starting point for necessary and sufficient conditions.


Proper scoring rules; scoring rules for quantiles and the like can be written as convenient linear combinations.


Define self-protection as expenditure on reducing the probability of suffering a loss (crime-prevention, fire prevention, and so on), also called loss prevention, and to be distinguished from self-insurance (also called loss protection), which is the expenditure on reducing the severity of a loss. Cite earlier works on these concepts. The former can be complement to market insurance, whereas the latter is substitute. Self-protection (also called protective action) is the same as probabilistic insurance! Is also pointed out by Kahneman & Tversky (1979 p. 270). Pp. 639-640 point out that self-protection does not depend much on risk attitude, which is because they use EU to analyze risk, thus not capturing probabilistic risk attitudes. Self-protection was called probabilistic insurance by Kahneman & Tversky (1979) and by Wakker, Thaler, & Tversky (1997).

P. 641: moral hazard means that market insurance reduces value of self-protection.


http://dx.doi.org/10.1007/s11166-012-9153-5

*Updating: nonadditive measures:* This paper examines updating under Choquet expected utility (I nowadays (1990-2023) prefer the name RDU also for uncertainty). Preceding works all built on the assumption of universal ambiguity.
aversion, which is violated empirically. This paper considers the empirically more realistic neo-additive capacities and an appealing but more mathematical variation, JP capacities (introduced by Jaffray & Philippe), and obtains consistency results for updating there (attitude to ambiguity is not affected by updating). As the authors point out in their footnote 1 (p. 240) there is no behavioral foundation of JP yet except for the special case of neo-additive. For JP capacities, consistency under updating can only be for the special case of neo-additive. Nice that this class is closed under generalized Bayesian updating (shown by the authors in 2010, EL, GBU is the updating of nonadditive measures favored by the authors).

P. 241 nicely relates consistency under updating to conjugacy in Bayesian statistics.

**nonadditive measures are too general:** p. 241 writes that general nonadditive measures are too general, growing exponentially in number of states. %}


{% dynamic consistency: critically discuss the ordering of events in the Anscombe-Aumann model, and how modern papers make implicit assumptions about it. (criticism of monotonicity in Anscombe-Aumann (1963) for ambiguity) %}


{% They show that for finite state spaces the $\alpha$-maxmin model of Ghirardato, Maccheroni, & Marinacci (JET, 2004) only allows for $\alpha = 0$ or $\alpha = 1$, which takes the heart out of the model. %}


{% EU+a*sup+b*inf. A generalized neo-additive capacity (GNAC) has a more rigid definition of the impossible and certain events where the capacity is 0 or 1, relative to Chateauneuf, Eichberger, & Grant (2007). Thus, it allows for a capacity flat 0 in a neighborhood of $p = 0$ and flat 1 in a neighborhood of $p = 1$, }
but then linear in between those flat parts. That is, it allows for oversensitivity. The authors axiomatize it under Choquet expected utility by some dynamic decision principles, via updating (updating: nonadditive measures). Such principles quickly restrict to SEU. Here, because null events are to be treated differently, they escape from SEU and this leads to GNAC.

P. 249 §4.3 1st line ascribes the term cavex to Wakker (2001), but Wakker learned the term from Jaffray.}


{% CBDT; generalize results of Billot, Gilboa, Samet, & Schmeidler (2005). %}


{% CBDT; %}


{% dynamic consistency: favors abandoning forgone-event independence, so, favors resolute choice; end of §3 suggests that uncertainty aversion is the empirical finding. %}


{% Argue that in one-stage approach there can be no universal preference for randomization, contrary to two-stage Anscombe-Aumann where Schmeidler used it to characterize convexity and ambiguity aversion etc. Wakker (2010, §11.6) called Schmeidler’s equation of ambiguity aversion with preference for probabilistic mixing an historical accident. %}

{\% Seem to axiomatize the \(\varepsilon\)-contamination model (subclass of maxmin EU) for linear utility. \%


\%


{\% game theory for nonexpected utility; Equilibrium in two-person game with Dempster-Shafer updating (updating: nonadditive measures) \%


{\% This paper re-analyzes five of the ten games analyzed in the pretty (but not very innovative) Goeree-Holt (2001 American Economic Review) paper, being the five static ones. It reanalyzes those using the neo-additive ambiguity models. The new approach can be formulated, and understood, without much knowledge of RDU or neoadditive: Everything as usual, with randomized strategies, the only difference being that in the EU calculations one adds overweighted minimal and maximal outcomes (also if probability 0 of happening). It is psychologically plausible and gives interesting new equilibria, as the paper shows. So, nice!

Formal details on RDU with neo-additive are: There are two ways to do neo-additive for uncertainty. Both use a subjective probability measure. The first is probabilistically sophisticated where a neo-additive probability weighting function is applied. Then all events with probability 0 are ignored. The second is the one used in this paper, where the sup and inf outcomes are overweighted. Then events of probability 0 that are still logically possible (so, nonempty) do count as regards sup and inf outcome. For general nonadditive weighting functions the definition of support is problematic (decision weight 0 with one rank (or in one comonotonic set) need not be decision weight 0 in another). One can take support maximal (as soon as positive decision weight somewhere, like
Savage) or minimal (only if positive decision weight everywhere), or in a particular rank-dependent way. The problems are a bit less for neo-additive. Then there is nothing else than minimal or maximal. The authors take minimal, which means the support of the subjective probability measure. Equilibrium under ambiguity requires that all strategies in the support are optimal. Now optimal means SEU with extra weight for the sup and inf outcomes, which given finiteness of actions means max and min outcome. (game theory as ambiguity)


{% Analyze games assuming CEU (Choquet expected utility), with Jaffray & Philippe (1997) weighting functions. Those are a convex combination of a pessimistic weighting function and its dual and, thus, can accommodate optimism. CEU with these is a special case of $\alpha$ maxmin. The authors propose a definition of support and analyze the existence of equilibria, generalizing previous results, in particular of their 2011 paper. They seem to show that with neo-additive capacities, an equilibrium always exists. %}


{% game theory as ambiguity: firm effects of ambiguity on strategy choices versus various opponents. %}


{% Allow subjects to express indifference. Use a beautiful incentivization of indifference: They then do not randomize choice (which would bring in risk and thus be a horrible confound in a study of ambiguity), but just give one option to half of the subjects, and another to the other half, and find no significant differences between the two treatments. Just like Dominiak & Schnedler (2011), they do not find Schmeidler’s (1989)
ambiguity aversion. Wakker (2010, §11.6) called Schmeidler’s equation of ambiguity aversion with preference for probabilistic mixing an historical accident.

**ambiguous outcomes vs. ambiguous probabilities:** Although the authors interpret uncertainty about outcomes as a different concept of uncertainty than what is captured in state spaces, I interpret this uncertainty as a more complex state space, with uncertainty both about the color of the ball drawn and the type of envelope.

In O (open envelope; subjects see if it contains €1 or €3) and R (random envelope, containing €1 or €3 fifty fifty) the authors find ambiguity aversion as usual, but in S (sealed envelope; €1 or €3 but subjects just don’t know) they find less.

In treatment S, there is ambiguity everywhere due to the envelopes. In this treatment, also for urn H there is ambiguity. Given that the envelopes are ambiguous already, urn U does not add much ambiguity to it, and is close to urn H. So, then plausible that subjects are indifferent. In the other treatments, urn H has no ambiguity but urn U does, so, subjects prefer H. %}


Jaffray (1989 Operations Research Letters) introduced a beautiful framework for ambiguity, using belief functions. See my annotations there. Good thing that his framework be used more often. Gul & Pesendorfer (2014, 2015) basically used it. This paper also does so. In particular, it uses different evaluations at various stages than Jaffray did. In the first stage, uncertainty is resolved with known probabilities, i.e., it is risk. Then in the second stage a case results of complete ignorance: one knows the set of possible outcomes, and nothing more.

Jaffray applied his model of complete ignorance in the spirit of Cohen & Jaffray (1980), where such a situation is evaluated by an $\alpha$ maxmin approach: A convex mix of the inf and supp utility, where the mixing weight reflects ambiguity aversion. This paper instead adopts the principle of insufficient reason for complete ignorance, taking average utility over the set of outcomes with
utility function denoted \( \varphi \circ u \). For the first-stage probabilities Jaffray does “just” expected utility maximization. This paper generalizes in a recursive expected utility (smooth utility) sense, by adding in an extra transformation, denoted \( \varphi^{-1} \). Jaffray captures ambiguity attitude through \( \alpha \) in the 2nd stage, and this paper through how the utility function in the 2nd stage differs from the 1st stage. Whereas in the smooth model ambiguity aversion corresponds with a more concave utility function in the 1st stage, this paper has that in the 2nd stage (Proposition 13).

I think that this paper is an improved version of the smooth model because the events conditioned on in the first stage here have objective probabilities, and such are better suited for conditioning on. This paper is a kind of reversed Anscombe-Aumann framework, as initiated by Jaffray.

P. 11 §2.1 mentions that Jaffray used a monotonicity axiom to axiomatize his \( \alpha \) maxmin evaluation in the second stage, but does not discuss it further. Let me explain here how their average utility model violates it. Assume three events \( E_1, E_2, E_3 \), giving outcomes (in utility units) 1, 8, 9, respectively, giving average utility 6. Imagine we improve the outcome under event \( E_2 \) from 8 to 9. Now the outcome set is \{1, 9\} giving average 5: monotonicity is violated. \%


\%


\%


\%

**real incentives/hypothetical choice: for time preferences**: With Amazone gift certificates. Seems to use willingness to wait, and price list.

**decreasing/increasing impatience**: Seems to find opposite of presence effect,
with constant discounting after. So, as quite some studies, the very opposite of quasihyperbolic discounting. %}


{% one-dimensional utility; Ghanshyam Mehta told me on March 15, 2000:
Eilenberg proved the Debreu (1954) result for connected separable topologies.
Debreu refers to him and gives a different proof. The Debreu result for second
countable topologies is not here. Much of the latter, in particular the gap idea, can
be recognized in a work by Wold who did not elaborate. %}

Eilenberg, Samuel (1941) “Ordered Topological Spaces,” American Journal of
Mathematics 63, 39–45.

{% %}

Einav, Liran (2005) “Informational Asymmetries and Observational Learning in

{% violation of risk/objective probability = one source: Consider how risk aversion
is related for subjects across six different contexts, five insurance decisions and
one investment decision. Use nice real data (health-related employer-provided
insurance coverage decisions) with some $N = 13,000$ subjects. Find relations, but
not very strong.

One analysis, theory-free, considers the ranking of subjects from most to least
risk averse in each of the six contexts. That is, to what extent is the most risk
averse subject in one context also so in another context? The authors argue that
this way they do not need the many assumptions to be made in theoretical
(structural) analyses, such as what are the probabilities and losses for each subject
in each context. But I think that this is also relevant for the theory-free analysis
where it is now ignored. For example, the apparently most risk averse subject for
health insurance may in reality not be risk averse at all there, but simply have bad
probabilities there due to bad health.

The other analysis fits EU with CARA (and also CRRA) utility to fit the risky
choices, bringing in things such as initial wealth, but I guess not other individual-
specific info. For each individual and each context, an interval is calculated for
the CRRA risk aversion parameters that accommodate the choices observed.
Then it is inspected to what extent these intervals have overlap, so do not contradict each other.

The data set and questions considered are fascinating, but due to lacking info it is hard to interpret the results. 


P. 26 bottom:

“this review has tried to place behavioral decision theory within a broad psychological context”


An impressive paper on ambiguity. Probably the first to seriously put forward the concept of likelihood insensitivity/ inverse-S, although empirical studies such as Preston & Baratta (1948) had found the phenomenon before (in their case for risk). Those empirical studies did not discuss the concepts though.

They use an anchoring-and-adjustment model for ambiguity. Their theory is explained on pp. 436-439, but I find the details not so interesting. I next give an account that more easily gives the essence, I think:

There is a first-best-guess probability \( p_A \) of the ambiguous event \( A \). It will be modified into a weight, which they denote \( S(p_A) \), due to ambiguity, with parameters as follows.

(1) Parameter theta captures the degree of ambiguity.

\[
\text{theta} = 0: \text{no ambiguity}; \text{theta} = 1: \text{maximal ambiguity.}
\]

(2) Parameter beta captures under/over weighting.

\[
0 < \text{beta} < 1: \text{underweighting}; \text{beta} > 1: \text{overweighting.}
\]

Decision-oriented economists and people exposed to rank-dependent models will now ask: Does the over/under weighting apply to weights of best or worst outcomes? This makes all the difference for the behavioral implications, about whether we get aversion or the exact opposite, seeking. The answer is: neither!

The authors did not know about rank dependence. They had in mind the old Edwards-type transformation of separate-outcome probabilities, rather than
cumulative probabilities. Their decision experiment, Experiment 3, only involves prospects with only one nonzero outcome. There, the old formulas agree with modern 1992 prospect theory, both for gains and losses, so that things are fine there. Their finding of inverse-S, likelihood insensitivity, therefore agrees with modern findings. For general prospects, with two or more nonzero outcomes, the behavioral effect of over- underweighting can best be qualified as random. Those old formulas just were no good.

The total overweighting is increasing in theta and beta, as if it was their product, although the actual function is different than a product. If one wants to know exactly how the maths in their model works, one can study their Section “A descriptive model,” pp. 436-439, but I think that this is not worth one’s time. Must say that I found their formulas not very interesting. For completeness, here they are: The authors take $S(p_A) = (1−θ)p_A + θ(1−p_Aβ)$ (Eq. 6b, p. 437). The parameter $θ$ reflects degree of inverse-S (for $β = 1$ a large $θ ≤ 0.5$ moves the weight towards 0.5; the authors assume $θ ≤ 1$ but $θ > 0.5$ does not make much sense, leading to weights decreasing in $p_A$ for $β = 1$), and $β$ reflects source preference. They allow both parameters to depend on both the decision situation and the agent (p. 438 2nd column 2nd para), so, they do not commit to agent-independence of theta and situation-independence of beta, contrary to many ambiguity models popular in 2020, the year when I write this summary of their theory. (I have known this paper since 1989, when I worked in a psychology department in Nijmegen and a colleague recommended the paper to me.) But they do write, p. 437 column 1 ℓ. 12-13: “Attitude toward ambiguity is denoted by $β$.”

The anchoring-and-adjustment procedure makes sense for the stimuli that the authors use, where always an anchoring probability is salient; and it can be put on the x-axis for graphs. It does not hold for ambiguity in general, because in many situations of ambiguity there is no particular anchor probability. For virtually all ambiguity models popular in 2020, probabilities are specified in some sense still. Inverse-S is indeed perceptual/cognitive and not motivational, as confirmed by Hogarth (personal communication, March 9, 2007, 11:55 AM, in Barcelona: cognitive ability related to likelihood insensitivity (= inverse-S)

P. 434 lines 6-10: the authors’ model is descriptive, and not normative.
inverse-S is found; ambiguity seeking for unlikely: p. 435 cites Ellsberg on it and p. 439 Gärdenfors & Sahlin (1982); their model also has it (e.g., Fig. 2). Tversky criticized this work because the authors do not properly reckon with statistical regression to the mean (e.g., p. 454 2nd column lines 7-9), and their inverse-S may be just that.

uncertainty amplifies risk: p. 439: “Thus, although the domain of our theory is different from that of prospect theory [which then only concerned risk with known probabilities], we believe that it is not coincidental that the treatment of uncertainty is so similar.” They do not really claim amplification, but, at least, similar spirit.

Their data “confirm” their model, though they don’t discuss the issue of ambiguity seeking for unlikely explicitly in the results and discussion. That is, the paper does not make clear if there is ambiguity seeking for unlikely. P. 453: Judged probabilities show inverse-S shape, and choices suggest transformation downwards of judged probability.

When they use the term “source” they mean something like an expert, being a source of information about the uncertain states of nature. So, source does not have the same meaning as in the works initiated by Tversky in the early 1990s.

Most of their tests are on non-choice-based data. Experiment 3 tests predictions of their model for prospect choices, but uses a very weak test (whether their model is better than completely random choice).

bisperable utility: they do not clearly specify a decision theory with, for instance, weights related to best and not to worst outcomes or vice versa. They seem to have separate event weighting in mind.

event/outcome driven ambiguity model: event-driven %}


{\% inverse-S is found; ambiguity seeking for unlikely: p. 230 states it; their model assumes it (see p. 232/233); for gains, their data don’t find it clearly, a majority still prefers the unambiguous urn for p = .001, be it nonsignificantly (60, against 48 preferring the ambiguous urn, p = .144, see Table 1 on p. S237). Still, in the text the authors write as if ambiguity seeking for unlikely has been confirmed. This writing is misleading! For losses they find clear ambiguity aversion for unlikely, weaker but still significant at p = .5 (Table 1), and maybe some
preference for \( p > .5 \) though only in the buyers paradigm (Tables 2 and 3, p. 242/243); so: mixed evidence on: **ambiguity seeking for losses**. They also repeat in many places that weighting functions should be sign-dependent and properly credit Edwards (1962) for that (e.g. p. S245). Dobbs (1991), footnote 1, points out that what the authors consider an ambiguous probability may be biased upwards. Heath & Tversky (1991) do that too.

**reflection at individual level for ambiguity**: Experiment 4 has losses, but also asymmetric info, and does not report on it. Dobbs (1991) says they did gain-loss between-subjects.


**updating: discussing conditional probability and/or updating**: A classic it seems.}


“the supreme goal of all theory is to make the irreducible basic element as simple and as few as possible without having to surrender the adequate representation of a single datum of experience.” (p. 165 3\(^{rd}\) para)


**natural sources of ambiguity**: For the natural event (performance of a stock) they take sum of WTP (the same for WTA) for event and its complement, which in a way a bit corrects for belief given linear utility.

\( N = 80 \); WTP-WTA both for positive gamble (on known urn, unknown urn, and two natural events) and on that gamble multiplied by \(-1\).

**ambiguity seeking for losses**: Ambiguity aversion for both gain measurements, significant ambiguity aversion for one loss-measurement, and
ambiguity neutrality for another. They were WTP WTA questions. The WTP-WTA ratio did not depend on ambiguity, and neither on sign, in support of reflection.

**Losses from prior endowment mechanism:** Did random incentive system, with DM 10 prior endowment, so that they could cover losses. Use BDM (Becker-DeGroot-M** utility depends on probability**).

Find that WTP/WTA discrepancy does not interact with ambiguity. This is remarkable because most people would predict that the discrepancy increases with ambiguity. This is empirical evidence against Bewley’s (1982, 2002) model, and also weakly against: **uncertainty amplifies risk.**

P. 224 gives careful categorization of WTP/WTA whether it means giving away a gamble already possessed or otherwise, so, things that are often confused in the literature.

**Reflection at individual level for ambiguity:** Although they have the within-subject data, they do not report it because they are only interested in WTP/WTA. Their WTA(+) versus WTA(−), especially their correlations, would have been a test of reflection at the individual level. (WTP(+) versus WTA(−) less so because they concern mixed prospects.)


Surveys Stevens power law for subjective perceptions. For time perception seems to find $t^{0.9}$ as good fit. Nice for unit invariance model interpreting it as constant exponential discounting but with nonlinear perception of time $t \mapsto t^c$. Eisler, Hannes (1976) “Experiments on Subjective Duration 1968-1975: A Collection of Power Function Exponents,” *Psychological Bulletin* 83, 1154–1171.


P. 102 seems to cite the mathematician Hector Sussman: “In mathematics, names are free. It is perfectly allowable to call a self adjoint operator an elephant, and a spectral resolution a trunk. One can then prove a theorem, whereby all elephants have trunks. What is not allowable is to pretend that this result has anything to do with certain large gray animals.”


Multivariate extensions


Shows that the power law for numerical matching can be considered a special case of Fechner’s logarithmic law and cross-modality matching. (If $c + d \ln N$ is to be equated with $a + b \ln S$ then $N = \beta S^c$.), and that people may perceive numbers in a nonlinear manner.

% updating: testing Bayes’ formula; nice experiment on updating, w.r.t. collecting from urns. Find mostly ignoring prior, and less conservativeness.

real incentives/hypothetical choice: it makes a difference. %}


% The author argues that imprecise probabilities are irrational, by making simple book against it. In it, the author implicitly assumes a well-known additivity condition (see, e.g., Wakker 2010). This happens on p. 5 left column penultimate para. It is less implicit on p. 9, right column, 2nd half and, again, p.10 left column last para above §11. There the author mentions the condition but as if completely self-evident, not realizing how restrictive the condition is, in fact implying expected value maximization and, e.g., excluding any hedging considerations. %


% Seems to have been the first to do risky utility measurement assuming response errors. %


% Was presented at RUD 2011 under title; “A Variation on Ellsberg”

Consider Ellsberg 3-color urn, with 20 black chips and 40 red or yellow chips in unknown proportion. I regret that the authors did not follow Ellsberg in letting red be the known-probability color, but instead took black.

They consider correlated ambiguities, where a prize won for instance depends on the composition of then urn. A difficulty is that the results are not easy to interpret, because ambiguity neutral players will not be indifferent between the different stimuli.

Let there be r red balls. They consider ambiguous probability as usual (receive $20 if red), but also ambiguous outcome (receive $r if black), ambiguous time (receive $20 in r days), and positively correlated ambiguity in probability and outcome (receive $r if red). Ambiguous outcome is most ambiguous because the
outcome can be anything between $40 and $0, and these outcomes in fact do have unknown probability (we do not know the probability of receiving $40, $39, and so on, because we do not know the probability of r having these values), and it indeed is the ambiguity most dispreferred. Note that here the meta-ambiguity, the uncertainty about r, plays a role. One could say that not only the color drawn, but also the composition of the urn, now is outcome-relevant, so that beliefs and uncertainty and most elementary state space become different.

Ambiguity in time is dispreferred the least. This is not just ambiguity about the time point of receipt because for ambiguity about timing the timing is always related to the composition of the urn, so that always correlation comes in. Positively correlated ambiguity is specially liked by the subjects but this is no surprise and does not speak to ambiguity attitude: improving outcomes under likely events and worsening them under unlikely events is a good deal by any standard, even for ambiguity-neutral expected utility maximizers.}


Test axioms in loudness-ratio perception. Test Narens’ (1996) commutativity and multiplicativity. Commutativity was satisfied, but multiplicativity (doubling and then tripling = sixfold) was violated.


*Risky utility* \( u = \text{transform of strength of preference} \ v \), latter does exist. P. 107 states, nicely: “The two dominant fallacies are the ‘fallacy of identity’ and the ‘fallacy of unrelatedness’.”


*Crowding-out;* cite empirical evidence and develop a principal-agent model with social esteem incorporated to explain it.


Elliott, Robert, David A. Shapiro, & Carol Mack (1999) “Simplified Personal Questionnaire Procedure Manual.” University of Toledo, Department of Psychology, Toledo, OH.

A voting theorem where under increasing population size the probability of the right candidate winning goes to 1, assuming SEU, is reanalyzed using maxmin EU, and then no longer holds.

The conclusion starts with the sentence “Theorem 1 shows that rational but ambiguity averse voters may …” Being a Bayesian, I will never co-author a paper with such a sentence! %}


Dynamic consistency: Gives recent references on the Machina (1989) type dynamic decision principles to imply EU. It presents such a result assuming consequentialism (Assumption 1; like time invariance of Halevy 2015), dynamic consistency (Assumption 2; called time consistency by Halevy 2015), and a richness of domain assumption (Assumption 3; full support) with sufficient overlaps. I assume that the analog of RCLA or collapse independence (independence of reversal of order of events) is implicit. The uncertainty considered concerns the types of players in a game, and acts map type-vectors to outcome vectors. Nature is also there. The richness assumed is enough to get Gorman’s (1968) theorem involved. The paper only considers payment vectors for type vectors, and no game-theoretic interactions are examined. P. 242 writes it: “I abstract away from the formal details of the game and equilibrium.”

P. 241: “Theorem 1 shows that at least one of these properties [the EU dynamic decision principles] fails in (discretized versions of) nearly all of the literature on auctions and multi-agent mechanism design with ambiguity aversion”

P. 242: “the modeler faces the familiar trade-off between Consequentialism and DC”

P. 242: “while DC has very strong normative appeal, violations thereof are well documented.”

Is somewhat: **dynamic consistency: favors abandoning forgone-event independence, so, favors resolute choice.**

P. 245: “For instance, if a player engages in forward-induction reasoning (e.g. Kohlberg and Mertens, 1986), then she violates Consequentialism.”

P. 245: “DC requires that no player has an incentive to deviate from her ex ante optimal strategy upon learning her type. This is the property that permits reduction of the strategic form to the normal form.” %}


Ellis Chr. XI, my handwritten notebook p. 702.


Following Eq. 7.2, Ellsberg cites I.M.D. Little and explains that Little did not understand that risky utility functions should order riskless options the same way as riskless utility functions; i.e., the Gafni/HYE mistake.

§§I and II write that Marshall (Principles of Economics) and Jevons thought that a person could find out about his strength of preference through introspection (p. 530 5th para); this str. of pr. then could as well serve as vNM utility, certainly in a normative sense. For example, W. Stanley Jevons (1911) “The Theory of Political Economy.” London, p. 36.

P. 537: ascribes vNM theorem to von Neumann solely

Nowhere Ellsberg says that vNM explicitly deny that risky=riskless utility. He only says, correctly, that vNM say they did not claim risky=riskless

P. 544: Ellsberg ascribes independence to Samuelson. He says, kind of, that
independence is indisputable, and that the problems of EU lie elsewhere.

Whole Ch. V of Ellsberg’s paper is on risky versus riskless utility. %}


;% Seems that pp. 1010-1011 alludes to it being reasonable to violate SEU. %}


;% ambiguity attitude taken to be rational

In the two-color urn the colors are Red and Black, in the three-color urn the known color is Red, and Black and Yellow are the unknown colors. I hope that everyone in the field will consistently use these colors! Is a convenient convention. The common payment for ambiguity is on Yellow and not on black (suspicion under ambiguity: just like that it will give the confound of suspicion).

About the works of Savage/Ramsey:

“the implication that—for a “rational” man—all uncertainties can be reduced to risks” (p. 645).

This may have contributed to the unfortunate terminology where SEU for unknown probabilities is called risk. (SEU = risk)

P. 75 of Keynes (1921) presents the Ellsberg 2-color urns, says there is more probability error (meaning probability being more unknown) in the unknown than the known, but does not relate it to decision making. I feel, therefore, that the priority goes to Ellsberg.

P. 645 points out that a problem arises in the distinction between beliefs (called relative expectations by Ellsberg, context shows it’s beliefs) and utilities (called relative preferences for outcomes by Ellsberg) in revelations from choices: the tradeoff method of Wakker & Deneffe (1996) can do it!

P. 646 middle writes that Ellsberg is less interested in normative than in reflective (sort of prescriptive; decisions after reflection)

P. 646 seems to write, on Savage’s axioms, that they gave “a useful operational meaning to the proposition that people do not always assign, or act ‘as though’ they assigned, probabilities to uncertain events.” So, he uses axioms to criticize a model here.
P. 649, footnote 5, points out that the sure-thing principle, in the presence of known probabilities, reduces to the independence condition.

Pp. 651-652: Ellsberg’s analysis of the two-urn example is not natural. He does not take the product space as state space, as most do and as is most natural, but he takes an urn that contains the union of the separate urns. Pfft! Here is a different way of showing that the two-urn example violates the sure-thing principle, which I hope is clearer.

P. 656 claims that Savage did the common Ellsberg preferences and, seeing that he violated his axioms, did not want to change his preferences, feeling reluctant about it. I strongly doubt the veracity of this claim. Ellsberg writes himself to have been reluctant to ask Savage again and this adds to my doubts. In a letter to Savage, Ellsberg later seems to write, to the contrary: “I see from a copy of your letter to Fellner that I haven’t convinced you yet.” (D. Ellsberg to L.J. Savage, May 21, 1962, LJS Papers, 11, 260.)

P. 657b says that in addition to utility and probability there is a third dimension (ambiguity).

P. 659: An individual … can always assign relative likelihoods to the states of nature. But how does he act in the presence of uncertainty? The answer to that may depend on another judgment, about the reliability, credibility, or adequacy of his information.

P. 663: “in situations where I really can’t judge confidently among a whole range of possible distributions, this rule steers me toward actions whose expected values are relatively insensitive to the particular distribution in that range, without giving up too much in terms of the “best guess” distribution.” Ellsberg writes entirely in the spirit of multiple priors, which I disagree with.

P. 664 l. –2: \[\text{EU} + a\sup + b\inf\]

P. 667 uses, for common Ellsberg behavior, the term “pessimism” to refer to belief and “conservatism” to refer to decision attitude.

P. 667 bottom suggests a rank-dependent idea: “He “distorts” his best estimates of likelihood, in the direction of increased emphasis on the less favorable outcomes.” He then elaborates on an example with this. %}

Is a reply to Roberts’ comment. Essentially both agree that many emotional factors besides ambiguity attitude (he used the term vagueness which is actually better than ambiguity) play a role, and only disagree somewhat on the extent.

P. 342: “This is not to say that vagueness, as defined, is typically the sole factor underlying deliberate choices in conflict with the Savage postulates, even in the situations that I described, or that such choices reflect mainly a simple aversion to vagueness (though my article may have given those impressions). My own thinking has moved recently toward recognizing the influence of various dimensions of the decision problem under uncertainty that are strongly associated with vagueness but distinct from it.”


With an introduction by Isaac Levi and an updated bibliography by Mark Machina.


ambiguity seeking for unlikely: in 2001 version, p. 203 l. 12-14: “… whereas a preference influenced significantly by extreme favorable possibilities is easily stigmatized as “wishful.” … Nevertheless, the deliberated preferences in this example of some individuals—including myself—seem to reflect in a systematic way both favorable and unfavorable positions in an ambiguous situation.” It is about a known urn K with 100 balls of 10 colors, each 10fold present, and an unknown urn A with 100 balls of 10 colors in unknown proportion, where Ellsberg prefers to gamble on not-Green from known to that from unknown, but prefers to gamble on Green-from-unknown to Green-from-known, so that he exhibits ambiguity preference regarding 1/10 probability. Ellsberg repeats his sympathy in footnote 1 on p. 206. He discusses at length on pp. 205-206 that not only the worst conceivable probability distribution receive extra weight, but also the best one. P. 206 2nd para: “…; in their own decision-making they wish to take some account also of favorable possibilities in ambiguous situations. These individuals will not exhibit a uniform tendency to “avoid ambiguity.” ”

P. 654 seems to write the same as p. 656 in Ellsberg (1961) on Savage in Ellsberg paradox. See my comments there.

http://dx.doi.org/10.1007/s00199-011-0653-3

Ellsberg very explicitly considers the usual Ellsberg paradox behavior to be rational, and the sure-thing principle not to be rational.

P. 222 says that 2-color paradox came first to him, before 3-color. P. 223 writes that he discovered Keynes (1921) only in 1962, before his Ph.D.. But obviously after his 1961 paper. (P. 224: he did not know Allais paradox in 1961, but did in 1962 before thesis.)

natural sources of ambiguity: P. 223 writes, to my joy, what I interpret as a plea for investigating natural events and not to overstudy the Ellsberg urns as the field now (2013) does, with square brackets from the original:

“[Hint: it is long overdue to perform experiments that test for other forms of ambiguity. That shouldn’t be hard; and they may well turn out to have interestingly differential effects.]”

P. 223 writes that Savage and Raiffa (two Bayesians) are the most clever people he ever met.

P. 225 does what many do today: Ambiguity is automatically equated with the multiple prior model where there are more than one possible probability measures: “ambiguity (where, one might say, more than one probability distribution over events seems reasonable).” I find this unsatisfactory, because there can be situations where there is nothing like a probability distribution in the mind of the agent, and the whole concept of “true” but unknown objective probability is questionable.

ambiguity seeking: P. 225 mentions that ambiguity seeking is to him as rational and normative as ambiguity aversion, also in his own urn examples, and that he has thought so from the beginning. He discusses it much for unlikely events (ambiguity seeking for unlikely), but not for losses.

ambiguity seeking: p. 226 gives a long plea against universal ambiguity aversion (italics added):

“I should have emphasized the last clause in the QJE article, but my failure to do so doesn’t fully explain to me why nearly all later research has focused only on “ambiguity aversion,” nor why most expositions have wrongly attributed the same preoccupation to me. It is as if the comments noted above—noteing the occurrence of patterns of choice
that clearly contradict “ambiguity aversion” even in these particular, frequently-replicated examples—had never appeared in the article. My long-term complaint is not about the mischaracterization of my own exposition but about the *general failure to explore this phenomenon* in subsequent experiments and analysis.

That is especially frustrating to me, because I happen to believe that this latter pattern will be much more frequent than the reverse in certain circumstances of payoffs and events other than the ones that were addressed explicitly in the QJE article and *almost exclusively investigated later*. Because these other circumstances (discussed in RAD, especially pp. 199–209) often characterize high-stakes political or economic decisions, I see it as being at least as significant empirically as “ambiguity aversion,” if not more so; hence, certainly deserving of much more experimental and theoretical investigation than it has received.”

[Italics added here]

For reasons unclear to me, Ellsberg does not like the term ambiguity seeking for what I call ambiguity seeking for unlikely, but prefers something like hope, which may be something like optimism (he does not use this term). I will probably be imposing my views on his thinking if I conjecture that he is searching there for Tversky’s concept of insensitivity, but does not grasp it. Here is his text that I am now referring to:

P. 225 (italics added): “What to call this pattern? “Ambiguity seeking” would be misleading; it doesn’t relate to the subjective considerations of the decision makers, who reasonably don’t see themselves as “preferring ambiguity” but simply as giving special weight in situations of ambiguity to more hopeful possibilities. Some would criticize this as “wishful,” which may be why it has received less or no attention in discussions of normative criteria (*though that doesn’t excuse the neglect of it as an empirical phenomenon*).” [Italics added here]

He goes on to argue for something like α-maxmin, which he calls restricted Bayes-Hurwicz criterion.

P. 227 very clearly argues for ambiguity seeking for unlikely, which he already expects with one of 10 colors, and expects more strongly with 1 of 100 or more colors.

**uncertainty amplifies risk:** I did not see this idea in his paper. %}


Suggest that an irrational decision not to prescribe estrogen may be caused by the overestimation of small probability of endometrial cancer.


{% P. 11 seems to claim that ambiguity nonneutrality is normative and seems to write: “Farmers deciding on a crop mix or doctors deciding whether to operate act under risk. They can rely on well-defined probabilities derived from past frequencies. Stock market speculators, soldiers and others who have to act in novel situations cannot rely on frequencies. If they have sufficient information and good judgement, they may be able to make good probability estimates to feed into the expected utility calculus. If they have little information or poor judgement, rationality requires them to abstain from forming and acting upon such estimates [PW: no alternative is given ...]. To attempt to do so would, for them, be a form of hyperrationality.”

Same page: “Here is a case in which objective probabilities and judgemental, subjective probabilities are equally out of reach.” Again on page 16;

P. 22 (footnote 51)/23, is negative on idea that one can choose one’s beliefs so as to maximize utility (as in Brunnermeier & Parker 2005):

“the pleasure of wishful thinking is of brief duration, like the warmth provided by pissing in one’s pants.”

P. 26, on elicitation, seems to write: “It is always possible to devise questions that will force a person to reveal his preferences or subjective probabilities, but often there is no reason to believe in the robustness of the results. If the outcome depends on the procedures of elicitation, there is nothing “out there” which is captured by the questions.”

P. 58 seems to write:

“Bayesian decision theory itself is an expression of the desire to have reasons for everything; P. 90: desire to have decisions based on reasons;” %}


{% %}


{% §8, pp. 70-72: Denote by F the Cantor function. F is nondecreasing and continuous and, hence, differentiable almost everywhere. Yet, its derivative is 0 almost everywhere. F is not absolutely continuous. Taking F as a distribution
function gives an atomless function assigning probability 1 to a Lebesgue null set. We can get a strictly increasing function $G$ with the same properties as follows: Let $[a_n, b_n]$ count the countably many intervals in $\mathbb{R}$ with rational endpoints. Define $G(x) = \sum_{j=1}^{\infty} F_n(x)$ with $F_n(x) = 2^{-n} F\left(\frac{x-a_n}{b_n-a_n}\right)$. 


{% free will/determinism: not precisely this, but rather combining chance with determinism (foundations of probability). %}


{% This paper opens with discussions of regression models with errors in the independent variables. It then uses this to analyze choice lists. Mostly, when choice lists are used, subjects are forced to be consistent in having only one switch, and in the right direction. This is easier for subjects and gives cleaner data. However, there are also pros to allowing for multiple switches: Those give info about the degree to which subjects are understanding. One can then, for instance, remove subjects with too many choice switches. This paper also allows for multiple switches and uses those to get better estimates of the errors in the regressions. %}


{% %}


{% %}

PT, applications, loss aversion: Dependency of household mobility on house prices is hard to explain by classical models. Equity cannot explain it very well, but loss aversion can.


equity-versus-efficiency: Let subjects choose between (x,y,z), where y is their own payment, and x and z are payments for two anonymous others. P. 862 last para: The Fehr & Schmidt model performs poorly regarding its predictions of Pareto-dominance violations. Efficiency (I think this is the sum total x+y+z) and maximin, as in a model by Charness & Rabin (2002) explain much of the data. What Fehr-Schmidt contributes in addition is not significant. A model by Bolton & Ockenfels (2000) performs poorly.


http://dx.doi.org/10.1063/1.4818538

conservation of influence: suggests with mathematical derivations that self-replicating systems are the best at dissipating energy.

Updating under ambiguity with sampling: In a first experiment, risk and ambiguity aversion are measured. For the risk attitude, consider lotteries $L_j = (0.5:(13-j \times 3), 0.5:(13+j \times 4.5))$, $j = 0,\ldots,4$. Choice situation $j$ gives a choice between $L_{j-1}$ and $L_j$, $j = 1,\ldots,4$. Note that, under EU, a subject with utility function $U(\alpha) = (\alpha-13)^r$ has the same preference in all four situations, exhibiting constant relative risk aversion w.r.t. outcomes $\alpha-13$. For the ambiguity attitude, subjects chose five times, each time between $L_j$ and an ambiguous version of it, where the probability 0.5 is replaced by an unknown two-color Ellsberg urn. Subjects could choose the winning color (p. 77 1st para; suspicion under ambiguity). The authors seem to suggest that subjects only once switch from risky to safe, and from ambiguous to risky, or vice versa, as $j$ increases, but I do not understand why, and neither which direction of switch the authors have in mind. But this point is not important for the rest of the paper.

P. 78, §2.6: The authors took the number safe vs. risky choices as index of risk aversion, and number of risky vs ambiguous choices as index of ambiguity aversion. These are atheoretical indexes, with all the pros and cons of those. (For example, no need to commit to a theory, but no direct comparability with other experiments or existing indexes.) It is not clear to me why the authors restrict to expected utility for risk, or the smooth model for ambiguity, in the first part of their paper, because their indexes are atheoretical. For the smooth model they assume that the second-order distribution is uniform over all probability compositions.

In a second experiment done a month later, the same subjects could play a game with ambiguous choices where they could pay to receive extra info, I think a drawing from the unknown distribution. Ambiguity averse subjects are willing to pay more. I would of course be interesting in a relation between a(mbiguity)-generated insensiviity and willingness to pay for extra info, but the experiment, with only 05-05 uncertainties, does not give the data to investigate this. It would accordingly have interested me much if ambiguity attitudes had also been measured with a(mbiguity)-neutral probabilities 0.1 and 0.9. %}

Engman, Athena (2013) “Is there Life after P<0.05? Statistical Significance and Quantitative Sociology,” Quality and Quantity 47, 257–270.


Seems that stoicism, most fundamentally, says that we have no control over what happens to us, we only control how we respond.
Epictetus was a Greek philosopher living a century after Christ. Some of his ideas survived in writings by his student Arrian.

**conservation of influence:** quotes:

“There is only one way to happiness and that is to cease worrying about things which are beyond the power of our will.”

“Don’t demand that things happen as you wish, but wish that they happen as they do happen, and you will go on well.”


---

1. Everything we ever do is motivated (say by evolutionary procedures), including rational beliefs we seek to have objectively. Probably the field means: beliefs that deviate from the info we have because we feel interests in believing different things than what is the truth.
2. It seems to be assumed that our beliefs are distorted in the direction of what we like. But pessimists systematically believe bad things, and insecure doubting persons believe too much opposite info.
3. Much of the utility of info is not utility of the info itself, but of its content. The authors in their 2nd para give as example a researcher having as much impact as Kahneman. However, I would not want this as info/belief about myself, but as fact about myself.
4. If I speak too positive about a candidate I vote on, this is not my belief, but my communication to convince others (p. 135 2nd para).

5. The field faces the danger of the **ubiquity fallacy**: erroneously thinking that one’s field can explain everything. }


{% https://doi.org/10.1257/aer.20181096

Find clear positive relation between wealth and discounting, stable over time and so on. Do so for a large sample in Denmark. The authors write that discounting predicts wealth. Causally, wealth may be predicting discounting.

P. 1180 last para discusses measuring discounting with money versus consumption, and argues for using money, e.g., writing “This result is consistent with evidence of “narrow bracketing” whereby subjects do not integrate their choices in an experiment into their broader choice set.” *(time preference, fungibility problem)*


{% restrictiveness of monotonicity/weak separability: When dealing with time and risk, Andreoni & Sprenger (2012; A&S) implicitly first aggregated over timepoints (conditioning on risky events). This implies a sort of weak separability, i.e., separability of each single risky event which, in particular, precludes hedging considerations across different time points (called “intertemporal diversification” in this paper). It also requires correlated lotteries for different timepoints, and A&S’s mistake was that in their experiment they instead implemented the lotteries stochastically independently.

This paper analyzes correlations/dependencies to properly reckoning with hedging possibilities, and first aggregating over risky events rather than over timepoints. Thus, things can well be reconciled with prospect theory and probability weighting, contrary to A&S’s claims. The authors write in the closing para: “Overall, RDU can explain all of the major findings in CTB experiments and provides the most convincing explanation of the evidence. The model respects first-order stochastic...
dominance, it can handle general boundary effects aside from the certainty effect, and correctly predicts behavior under different correlation structures. Thus, RDU and its cousins are an attractive modeling choice not only in atemporal, but also in intertemporal situations.”

Related comments were made by Chenug (2015 AER) and Miao & Zhong (AER 2015).%}


real incentives/hypothetical choice: for time preferences: RIS with one risky choice, but also one intertemporal choice, paid for real (p. 174). So, a bit of income effect. Subjects got a voucher to collect their money either next day, or in two months, or in four months.

P. 177 points out that not paying every subject may interfere with purpose of no risk perception in intertemporal choice.

Use relative risk premium: (EV–CE)/EV (p. 181).

P. 181: risk seeking for small-probability gains: they find this (supports also inverse-S although they did not try to fit other curves than inverse-S).

risky utility \( u = \text{strength of preference} v \) (or other riskless cardinal utility, often called value): Use risky utility to calculate discounting, as did Andersen, Harrison, Lau, & Rutstrom (2008), but use the more realistic prospect theory rather than EU (the latter, using EU, was done by Andersen et al.). Wakker (1994, Theory and Decision) argued for such use of one utility for all fields, coupled with nonEU to be descriptively realistic.

P. 182, §3.1: 17% of subjects reveal increasing impatience, and 54% reveal decreasing impatience.

P. 184: Show that, if future consumption is always endowed with uncertainty as is reasonable, then hyperbolic discounting can be generated by probability weighting. Find strong correlations between inverse-S probability weighting and hyperbolic discounting, confirming their relation. Find no relation between
degree of convexity of probability weighting and discounting, or between utility curvature and discounting. Discounting correlated in fact with nothing else, not with demographic variables and not with Frederick’s (2005) cognitive ability score. (cognitive ability related to discounting)

linear utility for small stakes: find it because they capture much of risk attitude through probability weighting.

Argue that decreasing impatience may be generated by uncertainty. P. 193: “Arguably, the future is uncertain by definition.”


dynamic consistency (= constant tastes).

P. 1 defines risk in the traditional way where probabilities should be known: “…individual behavior under risk where, following Knight (1921), risk is defined as randomness with a known probability distribution.”

Expresses a strong preference for betweenness theories over other nonexpected utility models such as rank-dependent theories, prospect theory, etc. for normative and tractability reasons. See, for example,

(1) P. 6:

“There are a number of alternative axiomatically based generalizations of expected utility theory that have been developed, but the one which seems to me to strike the optimal balance between generality and tractability, at least for the applications that I will consider, is the betweenness theory due to …” and references follow [italics from original]. §4 considers applications to consumption and asset returns, §5 to sequential choice and game theory. Endnote 2, concerning the text just cited and given on p. 52, writes:

“rank-dependent expected or anticipated utility …, the nontransitive regret theory … these
alternative models are not particularly useful for the applications in §§4 and 5. The same comment applies to prospect theory (Kahneman & Tversky, 1979). The latter also suffers, in comparison with expected utility and the other models mentioned, from more ambiguous predictions because of the lack of a precise theory of the framing and editing processes.”

(2) §3.4 on normative considerations on p. 24 2nd paragraph suggests normative appeal and also tractability.

(3) End of §5.1 also for sequential choice (no physical time)

P. 21 defines stationarity.

(4) p. 48 for applications to game theory.

On dynamic decision principles, this paper strongly favors the approach that keeps forgone-event independence (mostly called consequentialism) and update-consistency (mostly called dynamic consistency) and abandons RCLA, in the context of “intertemporal utility” where intertemporal means that there can be consumptions at intermediate nodes, so there is physical time:

(a) P. 19, l. 10-13: “The route corresponding to the middle branch … has been by far the most productive to date and will be the focus of the remaining discussion of intertemporal utility and applications. Here the middle branch designates what I described above.

(b) dynamic consistency: favors abandoning RCLA when time is physical:

“Introspection suggests that one might care about the temporal resolution of risk even in the absence of any implications for planning.”

In sequential choice where there is no physical time, the paper considers RCLA to be natural (p. 43).

§2.4 is on first-order risk aversion

P. 18 writes on violation of forgone-branch independence:

“Such dependence is not irrational, ... disappointment or relief”

P. 25 top points out (for recursivity) that verification of a condition at the individual level does not imply the same condition at the aggregate level. Then writes: “We are left with the familiar “excuse” for representative agent modeling, namely the current lack of a superior alternative.”

P. 44 suggests that Hammond (1988) and Machina (1989) use the term consequentialism in the same sense (which they don’t).

P. 50: quasi-concave so deliberate randomization %}

{% equilibrium under nonEU: discusses rationalizability and equilibrium for some nonEU theories. %}


{% This paper explains the author’s views on ambiguity. It reflects impressive, deep, and consistent thinking. However, I disagree with many intuitive directions chosen. The “finishing touch” for the author’s aims, endogenizing the definition of unambiguous events, is given later by Epstein & Zhang (2001, Econometrica), but most of the ideas, concepts, and interpretations are here. I will use the term ambiguity hereafter for what the author often calls uncertainty.

The author considers it to be desirable to endogenize many things such as probabilities. P. 583, Eq. 2.2, describes the “standard” definition of risk neutrality (and, hence, risk aversion) and the expectation involved therein not with respect to given objective probabilities as is common, but with respect to endogenous probabilities (Eq. 2.2), because there is a “for some” quantifier for the probability measure m. m is called subjective. In several places, for instance p. 585 below Eq. 2.5, the author equates “risk” with subjective rather than objective probabilities (SEU = risk). There are many economists who have done so since Savage (1954), including prominent ones. However, I think that this is an unfortunate and still minority terminology, and that risk better be related to objective probabilities only. By the way, in the latter way it was also defined by the author himself in Epstein (1992, p. 1)!

P. 584 1st para equates indifference-to-ambiguity with absence-of-ambiguity.

P. 584, Eq. 2.3, defines between-person more ambiguity averse as less favorable comparisons of ambiguous acts to unambiguous ones. If for every act a certainty equivalent exists then the condition amounts to same certainty equivalents for unambiguous acts and lower certainty equivalents for other...
acts. So, the comparison is defined only for people with same unambiguity preferences, Yaari-type.

Ambiguity neutrality is defined as probabilistic sophistication. I argued in Wakker (2001, Econometrica, pp. 1051-1052) that such endogenous definitions are not tractable; they are hard to observe empirically. The same criticism holds for the definition by Ghirardato & Marinacci (2001, 2002), where not probabilistic sophistication but subjective expected utility is taken as ambiguity neutrality. They have the same basic problem as Epstein. All of them can’t take the right, straight, road of going to exogenous probabilities. Epstein then goes too broad by taking probabilistic sophistication, and Ghirardato and Marinacci go too narrow by taking subjective expected utility, where they are explicit, but not as much as I would have wanted, on their extra assumption that they have expected utility for risk. Epstein argues on p. 585 that his definition is consistent with common practice, but this is not so. Surely everyone who did experiments knows that common practice is that non-ambiguity is exogenously given (so, directly observable!), by known probabilities/compositions. What may add to the confusion is that some authors (still a minority) confusingly argued that Savage (1954) is risk, rather than uncertainty. See my keyword \textbf{SEU = risk}. From this terminology Epstein’s and Ghirardato & Marinacci’s desire becomes more understandable. Dean & Ortoleva (2017, Theoretical Economics, Footnote 31, especially last sentence) will nicely and properly point out that ambiguity neutrality means probabilistic sophistication \emph{when also objective probabilities are present}. The implied agreement with objective probabilities (an exogenous concept) is the bigger half of it, and probabilistic sophistication the smaller half.

Epstein then goes on to define ambiguity aversion as \textbf{EXISTENCE} of a hypothetical ambiguity neutral (= probabilistic sophistication) person who is less ambiguity averse than the real agent considered. Again, this existence clause makes the concept hard to observe. The probability measure of probabilistic sophistication is interpreted as index of belief. In general this need not be unique. It worries me that ambiguity aversion is a necessary prerequisite for defining beliefs. It also assumes that beliefs must still be quantifiable through Bayesian objective probabilities.

The author is well aware of the desirability of making ambiguity
aversion observable. He provides impressively deep results on event differentiability to mitigate this problem. If a person satisfies event-wise differentiability of preferences, then eventwise local linear approximations of the preferences exist, which are probabilistically sophisticated. If this derivative is the same at every event (“coherence”), then ambiguity aversion holds if and only if it holds with respect to the derivative mentioned (Theorem 4.3, p. 599). Given the difficulty of observing probabilistic sophistication, and the depth of the ideas, this is an admirable achievement. However, it is not a complete solution to the observability problem because deriving event derivatives from preferences is hard work, and the requirement that this derivative be the same at every event is very restrictive.

Another difficulty with the definition of belief is that it is completely ordinally driven. I think that in many situations there is more-than-ordinal information on beliefs, such as if we know that Choquet expected utility holds and we know the capacity at a more-than-ordinal level. Then we want to use that non-ordinal info for beliefs, rather than confine ourselves to the model-free ordinal info.

Under Choquet expected utility, a person is commonly (though not by me) taken to be ambiguity averse if the CORE of the capacity is nonempty, and each element of the CORE can serve the purpose of index of belief in the probabilistically sophisticated model. In the multiple prior model, any prior in the set of priors can serve this purpose. It shows that under these models, the indexes of belief and ambiguity neutrality are not unique.

Nonuniqueness will give conceptual problems when endogenizing unambiguous (as in Epstein & Zhang 2001). If there are two sources of uncertainty (say urns), and the agent is probabilistically sophisticated with respect to both, then which is to be taken as ambiguity neutral? It may matter for what we designate as ambiguity averse or not. This issue is discussed more in Epstein & Zhang (2001, Econometrica), pp. 281-282. %}


{% Shows the logical possibility of falsifying probabilistic sophistication from consumer choices: If the asset demand contingent on s exceeds that on t even
though the price at s exceeds that at t also, then s must be more probable than t. No contradictions should result from such observations. An obvious research question is whether there exists empirical evidence of this kind.%


{\% Uses the maxmin EU model à la Gilboa & Schmeidler (1989) in a two-period two-consumer model. Is positive about the model, mentions tractability and potential fruitfulness. \%


{\% dynamic consistency; updating under ambiguity; \%


{\% Three-period model with anxiety and so on generated by past consumption, axiomatized. It can lead to information-aversion (information aversion). Considers RDU and the relative shape of probability weighting at different time points. \%


{\% A short, critical, summary is in Baillon, Driesen, & Wakker (2012) p. 486:

“Epstein (2010) started by criticizing the problematic empirical status of the endogenous two-stage decomposition of KMM. His first example shows that KMM is not able to model ambiguity within a stage, which is related to our criticism of KMM’s use of expected utility within each stage. Epstein’s second example shows that KMM is not able to model different degrees of ambiguity within a stage, which naturally follows from his first example. His §3 criticizes KMM for deviating from multiple priors.”

I next give details:

This paper criticizes the famous KMM model (Klibanoff, Marinacci, & Mukerji
2005, Econometrica) of smooth ambiguity. I first list some weak points of the KMM model:

1. The status of the two-stage decomposition.
   1.1. If it is endogenous, as suggested by most of the KMM paper and needed for its interpretations, then it is almost impossible to observe, for one reason because it brings too much richness.
   1.2. If it is exogenous (not derived from preference but just imposed by the experimenter, often explicitly to subjects or otherwise imposed when analyzing), as assumed in virtually all applications, then it is simply a two-stage model with a Kreps & Porteus’ (1978) representation; i.e., it then is recursive expected utility.

2. It assumes EU within each stage, which surely for empirical applications is subject to EU violations such as Allais’ paradox.

3. It models ambiguity attitude through (utility of) outcomes, but ambiguity attitude should primarily depend on the events considered, and not on the outcomes, as per the fourfold pattern of ambiguity (Trautmann & van de Kuilen 2015).

4a. It commits to violation of RCLA, which is controversial.

4b. It commits to the dynamic principles of backward induction for nonexpected utility, similarly do all models that use the Anscombe-Aumann model. However, this is controversial for nonEU with, for instance, Machina (1989, JEL) strongly arguing against it. KMM do not discuss this point.

5. Their condition of smooth ambiguity aversion is not directly observable and is not a preference condition because it takes !!subjective!! probabilities as input, which is the same regarding observability as taking utility as input.

6. Their whole model is targeted towards aversion to ambiguity, as are most models today, but it does not consider the empirically important likelihood insensitivity. It cannot do the latter because one then has to distinguish likely from unlikely events, which one cannot do if going by outcomes rather than by events.

Epstein targets the first two points 1. and 2. explicitly, and the 3rd somewhat implicitly (in a lecture at HEC, April 2009, Paris, he once explicitly stated the 3rd point, so, he also agrees with it). He does not discuss the other points.

So, I agree that these points deserve criticizisms. But I do not agree with the way in which Epstein’s paper does so.
The paper starts with an example of an exogenous two-stage case where the 2nd stage has Ellsberg events, making the EU model there questionable (hence, also, that second-order acts are evaluated by EU that cannot capture the ambiguity within that stage, which Epstein then contrasts with the modeling of ambiguity for Savagean acts depending on the 1st stage). I think that in essence Epstein is right here, and there is no reason for KMM to assume EU for the 2nd stage. But KMM can try a defense, being that they can handle Ellsberg in 2nd stage as they do it everywhere: By adding a stage on top, which here would lead to 3 stages. (So, for descriptive purposes, Allais would be better to criticize EU within a stage.) But then Epstein, replying to this defense in §2.3, goes on to argue that then they take their model endogenous making it unobservable. He could have made this point immediately, skipping the path through Ellsberg’s example. The presence of the Ellsberg example in his paper can be further explained by the history of this paper:

HISTORY. In a first version of this paper (July 6, 09) it reacted to the defense mentioned by saying that then he could assume Ellsberg events in a 3rd level. That, always if KMM resort to an n-level model, Epstein could assume Ellsberg events in the nth level. That always KMM have to add 1 level. That, continuing this way, it could become very complex with many levels. Then, however, Epstein would consider that complexity to be an argument against KMM. I would say that it is an argument against Epstein’s example. In the published version of Epstein’s paper this discussion has been dropped but the Ellsberg paradox has remained as a left-over.

Obviously, if KMM cannot handle ambiguity within the 2nd stage, then they can neither distinguish between different degrees of ambiguity in the 2nd stage. This is the topic of Epstein’s example in §2.4. I don’t see what it adds to the first example.

In the reply of Klibanoff, Marinacci, & Mukerji (2012, Econometrica), KMM12 henceforth, KMM12 indeed defend by adding the extra, I would say 3rd, stage. They next collapse what I would call the 1st and 2nd stage into what usually is their 1st stage state space. Weak point in their defense is, at this point, how can users of the KMM model know whether we should remodel or not? KMM12 argue, p. 1307, citing Marschak & Radner, that “all relevant info” should be
incorporated into the (1st order) state space. I think that KMM12 interpret this requirement too strictly. Meta-info about what the proper probabilities over the state space are, for instance, should not be part of the state space. (What I write here is often violated, for instance, by Aumann, who took Savage’s unfortunate requirement of the state space specifying all info too literally, leading to circular definitions.) KMM12 use similar reasonings to reply to Epstein’s §2.4. Their footnote 8 p. 1309, again shows this overly strict interpretation of the Marschak & Radner citation, as does their final sentence in §2.3.

§2.5 presents a nice thought experiment: Imagine we have the KMM model with the two-stage decomposition and \( \mu \) endogenous. Then the subject is informed that there is a, now exogenous, two-stage decomposition with the same \( \mu \), but now \( \mu \) objectively given. Would the subject change behavior? I think that KMM would say “yes” because it now has changed into a regular two-stage model with no ambiguity perceived at all. But Epstein argues that behavior then should not change.

§3 is strange. It presents a thought experiment with two indifferent Anscombe-Aumann acts \( f_1 \) and \( f_2 \) generated by mutually independent ambiguous events. It argues that then the probabilistic mix \( \frac{1}{2}f_1 + \frac{1}{2}f_2 \) should be indifferent to \( f_1 \) and \( f_2 \). I expect that most readers will find \( \frac{1}{2}f_1 + \frac{1}{2}f_2 \) on p. 2095 less ambiguous and less aversive than \( f_1 \) and \( f_2 \), in agreement with the intuition of KMM cited by Epstein. (KMM12 also argue for this, and cite an experiment where it is apparently shown.) Epstein disagrees. Very strangely, the only argument he puts forward is that, apparently, “the” multiple prior model (MP) (and its restricted way of modeling hedging) implies his claimed indifference. Epstein here and throughout seems to assume as self-evident that the MP model is the gold standard. This is also suggested by the citation of Epstein & Schneider (2010) on pp. 2096-2097 who survey a “growing” literature on “fruitful” applications of MP in finance. So, KMM are being criticized here for not being MP ...

§4, with concluding remarks, suggests that MP is “tighter” than KMM, but it only shows that the MP model uses fewer parameters than KMM, not that it is a subset. %}


This paper considers a new kind of ambiguity: Ambiguity about correlations (term in title), or let me write relations (term used in paper). Assume two 2-color Ellsberg urns with black and red balls of unknown composition. A ball is drawn from each independently. Hence, the aforementioned relation does not concern the drawings themselves, which are independent as they always are. Instead, the relation concerns the composition of the urns. These compositions may be related and, although subjects know that there may be such a relation, they do not know how it is. Maybe, the two urns have the same composition, or opposite, or anything in between. This relation between the compositions, while known to possibly exist, is unknown and ambiguous. Whether the relation comes from related drawings or from related compositions is not fundamentally different for one single draw (although it gives different updatings under repetitions). But, anyway, the relation is assumed to concern the compositions here. If a subject prefers (in betting sense)

(Red from urn 1) > same color from both urns

and

(Black from urn 1) > different color from both urns

then the subject has what I call source preference for a single urn over the relation.

A special case of the topic of this paper occurs when each urn in isolation is unambiguous with known composition, so that there also is no relation between the compositions, but the drawings are related in an unknown ambiguous manner, so that intersections of drawings are ambiguous. So, then, red from each urn has objective probability 0.5, but their intersection is ambiguous. That this can happen, and that the collection of unambiguous events is not intersection-closed, was pointed out by Zhang (2002), but had been known long before.
The authors do careful experiments. P. 673: They have a nice way of observing indifferences versus strict preferences, by not only asking for bets with equal stakes but also when the stake for one event is raised by $1 but for the other event not. Assuming symmetry of events such as Red/Black, these choices give upper and lower bounds on indifferences and strict preferences. Raising the stakes a bit for the ambiguous urn to rule out indifference was also done by Oechssler & Roomets (2015).

P. 668 writes: “distinction between risk (where information is perfect and confidence is complete) and ambiguity is”. This is typical of mainstream thinking today. I have an opposite opinion: In Ellsberg 2-color, the known urn is the LOWEST state of information. Oh well.

P. 669, and also abstract and conclusion, suggest that uncertainty about relations is a third kind of uncertainty, besides risk and ambiguity, but I think that it is only a particular kind of ambiguity and should not receive its own separate class.

Pp. 669-670 (and again §6.1 later) writes on economic implications, but I find these texts uninteresting. It is clear enough that ambiguity about relations is worthwhile and relevant. For instance, hedging is all about such relations. Virtually all uncertainties faced in real life are joint, and in this sense the topic of this paper is important with wide implications. But this broadness can also be a drawback. We cannot expect to find very general rules or insights. The experiment only studies how subjects expect one unknown urn, organized for an experiment by some researchers, is related to another unknown urn organized by that same team of researchers. It does not say much about how people think about joint uncertainties in a market and the corresponding (im)possibilities to hedge, for instance.

P. 672 footnote 5: The experiment used jars and blue and green marbles. Fortunately, the paper writes about Ellsberg urns and black and red marbles. It is a good convention to stick with Ellsberg’s stimuli, making the reading of papers easier.

P. 684 1st para criticizes the Anscombe-Aumann framework for not being natural, citing Kreps (1988) for it, and I fully agree with it.

Appendix A.2.4 gives evidence that subjects do not use RIS for hedging choices in the experiment, which, if it had happened, would be a problem for RIS.
The authors used a version of RIS where, prior to the experiment, subjects received an envelope containing the no. of the choice implemented for real at the end, which, as the authors argue, reduces the risk of hedging. The same procedure was used by Loomes, Starmer, & Sugden (1989 EJ), and it is similar to the Prince method of Johnson et al. (2021 JRU), further discussed there.

P. 675: the authors find evidence that subjects have no color preferences.

The authors do both pairwise choice and CE elicitation using choice lists, and find considerable differences between them, which is a bit discouraging (but, again, a thorough job done by these authors!), their explanation being left as topics of future research.

P. 679 footnote 17 explains that predictive prior refers to beliefs about the outcome-relevant state space, and priors to beliefs about the parameters.

testing color symmetry in Ellsberg urn: they confirm it.

P. 680, §5.2 refers to the source method for what it does. But it is a bit different. The authors use sets of priors and multi stages, which is not common in the source method. Here is how I would use the source method:

Take as the universal state space \{BB, BR, RB, RR\}.

- Source 1 (urn 1) concerns the algebra generated by \{ \{BB, BR\}, \{RB, RR\} \}.

- Source 2 (urn 2), not used below, concerns urn 2, and the algebra generated by \{ \{BB, RB\}, \{BR, RR\} \}.

- Source 3 concerns the relation between the urns, and concerns the algebra generated by \{ \{BB, RR\}, \{BR, RB\} \}.

Take RDU (also known as CEU) with \(v\) denoting the weighting function, and \(v(BB, BR) = v(RB, RR) = 0.4\), \(v(BB, RR) = v(BR, RB) = 0.3\). This person is ambiguity averse for the unknown Ellsberg urn, but even more ambiguity averse regarding the relation between the urns. As chosen here, the person considers the event same (\{BB, RR\}) to be as likely as the event different (\{BR, RB\}).

It may be argued that this modeling is more accommodating than explaining, but still it gives the terminology and concepts needed, and is way simpler than the models that the authors put forward. It avoids reference to multi-stages which (for me) are highly problematic under nonEU, and it also needs no reference to the (for me) problematic concept of sets of priors containing candidates for the (for me) problematic concept of true existing but unknown objective probability. %}

{\% The authors examine ambiguous signals, and attitudes towards that ambiguity. An ambiguous urn contains 10 balls, either 1 Red and 9 Black, or 1 Black and 9 Red. First subjects determine matching probabilities (MPs) a priori. Then subjects receive a signal and again give MPs. The ambiguous signal is as follows. N black balls and N white balls are added to a copy of the urn, a signal urn. Subjects know that either N=0 or N=45, but they don’t know which it is. Then a ball is drawn from the signal urn, and its color is told to the subject. Then the subject’s MP is measured again. Of course, if N=0 and the subject were to know so, then the signal would be very informative. If n=45 the signal gives very little information. The authors consider also risky signals, where subjects know what the signal is.

Comparing risky with ambiguous signal gives attitude towards ambiguity of signal. An early equation suggests that the authors do something different: Compare the average MP after good/bad signal with the prior MP. As far as I can judge, this captures ambiguity only under the assumption that there are no other deviations from EU, i.e., that we have EU under risk. The authors do indeed state explicitly that they assume EU under risk, which I regret. Another problem is that the signal is contrived, and subjects may dislike it just for that reason.

Important: There is never dynamics in any situation. Dynamics under nonEU are always problematic. Thus, to be sure on this, during the measurement of the prior MP subjects do not yet know that later signals will come.

I did not see a clear conclusion of what the results give.

The authors cite several other papers that investigate ambiguous signals.

**second-order probabilities to model ambiguity:** Sometimes, when the authors want to generate ambiguity, they do it by using 2nd order probabilities. They argue that this is OK. They argue that regular ambiguity can have problems with symmetry of colors (I think this is unlikely) and being distorted by interaction of the RIS with ambiguity (e.g. hedging). However, the violation of RCLA that they build on, can also have problems with symmetry of colors (also unlikely) and interaction with RIS (not hedging of course but otherwise). \%

dynamic consistency: favors abandoning forgone-event independence, so, favors resolute choice,

information aversion (p. 11/12); propose the term “independence from unrealized alternatives,” for forgone-branch independence (often called consequentialism).

foundations of statistics: p. 4 suggest that choice-time independence (p. 11) and collapse independence (p. 12) are natural in statistics, and that forgone-event independence should be abandoned. %}


They consider an assumption such as an event existing with W(A) + W(S−A) = 1 (S universal event; this is a symmetry-of-capacity condition for A), so that under RDU for this event we have SEU. %}


state space derived endogenously: Continuing on the Kreps idea of demand for flexibility and choices from menus. The state space is then derived endogenously. %}


This paper uses a recursive maxmin EU ambiguity model. It allows for a different set of priors, also within-subject, for domestic stocks than for foreign stocks, thus using ambiguity theory to accommodate the home bias of finance. More generally, they accommodate the difference between more or less familiar. This can be taken as a special case of source dependence, and the authors cite Heath &
Tversky (1991) for it. Because they use recursive maxmin EU, they cannot differentiate between aversion and insensitivity/perception. They use the general term “greater ambiguity” for bigger sets of priors.

A citation from p. 1254: “Thus our model can be viewed as a formalization of the suggestion by French and Poterba (1991) that equity home bias may be due to differences in beliefs. They speculate (p. 225) that investors ‘may impute extra “risk” to foreign investments because they know less about foreign markets, institutions and Hrms’. They also cite evidence in Heath and Tversky (1991) that ‘households behave as though unfamiliar gambles are riskier than familiar gambles, even when they assign identical probability distributions to the two gambles’. The widespread tendency to invest in the familiar has been documented recently in Huberman (2001), with the home country bias being just one instance; see also Grinblatt and Keloharju (2001). We formalize the difference between the familiar and less familiar as a difference in ambiguity.”


{% dynamic consistency. NonEU & dynamic principles by restricting domain of acts

Strongly argue that dynamic consistency is normative. Give up RCLA. Their recursive multiple priors was considered before by Sarin & Wakker (1998, JRU, pp. 87–119), Theorem 2.1. Sarin & Wakker also used what Epstein & Schneider call rectangular, calling it the reduced family. Hansen, Sargent, Turmuhambetova, & Williams (2006, p. 78) argued that this family is too restrictive. A mathematical mistake is pointed out and corrected by Wakai (2007).


{%}


{% Use maxmin EU, focusing on ambiguity generated during the processing of new information that may be of low quality. Then derive implications for topics of interest in finance. %}


{Propose least convex transform of capacity as index of belief, least concave function representing riskless preference as riskless attitude, and rest as “willingness to bet.” Defines likelihood relation over events through bets on events. %}


{Wakker (2008, New Palgrave) gives counterexamples to their definition of unambiguous. The most elementary: for every Anscombe-Aumann model with two ambiguous horses, the horses are unambiguous according to their definition.

The set of unambiguous events is a lambda system. There they impose qualitative probability and probabilistic sophistication à la Machina & Schmeidler (1992). Event $T$ is, therefore, unambiguous if the more-likely-than relation, conditioned on $T^c$, between two subsets $A$ and $B$ of $T^c$, with the act on $T^c\backslash(AuB)$ a fixed act $h$, does not depend on the fixed outcome at $T$. More likely is defined from bets on, not against, events (e.g., p. 273, 280), as in Sarin & Wakker (1992).

They emphasize much that their definition of unambiguous is not exogenous but endogenous; i.e., derived from preference.

If there are two sources of uncertainty, say two different urns, and we find probabilistic sophistication for both in isolation but, say, a different probability transformation for one than for the other (so, no probabilistic sophistication when joining the two), then it is not clear which source is to be taken as ambiguity neutral. Maybe one is ambiguity averse and the other ambiguity neutral, but maybe the one is ambiguity neutral and the other ambiguity seeking. This paper discusses this issue on pp. 281-282 and 295. Ambiguity of an event depends on the other events available (also visible in the role of $A$ and $B$ in the definition of unambiguous on p. 273). This point, defended by the authors on p. 295, is different, for example, for risk, where risk neutrality (EV maximization) w.r.t. a partition is determined by gambles on that partition and is not affected by the presence of other events.
The authors confound absence of ambiguity and neutrality towards ambiguity. They discuss this issue on p. 283 penultimate paragraph, comparing their treatment of ambiguity with risk. But the comparison is not proper: For risk it IS possible that I really perceive of risk and risk is not absent, but yet I am risk neutral. In the approach of Epstein & Zhang it is not possible that I really perceive of ambiguity but yet am neutral with respect to it. Absence of ambiguity, and neutrality towards it, are really confounded.

The second part of Corollary 7.4(a) on p. 287, claiming a characterization of risk aversion under rank-dependent utility, is not correct. Concavity of $u$ is not necessary. This was pointed out by Chateauneuf & Cohen (1994, JRU, Corollary 2 on p. 86).

Footnote 18, p. 279 is also incorrect because the capacity need only be a transformation of an additive measure, and need not be additive, as one readily verifies. The transformation may very well be nonlinear, making the capacity nonadditive on the algebra mentioned. It implies that, contrary to the authors’ claim in 2nd para of p. 279, Axiom 6 need not be satisfied by CEU (Choquet expected utility). Also contrary to the authors’ claim, this axiom is rather restrictive, capturing a considerable part of probabilistic sophistication in addition to their unambiguity axiom.

For example, assume that:

$S = [0,1] \times [0,1]$; for $f$ and $g$ probability transformation functions, we have:

for all $A \times [0,1]$ capacity $W$ is the $f$-transform of the Lebesgue measure (the usual additive measure assigning to each interval its length, so that $W([a,b]) = f(b-a)$); and

for all $[0,1] \times B$ capacity $W$ is the $g$-transformation of the Lebesgue measure.

Let $A_1 = [0,1/n] \times [0,1], \ldots, A_i = ((i-1)/n, i/n] \times [0,1], \ldots,$

$A_n = ((n-1)/n, 1] \times [0,1].$

Let $B_1 = [0,1] \times [0,1/n], \ldots, B_i = [0,1] \times ((i-1)/n, i/n], \ldots,$

$B_n = [0,1] \times ((n-1)/n, 1].$

If $f(1/n) = g(1/n)$, then $W(A_i) = W(B_i)$ for all $i,j$, and strong-partition-neutrality implies that $W$ of the union of $j$ $A$-events agrees with $W$ of the union of $j$ $B$-events, so that $f(j/n) = g(j/n)$ for all $j$. This is very restrictive. Assume next for some $\varepsilon > 0$ that $f$ and $g$ coincide on $[0,\varepsilon)$. It then easily follows, first for all
rational numbers and then by continuity throughout the domain, that \( f \) and \( g \) coincide throughout their domain \([0,1]\). Because of the erroneous footnote 18, the authors apparently were not aware of the existence of example as above with nonlinear and different \( f \) and \( g \). In a RUD 2006 conference in Paris, Epstein explained in public during my lecture that this paper had been developed to handle the three-color Ellsberg urn and not the two-color urn.

§9.1, p. 293, discusses the case where we have only one urn available, and find probabilistic sophistication satisfied there. The authors argue that intuitively it may not be clear whether the urn is unambiguous, but there is no behavioral evidence for ambiguity and, hence, they formally call it unambiguous. If behavioral info can’t show if there is ambiguity or not, then I would prefer to leave it unspecified and not to “randomly” choose one option. %}


{\% dynamic consistency

**DC = stationarity**

Recursive utility: backward induction, CE-substitution (certainty equivalent substitution), see (3.4); they first aggregate over states and only then over time. They resolve the usually considered undesirable equation of risk- and intertemporal attitude by using a Kreps-Porteus (1978) model, where first a \( u \) function is used to aggregate over risk and then a nonlinear transform of this \( u \) function to aggregate over time.

below: “recursive structure immediately implies the intertemporal consistency of preferences (in the sense of Johnsen & Donaldsen (1985) ... and the stationarity of preference (in the sense of Koopmans (1960), for example).”

Paper assumes special (parametric) families of utility; also considers, in “Class 3,” the Chew/Dekel betweenness family %}


{\% %}


Find that participants who express their uncertainties in terms of probabilities, behave worse in a number of cases (e.g., violate dominance more, in Experiment 2). The tasks are somewhat complex, e.g. there is a game in Experiment 1 where they state probabilities over opponents’ moves and there are income effects etc. in the lottery choices of Experiment 2, so, it is not very easy to decide on the real causes for the findings.

natural sources of ambiguity: P. 91 last para points out that most of our decisions are taken without knowing probabilities, and knowing probabilities is the unusual situation. It may decrease decision quality. Although the authors only claim more irrationality and not more aversion, they are not far from suggesting what I believe: If anything, people will have more ambiguity seeking than aversion for natural events. Ambiguity aversion happens in situations like the Ellsberg urn, where info is deliberately and artificially kept secret for no good reason that one can think of. This was suggested and found by Wakker, Timmermans, & Machielse (2007).

Their famous choice prediction, with choices under risk and ambiguity, but taking almost only choice situations with known paradoxes; see their Table 1, p. 370. Abstract: “The distinct anomalies can be captured by assuming high sensitivity to the expected return and 4 additional tendencies: pessimism, bias toward equal weighting, sensitivity to payoff sign, and an effort to minimize the probability of immediate regret. Importantly, feedback increases sensitivity to probability of regret.” Their BEAST program predicts best. The abstract writes on it: “Unlike the popular models, BEAST does not assume subjective weighting functions or cognitive shortcuts. Rather, it assumes the use of sampling tools and reliance on small samples, in addition to the estimation of the expected values.” The points they mention here all refer to sampling for their decision from experience (DFE), and not to risk attitude for decision from description (DFD). One general problem for DFE under risk is that it concerns ambiguity rather than risk, contrary to how it is usually analyzed.

Note that the aforementioned pessimism can be captured by pessimistic probability weighting, and bias toward equal weighting by inverse-S probability weighting, under rank dependence. Aydogan (2021 *Management Science*) gives an economic view on DFE.


Posted a first data set on internet, that people could use to calibrate their preferred model. Many researchers were invited to try out their preferred model in this competition. Then it was inspected which model best predicted the data in a second data set. An exemplary way of comparing models! For what they call
decisions from description, a stochastic variation of prospect theory did best. For what they call decisions from experience, a small-sample model did best. The first three authors organized it, and the last seven were from winning teams. A nice enterprise!


P. 577 suggests that the loss aversion parameter of prospect theory can be replaced by utility curvature; i.e., that these are collinear. However, I disagree. They have many different empirical implications, even if not for the particular choice problems considered by the authors. The Katz (1964) experiment with its many repetitions concerns repeated choice that is subject to the law of large numbers, and not to one-shot decisions.


Consider their usual setup of risky/uncertain prospects that the subjects must get to know through sampling (DFE). Then, investigate when subjects overweight rare events and when they neglect/underweigh them. They do the St. Petersburg paradox truncated after five times, and find, as predicted by prospect theory because of the overweighting of small probabilities, risk seeking rather than the conventionally assumed risk aversion (§2.4; hypothetical payment). They did this paradox with different framings, finding results depending on the framing.


preferring streams of increasing income


ubiquity fallacy: This is the text of a lecture and, hence, was not submitted to usual criteria. It is an advertisement of decision from experience (DFE), the topic that Ido Erev worked much on, and in the spirit of the learning that Roth worked much on. As usual, people make their field look broader than it is. I think that DFE is an interesting topic, but just one among many, and as remote from real life as most of the work that we researchers do. However, this paper positions it as an alternative to all of behavioral economics and oversells it too much. The abstract writes: “That is, the assumption of rational behavior is useful in understanding the ways in which many successful economic institutions function, although it is also true that actual human behavior falls systematically short of perfect rationality. We consider a possible explanation of this apparent inconsistency, suggesting that mechanisms that rest on the rationality assumption are likely to be successful when they create an environment in which the behavior they try to facilitate leads to the best payoff for all agents on average, and most of the time …” That is, they put up a particular finding in DFE as a general answer to the role of irrationalities in general!

P. 1st column writes: “The most basic rational model, the expected value rule, models people as assigning cash equivalents to possible outcomes, and then selecting the option that maximizes their expected return.” That is, they take decision under risk/uncertainty (the only thing that EV speaks to) as if all of life.

P. 1 2nd column writes: “It generalizes the expected value rule by adding one psychological parameter: risk aversion or diminishing returns, as axiomatized by von Neumann and Morgenstern (5). Expected utility theory was generalized to subjective expected utility theory by Savage (6) and others. Subsequent modern contributions (e.g., refs. 2 and 7–9) added parameters that capture loss aversion, oversensitivity to rare events, other regarding preferences, and similar psychological tendencies.” The authors seem to not understand that other regarding preferences are just a different thing than expected utility, tangential to it.

After these general claims, there is a detailed survey of many findings from
DFE. Note that recent (2019) papers challenge the claim that DFE gives underweighting of rare events. 


Propose the ENO of a theory. ENO is the equivalent number of observations. So, how many observations would give equally good information as the theory. Reminds me of the value of prior info in inductive reasoning of Carnap. This paper does it in the context of games and regressions.


risk averse for gains, risk seeking for losses. Participants had to play many repeated (single-person) games and were told that the purpose was to maximize total earning. That is income effect to an extreme degree. That was further enhanced because total score was always displayed. Any theory will then recommend that in each single game one should maximize expected value. It turned out that participants came closest to the EV maximization if no probabilities were given or judged, less so if they had to give their subjective probability assessments first, and worst if they were given the objective probabilities. This result is puzzling by !any! weakly-rational theory. Additionally given/judged probabilities may have caused confusion and overflow of information. If the results came from single-choices, Exhibit 4 would provide counterevidence against the Tversky & Wakker (1995) claim of higher sensitivity towards chance than towards uncertainty. However, given the repeated choices and income effect, this experiment is a different ball game.


A classic paper. If objective probability is predicted from subjective we see overconfidence, but if subjective probability is predicted from objective we see underconfidence.
Decision from experience (DFE) has been done using past decisions with outcomes received, or with sampling to collect info without outcomes received. This paper considers doing both, and finds strong interactions, with a reduction of effect in Study 1 and even a reversal in Study 2. The authors propose a face-or-cue model for it.

It was interesting for me to read the current general views of the authors in their first pages. Highly interesting was a text on p. 585. The early papers on DFE claimed a reversal of effects claimed by prospect theory (PT) in the sense that rare events were not overweighted, as PT has it, but underweighted. Several recent studies, including Aydogan (2021), found that rare events are not underweighted under DFE, but still overweighted. Only, less so than in other framings, which does not go against PT. The authors now side with that. (DFE-DFD gap but no reversal) They write in the main text the still neutral sentence “The term underweighting of rare events refers to a tendency to prefer that option that pays more with higher probability when this option does not maximize expected return.” But then there is a footnote that fully explains:

These definitions imply that the existence of the gap does not imply underweighting of rare events in decisions from experience.

for example, consider an experiment that studies decisions between R “10 with probability 0.9, 0 otherwise” and S “9 for sure” using the sampling and the description paradigms. Assume that the R-rate (the choice rate of the option that pays more with higher probability) is 40% in the sampling paradigm, and 10% in the description paradigm. The gap in this example is large (40% - 10% = 30%), but the results do not exhibit underweighting of rare events in the sampling paradigm (as the choice rate of the option that pays more with higher probability is lower than 50%).

I think that this way it cannot be taken as evidence against PT. PT does not say that overweighting of rare events is always the same in different informational circumstances. %}
The authors use richness in state space. That is, assume that the grand (Savage) state space is a product of the two issues/sources, issue b with B events and issue a with A events. They take the decomposition as exogenous and not as endogenous as KMM did. So, all events involved are observable. Here is a typical prospect yielding outcome $x_{ij}$ for event $A_i$-intersection-$B_j$:

\[
\begin{array}{cccc}
  x_{11} & \ldots & x_{1m} & A_1 \\
  \vdots & \ddots & \vdots \\
  x_{n1} & \ldots & x_{nm} & A_n \\
  B_1 & \ldots & B_m
\end{array}
\]

For their basic theorem, I reinterpret their central axiom 5b (a|b strong comparative probability) so as to make clear that in each partition into B-events each single B event is assumed separable (weak separability w.r.t. the B-partition; can do CE substitution for each B event), implying folding back/backward induction for the B events, something that their paper does not state clearly I think. P. 906 has a far-fetched way of saying that backward induction on B’s precludes backward induction on the A’s. (Otherwise the aggregation theorem, a corollary of Gorman 1968, would give total complete separability and, essentially, EU).

For prospects with outcomes depending only on A events, they impose all the Machina & Schmeidler axioms, giving probabilistic sophistication there. Then they assume all B events separable, i.e., we can do folding back (= backward induction) with respect to those events. !!!This assumption follows immediately from their Axiom 5b by taking event $B_2$ empty.!!! Such implications of separability have been known since the 1950s at least, with Strotz (1957; not his famous time consistency paper but another pearl he produced) a nice paper on it. Moreover, Ergin & Gul assume that every preference conditional on any B event agrees with the unconditional preference over the A events (also their Axiom 5b). (This also implies in a way that the events of the two sources are statistically independent.) Then we may as well replace all acts conditioned on any B event
(such conditioned acts are then acts with outcomes depending only on the A events; i.e., columns in the above matrix) by what I interpret as a fixed outcome. The latter would be a conditional certainty equivalent if there was richness (continuum) of outcomes. The authors do not assume the latter, but they assume richness of events. Then, with a maximal prize X and a minimal prize x, we can replace every act with outcomes dependent on A events by an equivalent $X_{A|x}$, which can be equated with the event A conditional on which the big prize is obtained, denoted $(A:X)$. Assume that this way we have $(A_1:x_{1j}, \ldots, A_n:x_{nj}) \sim (A_{bij}:X)$ for each $j$ for appropriate event $A_{bij}$. The above displayed matrix prospect can then be replaced by the equivalent $(B_1:(A_{b1}:X), \ldots, B_m:(A_{bm}:X))$.

On these acts all Machina-Schmeidler axioms are imposed (mainly Axiom 5b again). A recursive probabilistic sophistication model results.

The authors have thus axiomatized a version of a two-stage Anscombe-Aumann model where probabilistic sophistication holds for both stages, with subjective probabilities for both stages.

§3 considers axioms concerning second-order risk aversion in some versions that in general are not equivalent but, as the authors show, are equivalent if we impose probabilistic-sophistication rank-dependent utility. Unfortunately, these axioms use probabilities as inputs (as do KMM in their smooth ambiguity aversion). Probabilities are subjective here, so, not directly observable, and conditions that use them I prefer not to call preference conditions. They have the same observability status as conditions that use utility numbers as inputs. So, Theorem 2 (p. 911) in this paper, while mathematically and logically correct, does not really give preference conditions. Papers co-authored by Gul more often have this problem. Another point here is that the authors consider source-preference only in an Anscombe-Aumann two-stage setup, whereas it can easily be done for general sources with no need to have a two-stage statistically independent setup.

Theorem 3 shows that if we reinforce the Machina-Schmeidler probabilistic sophistication axioms into the Savage axioms, then we get an axiomatization of recursive expected utility. Theorem 4 gives a result with RDU.

Interesting is the introduction showing that the Ellsberg 3-color paradox can
be considered as involving two sources. A nice alternative view of Ellsberg’s three-color example: The three balls are numbered 1, 2, and 3, with 3 the number of the known color Red. At a first stage there is uncertainty about the color composition of the urn, at the 2nd about the number of the ball drawn. These two together determine the color. Gambling on known color is gambling on only stage 2 uncertainty, gambling on unknown color involves also stage-1 uncertainty. It does not allow for a completely disjoint source-approach to Ellsberg 3-color.


They relate it to sets of priors as in Walley’s theories on imprecise probabilities. Sets of priors can serve to capture incomplete preferences, as in Bewley (1986, 2002). They present a graphical approach.


risk seeking for symmetric fifty-fifty gambles: Show that loss aversion is volatile. Their 2013 paper is more extensive.


Add further evidence that loss aversion is volatile. The authors go further and seriously question the prevalence of loss aversion, and provide balanced evidence to support their view.

They show that six factors can increase risk aversion and, hence, loss aversion:

1. framing safe alternative as status quo (formulating choice as accept/reject lottery rather than binary choice);
2. focusing on probability of gain, 0, and loss;
3. high stakes;
4. high nominal amounts;
5. highly attractive risky prospects elsewhere in experiment creating contrast effect;
6. fatiguing subjects (difficult long experiment and difficult stimuli).

Study 3 finds central tendency effect (tendency to choose answer in the middle) for choice lists.

Relative loss aversion means that gain prospects, after being translated into
mixed prospects, give more risk aversion, confirmed by the well-known Payne, Laughhunn, & Crum (1980, 1981). The present paper finds the opposite in several choices, providing the strongest evidence against loss aversion in the literature that I am aware of. Thus the summary at the end, p. 229, writes that they find “weaker risk aversion in choice between mixed prospects than in choice between gains.”

An explanation can be that this is always in situations where in the gains-choices the risky gain lottery has a possibility of yielding 0, which generates special aversion. Or it can be that the stakes were so small that joy of gambling came in, but this is admittedly not a strong counter because joy of gambling is hard to model or to give predictions.

P. 227 2nd column 2nd para: much risk neutrality for small stakes (linear utility for small stakes)

risk seeking for symmetric fifty-fifty gambles: not found on p. 220 penultimate para. %


{% updating under ambiguity with sampling; 24 subjects chose between risky and ambiguous options the usual way. 32 subjects got the chance to first sample unlimitedly from the ambiguous option before choosing. In the former case we have the usual likelihood insensitivity and a-insensitivity with preference for ambiguous urn if unlikely and opposite if likely. Still the case is different here because if, for instance, the objective probability is 1/10, the ambiguous urn is described just as unknown prob of win or lose, so, dichotomous, so, like ambiguous 0.5 probability, which makes it natural that also Bayesians prefer ambiguous for unlikely and risk for likely.

In second treatment subjects can sample from ambiguous. Then those who happened to have favorable sample will prefer ambiguous, and the others the opposite. Introspective measurements of beliefs suggest that preferences are not due to belief generated by sampling. Hence, due to motivation it may be. %


**PT: data on probability weighting:**
- **decreasing ARA/increasing RRA:** bit less risk seeking for large losses than for small.
- **concave utility for gains, convex utility for losses:** the latter is found; 
- **utility elicitation:**
  - inverse-S is found for losses, both large and small; also upper and lower subadditivity are.

No real incentives, but flat payment.

N = 35 subjects. Considers loss outcomes. **tradeoff method:** Uses that to elicit utility for losses. It is mostly convex, but less so than others (p. 224). With utility for losses given, use CE (certainty equivalent) questions to measure the probability weighting function. Does it for small (down to −$1200) and large (down to −$14000) losses. Finds more pessimism/risk aversion for large losses than for small. For small probabilities, significantly more pessimistic for large losses, for other probabilities no significant differences. That probability weighting does not depend much on outcomes is good news for PT. (probability weighting depends on outcomes)

P. 218: nice citation of Allais (1988), that risk is too complex to expect one fixed probability weighting function. %


**tradeoff method:**

Uses the method of Abdellaoui (2000) to measure probability weighting. N = 30 subjects, all interviewed individually. Flat payment. §3.1 suggests that shallow probability weighting in the middle can, besides cognitive, also be strategic, in cases where the distinction does not matter for decisions. I did not fully
understand this because it suggests that probability weighting cannot be identified. Probably it means, differently, that the payoff differences were so small that subjects just did not care at all. Something sometimes called the peanut effect.

Basic treatment is with small losses. Change of level means adding a negative constant to all outcomes (as with constant absolute risk aversion), making losses worse without changing differences. It had little effect except some more underweighting near p = 1. Change of spacing means, roughly, not precisely, multiplying the outcomes by a positive constant > 1 (as with constant relative risk aversion), making all distances bigger. It led to more pessimism and much more sensitivity except at small probabilities. *(probability weighting depends on outcomes)*

Utility is fitted using exponential utility, expo-power utility, or an uncommon inverse-S family (the latter may capture that utility can get concave again for very serious losses, often thought to happen near ruin). The utility family chosen may affect the results on probability weighting. For instance, under power utility, subtracting a constant from all amounts leads to more linear utility, forcing probability weighting to capture more risk aversion and pessimism. But then, it is hard to avoid such things.

**losses from prior endowment mechanism:** properly criticized on p. 51 middle for, for instance, generating house money effect.

**inverse-S:** is confirmed.

§4.2, p. 58, retrospectively gives another interpretation for a deviating finding in her 2004 paper. That paper may have mixed level and spacing effects.

§ 4.2, p. 59, top, again discusses cognitive interpretation of inverse-S.

**(cognitive ability related to likelihood insensitivity (= inverse-S))**

§4.1, p. 57 bottom, says that TO method assumes that probability weighting remains constant during the experiment. This is common to any theory. If EU is used, then it is not assumed that utility can change halfway the analysis or experiment. %

losses from prior endowment mechanism: A beautiful study, of central
ing importance to real incentives for losses. They use RIS. Do a treatment with real
losses! So, they really provide the gold standard to assess other incentive
schemes. Compare it with hypothetical choice and losses from prior endowment
mechanism; within-subject, the three measurements at least 15 days apart each.
Find no differences. Us choice list for gains, finding CEs (certainty equivalents).
Biggest loss was €20.

real incentives/hypothetical choice: They do find differences for gains (also
showing that their design does have power) with, as usual, more risk aversion
under real incentives. In the real loss treatment, 17 subjects actually lost money.
However, there were two other sessions (within subjects it was) where they could
make up. In the end, after the three sessions, 2 subjects had really lost money (p.
69 footnote 9). They had small-probability losses and found mostly risk aversion
(p. 72).

Use the semiparametric measurement of PT of Abdellaoui et al. (2008).

risk averse for gains, risk seeking for losses: utility is slightly concave for
gains and also slightly concave for losses.

inverse-S: their nonparametric estimations of probability weighting confirm
inverse-S for both gains and losses.

convex utility for losses: When they fitted PT (probability weighting and
utility) utility was slightly convex but close to linear (p. 75). For gains, utility was
concave.

inverse-S: this their probability weighting function is both for gains and for
losses, based on fitting at p-values 0.05, 0.25, 0.50, 0.75, 0.95.?

reflection at individual level for risk: they have the within-individual data
but do not report on this.

They seem to test for order effects of first presenting gains or losses but find
no order effects. %}

Etchart, Nathalie & Olivier l’Haridon (2011) “Monetary Incentives in the Loss
Domain and Behavior toward Risk: An Experimental Comparison of Three
Reward Schemes Including Real Losses,” Journal of Risk and Uncertainty 42,
61–83.
Propose a new preference condition, fatalism. Consider two prospects \( \gamma p \beta \) and

\[(\gamma - \delta) p + \epsilon (\beta - \delta), \]

the first yielding good outcome \( \gamma \) with probability \( p \) and bad outcome \( \beta \) with probability \( 1 - p \). \( \delta \) and \( \epsilon \) are positive, so the second prospect has worse outcomes but better probabilities. If

\[(\gamma - \delta) p + \epsilon (\beta - \delta) \succ_1 \gamma p \beta \]
\[(\gamma - \delta) p + \epsilon (\beta - \delta) \succ_2 \gamma p \beta \]

then \( \succ_2 \) is more fatalistic than \( \succ_1 \). \( \succ_2 \) appreciates the improvement in probability less than \( \succ_1 \) does. Under RDU for agents with the same utility functions, the condition is necessary and sufficient for \( w_2(p) \leq w_1(p) \).

While formally different than insensitivity (inverse-S), the condition is very similar in spirit. The authors do not refer to insensitivity. They have a nice application: it reflects willingness to invest in prevention.


https://doi.org/10.1007/s00199-020-01284-y

The theoretically study the \( \alpha \) maxmin EU model. The uncertain events are formulated as climat change events, a fancy application of ambiguity theories. They show that different attitudes towards ambiguity can lead to different policy decisions, and also to different reactions to new info.


survey on nonEU; a useful concise survey; I focus below on details that I see differently.

Survey mostly theoretical models of ambiguity, but no axioms. Review some empirical findings too. They use terms uncertainty and ambiguity interchangeably. My preference is that uncertainty is general, and ambiguity is the difference between uncertainty and risk. The same concept, although with different terminology, is in Cohen, Jaffray, & Said (1987). The authors cite Wald for the deterministic maxmin. Although Wald also introduced maxminEU, characterized by Gilboa & Schmeidler (1989), they do not cite him for it.
P. 242, cumulative prospect theory (I prefer not to write the term cumulative), unfortunately the authors do not reflect the weighting for losses. Hence what they call the weighting function for losses is the dual of Tversky & Kahneman (1992).

P. 242, §3.2.1 first line: The authors do not know that Wald, Luce & Raiffa (1957 Ch. 13), and Gärdénfors & Sahlin, for instance, and a whole “imprecise probability” community including Walley (1991), extensively discussed $\alpha$ maxmin EU way before Choquet expected utility was introduced. Thus they call CEU “first generation” in the beginning of §3.2, and multiple priors a follow-up in the beginning of §3.2.1. Multiple priors existed way before CEU!

P. 248: As many do, the authors give priority to Segal for using multistage probabilities for ambiguity. But many did it before (Gärdenfors 1979; Gärdénfors & Sahlin 1983; Kahneman & Tversky 1975 p. 30 ff.; Larson 1980; Yates & Zukowski 1976). §3.2.1 takes multiple priors endogenous, and §3.3 considers multiple priors with priors exogenous. §3.4 cites Chew & Sagi on sources. But Tversky initiated it, with 1995 papers with me (Wakker) and Fox on it. Chew worked with Tversky in the early 1990s, although they did not finish a paper, and this is how Tversky influenced Chew as he influenced me.

§4.3, p. 254 last para, erroneously claims that Epstein wanted unambiguous to be exogenous. Epstein was very strong on it having to be endogenous (with me disagreeing much).

§§4.5.1-4.5.3 discuss concepts of ambiguity and ambiguity aversion but cannot give a clear picture because they fall victim to what I called an historical accident in my book Wakker (2010, §11.6): As in Schmeidler 1989, they take EU as given, and equate convex (pessimistic) weighting function with ambiguity aversion and Ellsberg. I think that convexity of the weighting function, an absolute property, is better related to the Allais paradox. The Ellsberg paradox and ambiguity aversion concern a relative concept: More pessimism/convexity for uncertainty than for risk. Because they take EU as given, being more convex for uncertainty than for risk happens to coincide with being convex, and the relative and absolute concepts get confused.

P. 259, on rectangularity of Epstein & Schneider (2003): Sarin & Wakker (1998, JRU, pp. 87–119), Theorem 2.1 had it before, calling it the reduced family. %}


I dislike expressions of nationalism in research. Accordingly, I think that it was a big marketing mistake calling this measure “EUROQOL.”


Ismail Mehmet pointed out to me in 2017 that maybe this paper, rather than Zermelo (2013), was the first to use backward induction to prove that chess is determined. The author later became world champion chess (1935-1937). So, he applied his theorem skillfully.


{Paper elicits certainty equivalents of gambles through BDM (Becker-DeGroot-Marschak) in individual choice. Also elicits prices people pay for buying gambles, through fifth-price sealed-bid auctions, which should reveal true willingness to pay. The latter is called market level. At the market level, there are fewer violations of betweenness than at the individual level. The author points out that the analysis suggests that the phenomenon is due to statistical effects, not due to differences in the individual behavior. It may be the center-of-distribution-orientedness of the market procedure rather than true betweenness that does it.

Another point is that the choices are repeated. The participants receive prior endowment and pay/win sequentially in several gambles. Any theory, prospect theory, betweenness, EU, etc., recommends expected value maximization in often-repeated-choice-with-the-sum-of-gains-to-be-maximized, because of the law of large numbers. Participants may be doing something between that and isolated evaluations. %}


{ Seems to write that a correlation exceeding 0.7 is “high.” %}


{ An early version of betrayal aversion, with owners getting disutility from managers misusing their property. %}


Foundations of statistics; presents measure-theoretic tools to extend results of their 86 paper to infinite case.


A later paper is Gandenberger (2015). Foundations of statistics; Proves a beautiful result. It proves (for discrete sample space) that the likelihood principle follows from conditionality principle alone, without needing sufficiency postulate. It, therefore, reinforces Alan Birnbaum’s famous result. The trick is not to condition on two different values of an ancillary statistic as does Birnbaum’s proof, but instead on values of two different ancillary statistics.

After presenting its beautiful result reinforcing the force of the likelihood principle, the paper in fact argues against the likelihood principle. I do not understand the criticism. For instance, if the llh. principle says that models M, M', and M'' are equivalent the authors argue that the llh. principle says that different models are appropriate and that therefore the llh. principle gives contradictory recommendations. Am I missing something?


Generalizes Choquet integral. Not only top-down or bottom-up, but other arrangements are considered. The concave integral is the infimum over all arrangements.

{\% Examines the vNM EU axioms without completeness. %}


{\% Modifies Dubra, Maccheroni, & Ok (2004) by also maintaining strict preference. Applications to game theory. %}


{\% This paper uses Segal’s (1987) two-stage model of ambiguity, which I describe there. It is two-stage with backward induction and the same nonEU risk functional used at each stage (“time neutrality”).

P. 286 5\textsuperscript{th} para (“As I noted earlier …”) improves upon many papers by acknowledging the empirical finding of ambiguity seeking for unlikely, deviation from the global ambiguity aversion studied in this paper. Then defends against it.

P. 287 3\textsuperscript{rd} para: cites papers studying ambiguity in strategic situations.

P. 287 4\textsuperscript{th} para: A pro of Segal’s ambiguity model is that one can use results for risk attitudes to analyze ambiguity. This it shares with the source method!

P. 287-288 compares Segal’s ambiguity model with the smooth model, similarly as I do in my annotations of Segal (1987).

P. 290, Definition 3, defines more-ambiguity-averse-than as is most common in the literature, being Yaari-like lower certainty equivalents but adding the assumption of identical risk attitudes. This is equivalent to stronger preference for risky options over general (ambiguous) options. Ambiguity aversion means more averse than some ambiguity neutral attitude, which is equated with probabilistic sophistication (with objective probabilities present; this is a crucial specification of Epstein’s definition.)

P. 291, the main result, Theorem 1: Global ambiguity aversion iff negative certainty equivalence (NCI) of Dillenberg (2010), the main axiom of cautious utility (Cerreia-Vioglio, Dillenberger, & Ortoleva 2015). Global ambiguity
aversion means that the risk nonEU functional is such that ambiguity aversion, as defined before, occurs for every state space and two-stage configuration. P. 293 top points out that, as NCI is incompatible with RDU, so is global ambiguity aversion. Gul’s (1991) disappointment aversion can be reconciled.

P. 293, Corollary 1, 3 lines below: Unfortunately, the author and journal did not publish the proof, meaning that we cannot trust this result. One should never drop proofs from publications for the purpose of saving space.

P. 294, §4, discussed increasing ambiguity, using one of several conceivable ways of defining mean-preserving spreads of the 2nd order distribution.

P. 298 end of 1st para of §4.3: “Similarly, it is hard to imagine a satisfactory method that can separate ambiguity from ambiguity attitudes within Segal’s (1987) model.” The preceding para discussed the proof of the smooth model of giving such a separation. Drawbacks of that separation in the smooth model are, first, that it is only based on speculation and, second, is unobservable to the extent that the two-stage decomposition is unobservable. 2 paras later: “Obviously, ambiguity attitudes are also non-separable from risk preferences in Segal’s (1987) theory.” I can agree with this claim to the extent that one takes the two-stage framework as exogenously given, rather than as endogenous as (formally, although never in practice) in the smooth model. %}


{% probability communication: Present probabilities numerically, using icon arrays (matrices with little bars, and part of bars highlighted), and using spinners. Numerical probabilities fare worse. Several studies have shown that people are bad at estimating angles so that pie charts and spinners will not be so good. %}


{% probability elicitation: they extend the binarized scoring rule of Hossain & Okui (2013) from measuring single values to measuring many values, having efficiency gains. %}

{\% “known composition mapping result” with quasi-concave iso concave functions \%


{\% Quantiles are the only functionals that commute with all increasing and continuous transforms. \%


{\% Show that every inner measure is a belief function. A belief function can be mapped isomorphically into another space where it is an inner measure. \%


{\% three-doors problem;

updating: nonadditive measures: Propose a way to update belief functions, and prove in Theorem 3.5 that this method, unlike the Dempster/Shafer method, will again yield a belief function. The result was obtained independently by Jaffray (1992), who added the more complicated other direction of implication. \%


{\% Criticizes Arkes (1991), who confused framing and reflection. Thus, this paper properly criticizes the mistake of loss aversion: erroneously thinking it is reflection \%


{\% %}

{% Argue that risk attitude w.r.t. mechanical risk can be different than in trust game, where it involves giving up control to another human being acting by conscious choice. They measure risk attitude in a mechanical context and in a “risky trust game,” which is a trust game but with probability of deception given. The two risk attitudes are uncorrelated, and only the second predicts behavior in the standard trust game. %}


{% Uses Global Preference Survey (GPS), survey data set of time preference, risk preference, positive and negative reciprocity, altruism, and trust from 80,000 people in 76 countries. Find much heterogeneity, within and between countries, more between, so that country is not very important variable. Risk aversion and impatience are positively related, and so are prosocial reciprocity, trust, and altruism, but no relations between these two categories (Table IV).

Women are more impatient, less risk-tolerant, and more prosocial than men. Cognitive skills are uniformly positively linked to patience, risk taking, and social preferences, and all preferences are subject to age patterns (cognitive ability related to discounting; cognitive ability related to risk/ambiguity aversion). Report several relations with demographic variables. Cognitive ability is negatively related with risk aversion.

They measure risk attitude through $y \sim x^{0.500}$ with five levels of x to approximate indifference, and also with a general introspective attitude question.

Footnote 23 suggests misbehavior of one of their referees, pushing being cited.

P. 1680: risk aversion is negatively related to self-employment, starting own business, and smoking.

P. 1684: no relation between income and risk aversion. %}


Thought-provoking experiment on markets eroding moral values.

Here letting mouse live means that an experimental mouse that would normally have been killed, is given a decent life (average: 2 years). It need not be desirable in the sense that other people had apparently decided that this life is not worth living, and the money it takes, but now they get forced to still do it.

**TREATMENT 1.** A subject can choose individually: (a) €10, but mouse will be killed; (b) the mouse will live but no money;

**TREATMENT 2 (bilateral market).** A pair of subjects can choose: (a) They let one (one!) mouse live and get no money; (b) They agree on dividing €20 and the mouse will be killed. They can take 210 rounds of bidding.

In this treatment 2, one of the two subjects is called seller and is told “the life of the mouse is entrusted to your care,” but this is only framing without any strategic implication; the life of the mouse is in fact a public good and not a consumption commodity.

**TREATMENT 3 (multilateral market).** 9 subjects are called sellers and 7 are called buyers. Sellers must state a minimum prize x, meaning that they accept any division of x or more for them and 20-x for a buyer. Buyers must state a maximum prize y, meaning that they accept any division of 20-y for themselves and y for the other. Note that the difference is only a matter of framing (whether you should say z or 20-z), and not strategic. Sellers and buyers are coupled by market mechanisms. Whenever a trade is made, a mouse is killed for it. They can take 210 rounds of bidding. Because there is a lack of buyers, with the firmest
two sellers left alone, buyers are in a power position and selling prices of sellers (used as index in the analysis) will be relatively low.

As Figure 1 shows, the price for a mouse is highest in Treatment 3, then in Treatment 2, and lowest in Treatment 1.

The authors conclude that markets erode moral values. Points for discussion:

(1) Treatment 2 is in fact a bargaining problem, with mouse surviving the disagreement outcome (which need not be unfavorable). Strategic considerations and fairness play a role. Also, the bargaining distracts from the moral issue, especially if experimenter demand comes in. Here also the tradeoff is between money or HALF responsibility rather than, as in treatment 1, full responsibility. I expect that in Treatment 2 most subjects simply took the fair 10-10 division of money; this number is not reported in the paper.

(3) In Treatment (3), market considerations similarly complicate the case, where further the strategic disadvantage of the sellers complicates. Here the responsibility for a mouse’s life is quite small because a seller can think: if I don’t sell, then another seller will and the mouse will die anyhow (p. 708 2nd column bottom).

The authors have a control treatment (p. 708 top of 2nd column) with a market for a consumption good where market and individual price do not differ, but this is very different (e.g. it is zero sum) from the bargaining problem of the public good of the mouse-life.

The authors have a control treatment (p. 710 1st column top) where individuals do not receive €10 for sure, but a 50-50 lottery, but this 50-50 lottery will not distract the same way as the bargaining situation.

The authors have a control treatment (p. 709 3rd column middle) where an individual decides, but not only he but some nondeciding other gets €10 if the money is chosen. Here indeed it is €20 per mouse life in total, and the welfare difference between Treatments (1) and (2) is controlled for, but the shared- versus single-responsibility difference between Treatments (1) and (2) is not controlled for. %


Show how many proper scoring rules can be derived from general functions, which is what arbitrary value function in their title refers to. They assume expected value (see end of §1.1).


P. 1043: DC = stationarity

They fit quasi-hyperbolic discounting to data on single women with children and estimate utility losses resulting from it. %}


This paper introduces, on p. 1050, QALYs (without using the term), and on p. 1047 the TTO method. It precedes Torrance’s work.

P. 1024 gives a nice survey on preceding ways of quantifying health outcomes.

P. 1043: proposes variation of TTO, where a health state is however followed by perfect health not by death, to measure quality of life.

P. 1044 proposes person tradeoff method to measure quality of life.

P. 1047 proposed really Torrance’s TTO.

P. 1050 formulates the QALY calculation method. %}


P. 1043 introduces variation of TTO, where a health state is however followed by perfect health not by death, to measure quality of life.

{% Does not assume reference point known, but derives it by fitting data for each taxi driver separately. Assumes linear utility and no probability weighting. Finds that after reaching reference income level the taxi drivers indeed almost always stop. However, 2/3 don’t reach the reference income level before the shift is over and behavior is more complex. For instance, the reference level changes day by day. Thus, the author concludes that the role of reference dependence is not so clear. %}


{% http://dx.doi.org/10.1287/mnsc.1120.1610
Propose nonparametric method for market consumer preference measurement. Provide arguments against parametric fitting (can have wrong family, and can either under or overfit, although I think that nonparametric fitting will only overfit more. %}


{% PT, applications, loss aversion, politics!!! %}


{% %}

Ch. 1 introduces, Ch. 2 introduces the model later published by Chateauneuf & Faro (2009, JME), which is the multiplicative version of the variational model by Maccheroni, Massimo & Rustichini (2006). Ch. 3 provides a sign-dependent generalization, assuming ambiguity aversion (pessimism) also for losses. Ch. 4 applies it to incomplete markets.


Considers Bewley (1986, 2002) type incomplete preferences and maxmin preferences where a homotheticity axiom implies that utility is Cobb-Douglas.


updating under ambiguity

Study updating for the appealing model by Gilboa, Maccheroni, Marinacci, & Schmeidler (2010) with multiple priors and then the unanimous decisions as objectively rational, and the maxmin as subjectively rational.


https://doi.org/10.1007/s00199-021-01397-y

updated under ambiguity

They consider updating of Bewley incomplete preferences. Extend it to completeness where they get full Bayesian updating for variational preferences.


**law and decision theory:** discusses implications of behavioral findings for law.

{% Supports the saying “Equations reduce citations.” Eriksson (2013) finds that adding equation increases respect. %}


{% real incentives/hypothetical choice: seems to consider that, and to find more risk aversion under real incentives. %}


{% Seems to be considered birth of modern psychology. Seems to have proposed logarithmic perceptions.

First to propose just noticeable difference as unit of cardinal measurement, according to Stigler (1950) and Luce (1958, p. 214); seems that pp. 236–237 gives utility as an example of his law.

Seems that he used the method of limits, top-bottom or bottom-top, as analog of choice lists, to find subjective values. Dixon & Mood (1948) introduced the staircase method, which is bisection, to avoid biases. %}

2nd edn. 1889

{% Nice citations of Keynes, Knight, their differences, and de Finetti. On insurance de Finetti seems to take the usual rigid position, ignoring asymmetric information. %}

{\% Discuss new nuance of de Finetti’s views on uncertainty and risk. %\}\n

{\% Consider cases where the status-quo health state of people improves and consider health states that originally were above the status quo but are below now. They assume that utility is concave above the status quo and convex below (which, strictly speaking, is not defined for the nonquantitative outcomes considered here; but this problem can be fixed). This aspect of prospect theory, if taken in isolation, would imply that the health states considered have lower utility now than they had before. The authors test this hypothesis for 14 subjects. For 8 subjects they find higher utility now, contrary to the hypothesis, for 6 the same utility, and for 0 lower. They conclude that prospect theory is violated. (PT falsified)\}

It would be interesting to analyze the case considering loss aversion. Loss aversion is stronger than the concavity/convexity effect considered below. If I see things right, loss aversion will decrease the utility of outcomes that originally were closely above the status quo and now are considerably below, but will increase the utility of outcomes that originally were considerably above the status quo but now are closely below. In a complete analysis of prospect theory, also probability weighting would be incorporated. Thus, for a complete analysis of prospect theory it is not clear if the data of this paper confirm or reject it.

There are also intertemporal dependencies different than prospect theory that are effective here. %\}


{\% %\}


Classical preference model cannot explain findings. Reference dependence with loss aversion and diminishing sensitivity can.


Although flexible contracts dominate rigid contracts under standard assumptions, they perform worse which may be explained by workers taking contracts as reference points.


Edgeworth (1881): “For between the two extremes Pure Egoistic and Pure Universalistic there may be an indefinite number of impure methods; wherein the happiness of others as compared by the agent (in a calm moment) with his own, neither counts for nothing, nor yet counts for one, but counts for a fraction.”


---

decreasing ARA/increasing RRA

*inverse-S*: confirm it both for gains and for losses, using Goldstein & Einhorn (1987) two-parameter family

*risk averse for gains, risk seeking for losses*: find it well confirmed.

*reflection at individual level for risk*: they have it in their data but do not report it.

Experiment in Beijing 2005 with real incentives for Chinese students (N = 153), and CEs (certainty equivalents) of 56 lotteries, using a finite mixture regression model. Stakes were like 1-hour wage (low-stake) versus 40-hour wages (high-stake). Always choice between sure outcome and 2-outcome prospect in choice lists to get CEs. Use the Goldstein & Einhorn (1987) two-parameter family for probability weighting, and power-utility.

Unfortunately, they implemented two choices for real for each subject, being one for high-stake and one for low-stake (the high-low stake comparison is within-subject), giving an income effect. It will, unfortunately, amplify a contrast effect with subjects simply taking low-stakes not very seriously. Not much can be done about this (other than do between-subject).
P. 154 footnote 5 properly points out that loss aversion does not affect choices between losses under PT; this paper only considers nonmixed prospects.

Point out that measurements of utility and risk aversion, and investigations of whether risk aversion is decreasing or increasing and whether concavity of utility is decreasing or increasing, cannot be settled properly if there is no correction for probability weighting and other things. Find increase in relative risk aversion for gains, but find that this is primarily driven by different probability weighting for high outcomes than for low. The latter entails a violation of prospect theory (PT falsified; probability weighting depends on outcomes). No increase or decrease but constant attitude is found for losses.

Losses with real incentives are implemented in an unconventional way: For each gain-choice there was a corresponding loss-choice that consisted of first a (choice-situation-dependent!) prior endowment and then the losses-choice, such that after integration of the endowment with the loss-choice the loss-choice was the same as the gain-choice. So, differences between gains and losses are a matter of framing, and this is how the authors often refer to it. Discussion of it on p. 170.

P. 151 top references several studies showing that heterogenous models can be really off. They find 1/4 subjects doing EV, and 3/4 PT.

Fehr-Duda, Helga, Adrian Bruhin, Thomas Epper, & Renate Schubert (2010)
“Rationality on the Rise: Why Relative Risk Aversion Increases with Stake Size,”

{% survey on nonEU: well on probability weighting it is. Describes many implications of nonlinear probability weighting.

P. 568 penultimate para gives an unconventional interpretation of disappointment aversion as probability weighting.

P. 571 Table 1 the authors take 1st order risk aversion as desideratum for nonEU (thus arguing against the smooth model although they do not mention it, focusing on risk).

P. C.2, Figure 2, nicely depicts indifference curves of RDU and disappointment aversion in the probability triangle, to show their different characteristics, mostly with the DA indifference curves being linear (but not parallel), as they are for every betweenness model.

P. 576 end of §3.4 mentions some aspects in which the disappointment
aversion model is more tractable than RDU.

P. 577 footnote 6 senses correctly that there are difficulties in identifying loss aversion, but incorrectly claims that one will have to add gain prospects to mixed prospects to do it. From mixed prospects one can entirely identify preferences over non-mixed prospects (under continuity), so, nonmixed prospects cannot really help.

P. 578 top rightfully criticizes power probability weighting functions. My main criticism is that they can’t accommodate inverse-S. The authors point out, right so, that it can’t accommodate the common ratio effect, so, neither the certainty-effect version of it as in Allais’ common ratio paradox. But it can accommodate the certainty effect in the common-consequence effect and in that version of Allais paradox.

Unfortunately, that the weighting function of T&K’92 is not strictly increasing for their parameter $\gamma < 0.279$ is called a drawback. Every parametric family imposes restrictions on its parameters. Linear-exponential (CARA) utility $U(\alpha) = \mu(1 - \exp(-\theta\alpha))$ under EU restricts its parameter values such that it is strictly increasing too (by requiring $\mu\theta > 0$). Is it a drawback that there are other parameter values ($\mu\theta < 0$) that have it decreasing? The second drawback, that relations between elevation and inverse-S are assumed, cannot be avoided for one-parameteric families, and a negative relation is plausible. (Its main drawback is I think that it overweights small probabilities too much. And, as the second drawback just mentioned, that two parameters are desirable to separate elevation and inverse-S, agreeing with the authors claim opening up §3.6.2 on p. 579.)

P. 579 suggests that the intersection point of probability weighting may exceed 0.37. I think it usually is below. They find it to exceed in their experiments, especially with general populations. Thus they do find strong evidence for inverse-S.

P. 583 2nd para nicely explains that one-nonzero prospects cannot identify utility and probability weighting (I add: Because their common power is unidentifiable). Then, people may have them identifiable if they assume parameteric families that do not leave the power free. But then the functional assumed a priori, rather than the data, determine the common power of utility. Some people deliberately assumed linear utility for this purpose, not as a
confusion but deliberately. (This also often happens in intertemporal choice when estimating discounting with one-time-outcomes.) This annotated bibliography in 2013 signals the problem for Benhabib, Bisin, & Schotter (2010, p. 218 middle the estimate of power utility), Glaser, Trommershäuser, Mamassian, & Maloney (2012, Psychological Science), and Zeisberger, Vrecko, & Langer (2012, see Figure 1).

§5, p. 586 ff., nicely lists many findings outside the lab that support probability weighting.


{% inverse-S: fourfold pattern is found clearly.

Zurich 2003, CEs (certainty equivalents) of 50 lotteries

reflection at individual level for risk: they have it in their data but do not report it.

Use certainty equivalents (choice list and random incentive system) and data fitting with power utility and Goldstein & Einhorn (1987) probability weighting family to fit data, for gains and losses, but not mixed. For women in good mood, utility and likelihood sensitivity parameters are not affected, but probability elevation parameter is, becoming more optimistic (gender differences in risk attitudes; inverse-S (= likelihood insensitivity) related to emotions). With men quite many did EV, so, there was too little power to find much there. %} Fehr-Duda, Helga, Thomas Epper, Adrian Bruhin, & Renate Schubert (2011) “Risk and Rationality: The Effects of Mood and Decision Rules on Probability Weighting,” Journal of Economic Behavior and Organization 78, 14–24.

{% inverse-S: find it, and more pronounced for women than for men (gender differences in risk attitudes).

Experiment in August 2003, N=204. Dropped 23 subjects. 50 lotteries. Argue that the two parameters of Goldstein & Einhorn (1987) are well separated and that the model fits better than the T&K’92 one-parameter family. Do not discuss the Prelec (1998 CI) family. %}

{\textit{proper scoring rules}}: A charlatan single expert can manipulate any calibration test. If there are multiple experts, then “cross-calibration” tests can be devised that will identify the charlatans. There is much literature on these issues. \%


{\textit{coherentism}}: seem to have the representational view of utility. \%


{\textit{equity-versus-efficiency}} \%


{\textit{Z&Z}} \%


{\textit{Z&Z}} \%


{\textit{Apply prudence, temperance, and so on, in the context of a medical test.}} \%


{\textit{Z&Z}} \%


Suggests “slanted” (= distorted, or nonadditive) probabilities for ambiguity. P. 672 suggests that subjective probability judgments relating to different “processes” (Amos would say sources) are not directly comparable. Suggests that there is a probability estimation stage, and next a transformation into decision weights (what Amos and some called two-stage; bit like source method). The estimated probabilities are called “corrected probabilities,” or “true subjective probabilities,” the transformed ones “uncorrected probabilities.”

P. 674/675 discusses in quite some detail that probabilities of gains are more natural entities to be transformed than probabilities of staying in the initial position. A similar argument for losses would suggest that there probabilities for losses are to be considered. These two viewpoints nicely support the method of Choquet integration adopted by Tversky & Kahneman (1992)—top-down for gains and bottom-up for losses—so, symmetric about the origin as the Šipoš (Sipos) integral. Because if only singles out the reference point, it also fits well with 1979 prospect theory.

**utility measurement: correct for probability distortion:** p. 676 points out that, when participants (pessimistically) transform probabilities of gains downward, then common methods of measuring utility give overly concave utilities and then first the participant’s transforming of probabilities should be incorporated.
P. 676 nicely explains that it is a modeling issue whether the deviation from expected utility is ascribed to probability transformation or to utility: “for pragmatic reasons we may sometimes wish to channel the impurity into the utility concept itself rather than catch it at the level of the weighting system. In this case the distortion of probabilities gives the appearance of a distortion of the utility concept rather than of the probabilities.”

P. 679 raises the income effect.

P. 680, paternalism/Humean-view-of-preference: “… leaving an otherwise rational person alone who consistently prefers three dollars to quatre [four] dollars. This latter person needs to be supplied with a dictionary rather than to be assured of our respect for his preference scales.”

§II argues that deviations from expected utility generated by psychological costs etc. may be rational.

uncertainty amplifies risk: p. 684 suggests that nonadditivity is more pronounced for uncertainty than for risk.

P. 685 suggests correction factor; i.e., how much added probabilities fall short of 1, as measure of degree of “slanting.” Is common and, for instance, also used by Schmeidler (1989).

Other than that, §§II (rationality) and III (a little experiment) were not interesting to my current interests. %


{ % %}


{ % Seems to recommend nonadditive probabilities in the Ellsberg paradox; seems to say that regret should be modeled as attribute of consequences. %}


{ % Empirical tests of bargaining solutions %}

{\% This paper was never completed. \%

{\% \%

{\% Risk seeking for losses; tradeoff method.
  decreasing ARA/increasing RRA: use power utility;
  Economists usually assume that utility for losses is concave, psychologists that it is convex. Previous tests were parametric. This paper is the first parameter-free investigation. It finds that utility for losses is convex and not concave.
  data set \%

{\% \%

*Link to paper*
*Correction of Footnote 4*

{\% https://doi.org/10.1007/BF00055336
  PT: data on probability weighting; PT falsified; coalescing \%

*Link to paper*
PT: data on probability weighting:
People sometimes cite this paper for the formula \((p_1:x_1;\ldots;p_n:x_n) \rightarrow w(p_1)U(x_1) + \ldots + w(p_n)U(x_n)\), supposedly extending the original ’79 prospect theory to many outcomes. However, our paper does not claim so. It only suggests so for MIXED prospects, with both positive and negative outcomes. Let me emphasize that it does not propose this formula for nonmixed prospects.


Link to paper


social sciences cannot measure
In the late 1930s, a British committee of prominent researchers was organized to decide for once and for all whether or not measurement was possible in the social sciences. It seems that they came to conclude that it was not, because social sciences do not have a natural addition operation. Oh well ...

Campbell & Irwin seem to have written on p. 338: “Why do not psychologists accept the natural and obvious conclusion that subjective measurements of loudness in numerical rems (like those of length or weight or brightness) ... are naturally inconsistent and cannot be the basis of measurement?”

Campbell, Norman R. (1920) seems to have argued the same.
Sensory Events. The Advancement of Science.” *Report of the British Association for the Advancement of Science* 2, 331–349.


Unfortunately, the authors use the faulty approach of Andersen, Harrison, Lau, & Rutstrom (2008) to measure risk and time attitudes. They assume expected utility to measure the constant relative risk aversion index, assuming logpower (CRRA) utility. It is better to just assume linear utility than to use the Andersen et al. utility correction because EU utility is more distorted by non-EU risk factors than that it brings true utility for risk, let be for intertemporal. Thus the authors confound time attitude with risk attitude and its noise. This is extra unfortunate because the authors want to study the relations between time and risk attitudes.

The novelty of this paper is a one-blow Bayesian hierarchical fitting rather than the two-stage fitting of Anderson et al.%

The authors tested decision under risk in three monkeys, using many 1000s of choices over extended periods. In particular, they tested common ratio and common consequence violations of expected utility’s independence axiom, so, the usual Allais paradox tests. They did data fitting with new 1992 prospect theory, i.e., rank-dependent probability weighting. They, properly, do top-down integration in rank-dependence, as is the convention these days (2023).

They find that probability weighting better fits and predicts choices than
utility. However, the patterns of violation are opposite to those found among humans. They go against the certainty effect and give S-shaped, rather than inverse-S shaped, probability weighting, and more concave than convex probability weighting. They also find convex rather than concave utility. How come this difference they do not discuss much.

They test not only direct violations of independence, which they call preference reversals and of which they do not find much, but also what they call preference changes. Those are the proportion of common Allais-violations versus the reversed Allais violations. Those gave more significant statistics.

I usually use statistical tests that assume between-subject stochastic independence but not within-subject stochastic independence. Then, with N = 3, only three monkeys, not much statistics is possible. %}


{%
%

{%
Show that aroused anger carries over to more risk taking (through BART measurement), especially for men. The paper ends with the usual clichés: “the present findings may have important implications. In everyday life” and then the final sentence asking for future research. %}


{%
Seem to argue that happiness scores are cardinally interpersonally comparable, because people have a common understanding. %}


**real incentives/hypothetical choice:** cognitive dissonance: Students (1st) had to do a tedious task, (2nd) had to convince another student to participate by arguing the task was interesting and fun, (3rd) were paid for participation, and then, (4th) and finally, were asked to evaluate how much they liked or disliked carrying out the task. ½ students got paid $1; other ½ got paid $20. Surprisingly, the $1 group evaluated their task higher than the $20 group! It is related to the **crowding-out** effect. I guess that the $1 group was also more willing to repeat the task. %}


Measure risk attitudes for monetary outcomes, and waiting time. Do it hypothetical with no real incentives, for good reasons well explained in §7.2. Measure prospect theory parameters by measuring certainty equivalents and then semi-parametric fitting (fitting w(0.5) and then using that in calculations). They find that probability weighting and loss aversion are the same for time and money. Unsurprisingly, utility curvature is not the same for time and money. For both time and money, they generate a reference point by emphatically specifying an expected value, and whether things are above or below. P. 54 cites literature on risk attitudes for time.
A nice point is on p. 65: “individuals believe they will have more time —but not more money — in a few months’ time”.


---

**decreasing ARA/increasing RRA**: gives psychological arguments for power utility;

**marginal utility is diminishing**: Discuss diminishing sensitivity as a general principle of numeric sensitivity, use term “psychophysical numbing” for it. Also for Christiane, Veronika & I.

**ratio-difference principle**: Nice illustration that people usually do something between differences and proportions, for example when deciding how much money to spend to save X lives from Y endangered. For instance, Fig. 3 finds 16 participants who do constant proportion, 47 do the (rational) constant number, and the great majority, 91, do something in between.


---

**foundations of quantum mechanics**: Probability in Quantum mechanics


---

Feynman, Richard P. et al. (eds.) recorded lectures, I don’t know which. Maybe for his famous text book?

---

**conservation of influence**: Seems that in Vol. 1 Ch. 4 he explains conservation of energy through an example of a little boy named “Dennis the Menace” (or a boy like him? Dennis the Menace was a boy in famous American stories, a boy doing all kinds of naughty things) playing with 28 blocks. At the end of the day,
his mother counts the blocks to make sure there are still 28 of them. Dennis hides blocks in a box that his mother is not allowed to look into, in dirty bath water, etc. Always his mother recovers the blocks by weighing the box, measuring the volume of the water, etc.}


{Probably in early 1960s.

The same can be said about how economics differs from mathematics.}

https://www.youtube.com/watch?v=B-eh2SD54fM

{Probably in early 1960s.

Argues that if two theories (for now) have the same empirical implications, they can still be different, where one gives more what Feynman calls “understanding.” I take the liberty of taking this as a plea for homeomorphic theories, going against some claims by Friedman (1953), and going against coherentism.}

Feynman, Richard P. (rrr) “Knowing and Understanding.” Lecture
https://www.youtube.com/watch?v=NM-zWTU7X-k

https://www.feynmanlectures.caltech.edu/flptapes.html has info on Feynman’s lectures.

10 June 1961


{preference for flexibility: An agent has to select one alternative from a choice set. Can do with as many intermediate rounds as he wants. At each stage, does not know for sure the true preference and may with some probability perceive a random preference instead. At each stage, forgets past and only info is set of alternatives left. If very risk averse, main interest is not to choose the worst alternative. If very risk averse, main interest is to choose the best alternative. Hence (Proposition 1) an extremely risk averse subject at each choice removes only one alternative, being the one perceived as worst; so, takes as many nontrivial rounds as possible. A very risk seeking subject immediately chooses}
one (the one perceived as best) alternative, so, takes as few nontrivial rounds as possible (Proposition 2, p. 413).


{% Compare numerical presentation of probability with a sort of spatial presentation. The latter seems to enhance sensitivity toward probability and, thus, reduce or even reverse inverse-S, similarly to the experienced approach (DFE) by Erev et al. %}


{% Duggie Fields (1990 approximately). In 1969 he was a painter and a roommate of Syd Barret, the member of the pop band Pink Floyd from 1965 or so till 1968. Duggie, verbatim, explained the following about Syd’s depressions in a documentary about Syd made around 1990. It describes a preference for liberty of choice, and how this leads to a loss of utility and how it is not optimal from a consequentialist point of view. In the second half of the citation, every word is perfect, such as “limited presence” (conservation of influence!).%

I think he spent quite a while lying in bed—I used to be in the next room and, eh, I’d be painting, and it was kind of like the wall in between us would sort of cease to exist. And, I knew he was lying in bed sort of thinking, and my my interpretation was that he was thinking that while he lay there, eh, he had the possibility of doing anything in the world that he chose. But the minute he made a choice he was limiting his possibilities, so, he lay there as long as he could, so, he had this unlimited future. Ah, but of course that’s a very limited presence when you do that, and a very depressing one ultimately. %

Fields, Duggie (1990 approximately), in tv-documentary on Syd Barret.
A 2n-tuple reflects n-income vector in one year and then in next year. The pair is evaluated according to its income mobility. Axioms specify particular income mobility functions.


The questionnaire for measuring risk aversion: The Columbia card task is a nice risk taking task, and probably an improvement of the balloon task (BART): There are 32 cards, face down, \( n \) among them losing cards, the rest \((32-n)\) gaining cards, a gain \( G \), and a loss \( L \). Subjects can turn around cards (that were not turned around before, so, it is drawing without replacement), one by one. After each gaining card, \( G \) is added to their gains, and subjects can choose to continue or stop. (For the next round the loss probability increases.) After a losing card, \( L \) is subtracted from subjects’ gains and they must stop. Because the data are truncated after a loss, it is probably best to ask beforehand how many cards subjects want to be turned around if the chance (strategy method).

This paper considers both where subjects must announce beforehand how any cards they want turned (the cold treatment), and where they turn around one by one being informed immediately about each result (the hot treatment). The authors conjecture that the former, cold, treatment will trigger our rational system, and the latter, hot, treatment will trigger our emotional system. The hot treatment will usually deliver censored data, after a loss. Therefore, very unfortunately, the authors rigged the experiment (deception), letting the losing cards be the last to come. (See p. 713. Among 54 experimental questions, rigged this way, they added 9 tasks with early losing cards deliberately generated.) This is deception, which is unfortunate. (deception when implementing real incentives) Comes to it that subjects who try some, will get encouraged to become more risk seeking.

The authors do ANOVAs within subjects (p. 712 bottom of 1st column), apparently assuming independence of choices within subjects. By this collapsing of data per subject into significant or nonsignificant (a sort of median split) much power is lost.

The authors consider both overall degree of risk aversion, being how many cards turned in total, and information sensitivity by seeing how the number of cards turned depends on the number \( n \) of loss cards, the gain \( G \), and the loss \( L \).

Risk attitude depends on person, situation, affect versus deliberation, purpose of decision, and many other things, and their interactions. The paper reviews literature. Pp. 211-212:

“This review integrates a very rich and exciting literature on risk taking by using examples from our own work to illustrate the importance of individual differences, contextual influences, and their interaction …” %}


Consider incomplete preferences, with sets of representing functions (à la Bewley (1986, 2002) and Dubra, Maccheroni, & Ok, JET, 2004) where necessary preference refers to unanimity of utilities, and possible preference to existence of at least one utility function that gives the preference. They take a strength of preference relation >* as primitive (which implies an ordinal preference x > y iff xx >* yx) and show how additive value functions can be constructed for those by solving linear programming and so on. %}


Survey on Roy’s ELECTRE. %}


% [https://doi.org/10.1287/mnsc.2015.2294](https://doi.org/10.1287/mnsc.2015.2294)

**gender differences in risk attitude:** A meta-analysis. Focus on EU-logpower fitting of indifferences (often named after Holt-Laury). They find little. In their study of details and specifics that may interact, in §5, it is a big pity that they do
not distinguish utility curvature, pessimism, insensitivity, and loss aversion, but go with only one index, of risk aversion. I did not understand much of, and guess I disagree with, many claims in the discussion of probability weighting on p. 3154. Have the impression that the authors equate risk aversion with utility curvature also if probability weighting is present, a confusion found in many places in the literature. %}


{% Subjects rather gamble on black (versus white) in an urn with 1000 balls than with 10 balls, thinking they have “more chances,” whereas rationally speaking it should not matter. This finding holds both for urns with known and for urns with unknown composition, and is a special case of the ratio bias (ratio bias). The ratio bias is stronger under ambiguity than under risk (uncertainty amplifies risk), and can affect ambiguity aversion. %}


{% Z&Z: nice explanation of what Medicare is: Compulsory partial public health insurance program for elderly, being people aged 65 or older. Topic of this paper: Medicare is public and compulsory insurance which is meant to reduce adverse selection. However, it is partial insurance, covering less than half of all expenses. What is effect of Medicare regarding adverse selection for uncovered expenses? It is in principle conceivable that for those it would more than double the adverse selection, so that in total Medicare would increase rather than reduce adverse selection. However, they find that Medicare does not seem to affect drugs use, and adverse selection, regarding residual costs. %}

Econometric measurement of state-dependent utility à la Karni, depending on health state (although no uncertainty in the latter explicitly modeled and in this sense different than Karni’s models.)


Cognitive ability related to risk/ambiguity aversion: Allais-violation of EU is enhanced by less education and experience. N = 180 farmers.


Two monkeys received visual stimuli indicating that they might receive a liquid reward after two seconds. Distinct stimuli indicated probabilities of 0, 0.25, 0.50, 0.75, or 1. The monkeys apparently learned to distinguish the stimuli, for one reason because anticipatory licking was different for them. The brain activities of the monkeys were measured.

Phasic activation of dopamine neurons after receipt of reward decreased with reward probability. After no reward, neuronal activity was suppressed, tending to increase with probability, though hard to measure given the low level of spontaneous activity. So, after both reward and no reward, seems that neuronal activity decreases with reward probability and, thereby, increases with elation (difference between predicted and actual reward), apparently in agreement with earlier findings (p. 1898 last column gives several references).

P. 1898 end of 2nd column:

“It is only through a rich representation of probabilities that an animal can infer the structure of its environment and form associations between correlated events.”

And references to support this are given.

New in this study is the measurement of sustained activation between signal and reward. This activation was maximal at p = 0.5, and absent at p = 0 and p = 1. In time it was maximal at time of reward, and in reward it was maximal in discrepancy between good and bad reward.
**inverse-S**: The symmetry of sustained activity of dopamine neurons around 0.5 is reminiscent of inverse-S and cognitive factors, although the dependency on reward size makes clear that it is not merely cognitive. *(cognitive ability related to discounting)*

Phasic and sustained activities seem to be independent. All of the observed activities disappeared for motivationally irrelevant activities. In the last two columns the authors speculate on sustained activation playing a role in learning, attention, intrinsic utility of learning, etc. %)


{% utility elicitation; For simple attributes intuitive = MAUT, for more dimensions more difference %}


{% probability elicitation; shows that with log. proper sc.rule, people stay away from extreme values; group aggregation of probabilities
Effect of feedback to students about predictions through truncated log. scoring rule. %}


{% %}


{% bisection > matching; Compared direct matching, binary choice, and choice-based matching. The latter was done openly, not hidden. They find that then it is as open to the prominence effect as direct matching. The authors, hence, recommend hidden choice-based matching. Show that choice can enhance prominence effect of overweighting prominent attribute. So, binary choice need not be superior to matching. %}


{% Found evidence supporting that complicated probabilistic relation between relevant attribute, and proxy, can cause systematic biases. %}

{ People pay more attention to compatible dimensions (??) %}


{ P. 1067 gives refs to cases where additive representations, or multiplicative, MAU representations worked well;  
  P. 1082 mentions Rasch model as statistical tool for analyzing data when choices are made in several experimental settings.

  paternalism/Humean-view-of-preference: P. 1082 also argues for the rationality of loss aversion etc. “In many situations, the human nervous system seems inherently disposed to respond more to changes in stimulus features than to absolute levels of these features … A form of prescriptive analysis that ignores the impact of reference outcomes on emotional experience might lead to decisions that leave the decision maker less satisfied, on the average, than if he ignored the analysis and went with his intuition.” %}


{ Seems to find information aversion. %}


{ paternalism/Humean-view-of-preference? Surveys many suggestions for avoiding biases. P. 437: “Trainers’ willingness to do whatever it takes to get an effect has tended to make training efforts rather complex manipulations whose effective elements are somewhat obscure.” %}

Study into what reference points are. Tests choices between sure amounts and fifty-fifty prospects, asking subjects what are natural frames (reference points). Predictions at individual level did not work well, but at group level they did.


1. philosophy of basic values (people have only a limited number of simple values and complicated decisions have to be derived from there),

2. philosophy of articulated values (people have sophisticated values, also for complicated things), and

3. philosophy of partial perspectives (intermediate form), are compared.

Imagine that a researcher follows the philosophy of articulated values but reality is partial perspectives, then what goes wrong? Etc. This is a nice enterprise.

For many years, many aspects of the paper escaped me. I felt confusion between the dimension of whether or not values of people EXIST, and the dimension of whether or not people KNOW them given that they exist. In April 2005 people told me that Fischhoff is strictly and exclusively considering the second dimension. That is, he assumes throughout that preferences and values about what is best for a person really do exist. He only considers the dimension of whether or not people know their own values. Thus the extreme form of the constructive view of preference of people saying that values and preferences (except very basic) simply do not exist; plays no role in Fischhoff’s text. With this explanation, I reread and then understood what his sentences are saying. I think that many nuances of the literature get lost by not considering nonexistence of values. For instance, economists who believe that true values and utilities exist and also that people know them well (“consumer sovereignty”) are lumped together with the extremely different view of psychologists who do not believe that any value exist. These two groups have in common, indeed, that they see no discrepancy between what exists and what is known and, hence, will refrain from paternalism. Decision analysts are put at the other extreme of the continuum, as
basic values, which they are only in the sense that they may be more open to paternalism. They believe strongly and extremely that true values do exist, and in this sense are close to many economists and far remote from psychologists.

P. 844: “What might be called anthropology’s great truth is that we underestimate how and by how much others see the world differently than we do.”


{% principle of complete ignorance: Part of the overestimation of small probabilities may be caused by people replying fifty-fifty just to say that they have no idea. This paper shows that the latter occurs more with open questions than when scales are offered to reply. %}


{% probability elicitation: People were first asked probability judgments; they exhibited overconfidence. Then they were asked to play gambles. That they did in agreement with their stated probabilities! %}


{% coalescing: collapse effect in probability judgment (à la unpacking of support theory I assume) %}


{% risky utility u = transform of strength of preference v, haven’t checked if latter doesn’t exist. %}


Eq. 5 exactly and precisely defines marginal independence for simple distributions. Theorems 1 and 3 shows that it is enough to do it for probabilities 0.5.


Additive conjoint measurement on denumerable product set. Assumes functional (iso pref. rel.) given, with an additivity property à la Horst & I, assumed at the outset in Condition 2. The strong convergence axiom 3 implies that the infinite sums converge. Then the functional must be additively decomposable.


§5.8.3 discusses cross-checks, concerning different shapes of multiattribute utility.


Lists many (26) methods for estimating additively decomposable utility, distinguishing whether some or all factors are discrete/continuous, whether we use preferences/indifferences, probabilities, and so on. p. 450 depicts saw-tooth method; p. 447 explains how we can make “flight of stairs” between two indifference curves in $\mathbb{R}^2$ and get standard sequences on both attributes.


Kirsten&I: Theorem 7.5, p. 96, does constant discounted utility for finitely many time points.


criticisms of Savage’s basic framework; p. 161, §12.1, describes an example where acts and consequences are naturally given and states of nature are defined from those. P. 166, §12.2, suggests that the case where the consequence sets are conditional on each state are disjoint as “does not seem unusual,” for the reason that consequences are complete descriptions of what might occur. P. 168, end of §12.2, again pleas for this model on the basis of residual uncertainty not specified in the states descriptions and describes state-dependent expected utility in Eq. 12.7.

P. 192, §14.1, Fishburn has a somewhat weaker version of P7 than Savage, only taking strict preferences rather than weak as premise. However, the axiom readily implies Savage’s. That is, under P1, P2, & P6, Fishburn’s P7 implies Savage’s P7; i.e., they are equivalent. All the following preferences are conditioned on event A, which is nonnull, and is denoted as a subscript. Because of P2, this works smoothly. Assume Savage’s P7 violated. Thus, assume that we have \( f(s) \geq_A g \) for all \( s \) in \( A \), but \( f <_A g \). The case with all preferences reversed is similar and is not discussed further. Using P6, we can worsen \( g \) a bit into \( g' \) (changing \( g \) into \( f \) on some small nonnull event where \( f \) is worse; this involves P2 but not P3; there exists at least one such event) such that \( f <_A g' <_A g \). Then we have \( f(s) >_A g' \) for all \( s \) but \( f <_A g' \). That is, Fishburn’s P7 is violated too.

P. 193, §14.1, erroneously claims that the state space \( S \) in Savage’s model has to be countable. When I was a Ph.D. student, I sent a letter to Fishburn writing that it can be countable, giving an example. Ten years later, in a plenary lecture in 1990 in Irvine, Fishburn acknowledged me in public for this. A dear memory!

derived concepts in pref. axioms: p. 192: formulates P3 and P7 use the derived concept of conditional pref. %


{(% (1) small variation on Arrow; (2) If indifference is nontransitive %)}


Behavioral Science 15, 119–123.


P. 894 Axiom 5 is not optimally efficient because it takes, after truncation, the conditional expectation. That is, the residual probability mass is evenly distributed over all that was there before. A better axiom results when all residual probability mass is allocated to the value at which the truncation takes place, and this is done in Wakker (1993, MOR).


Restricting representations to subsets


Risky utility $u$ = transform of strength of preference $v$, latter doesn’t exist


-game theory can/cannot be viewed as decision under uncertainty: Considers rectangular game situation, where set of probability distributions over outcomes need not be convex. Adapts vNM EU characterization to such a domain, giving a multilinear representation. Argues that this result is more relevant for game theory. 


-separate treatment of gaines and losses (well, target iso status quo); seems that risk averse for gains, risk seeking for losses


-P. 324 suggests that Edwards (1954, p. 308) already had the basic idea but this is not so. Edwards shows only that \( w \) is the identity if it is presupposed that \( p_1 + \ldots + p_n = 1 \) implies \( w(p_1) + \ldots + w(p_n) = 1 \). For the special case of overestimation of small probabilities, the result of this note was described before by Rosett (1971, p. 482, last paragraph).


-utility of gambling: p. 437 discusses a bit the probabilistic reduction principle (this term is not used), which Assumption 2.1.2 in Wakker (2010) calls decision under risk.


-criticisms of Savage’s basic framework

Impressive survey on expected utility for uncertainty. Discussing several
different frameworks such as R.C. Jeffrey’s and so on.

P. 141 para −2, §2.2 on general primitives in frameworks of uncertainty:

“Moreover, it is usually presumed that the ‘true’ state, or state that obtains (e.g., ‘rain’ or ‘no
rain’, ‘heads’ or ‘tails’), which is initially unknown by the individual, cannot be changed by the
individual’s actions.” %}

Theories,” Theory and Decision 13, 139–199.


Dutch books: Theorem 10.1.

Pp. 85-98 on multilinear utility on products of mixture sets seems to be on
(game theory can/cannot be viewed as decision under uncertainty). %}


Fishburn, Peter C. (1983) “Research in Decision Theory: A Personal Perspective,”

Theory 31, 293–317.

ordering of subsets %}


For one thing, it describes pref. reversals through SSB.


It describes pref. reversals through SSB.


 ordering of subsets


DUU with SSB and a sort of nonadditive probabilities. Taking only the transitive case of SSB, what it amounts to is a combination of EU and not variance but, instead, a weighted sum of absolute values of utility differences, so, 

\[(s_1:x_1,\ldots,s_n:x_n) \text{ is evaluated by its EU plus a weighted sum of } |U(x_i) - U(x_j)|.\]
axiomatization is given, only some necessary conditions. I am not sure to what extent the model satisfies monotonicity.

**Biseparable utility**: for two states of nature the transitive version of Fishburn’s model amounts to the rank-dependent model, as is well known nowadays (Wakker 2010 Exercise 10.6.1).}%


P. 830 argues that many people may feel nonindifference caused by regret between two gambles on 10 states of nature that generate the same probability distribution over outcomes. Fishburn does not state explicitly what his own opinion is on the case.

P. 835 on utility being applied to changes w.r.t. present wealth w:

“In what follows, I shall omit w for convenience and write just v(x) for the utility of an increment x to present wealth.” %}


P. 273 argues that many people may feel nonindifference caused by regret between two gambles on 10 states of nature that generate the same probability
distribution over outcomes. Fishburn does not state explicitly what his own opinion is on the case. %}


{\% Values, in Anscombe-Aumann framework, acts by some of SSB plus terms that reflect variance of outcomes; i.e., a weighting sum of absolute values of utility differences of outcomes. The latter can reflect aversion towards ambiguity. In transitive case model can become special case of Schmeidler’s CEU (Choquet expected utility). No preference axiomatization is given. %}


{\% **risky utility** \( u \) = transform of strength of preference \( v \), haven’t checked if latter doesn’t exist

I disagree with the claim on p. 131, 2nd para, that Pareto sided with the ordinalists. Pareto, very properly, said that IF all we want to do is discuss market buying and selling and prices, then ordinal utility is enough. The premise is crucial and means that Pareto does not state it as a general fact.

**conservation of influence**: P. 137 indicates that vNM distinguish between utility and its numerical value. They use terms such as numerical utility and numerical valuation (values) of utility, and \( u \) to denote utility and \( v(u) \) to denote its numerical value. %}


{\% **ordering of subsets** %}


{\% %}


P. 128: “SEU elegantly axiomatized by Wakker;” hurray! %}


Treats “more ambiguous than” as primitive and imposes axioms on it to imply a representation through a nonnegative function \(a(.)\) that is 0 at the unambiguous events, such as the empty and universal events. Imposes a concavity condition \(a(\text{AnB}) + a(\text{AuB}) \leq a(\text{A}) + a(\text{B})\) that does not seem to be reasonable. We can easily have cases with \(A\) and \(B\) unambiguous, but their intersection and union ambiguous. The reversed inequality is also easily conceivable.


P. 1421 argues for nonindifference resulting from regret between two gambles on a die that generate same probability distribution over outcomes.


Kirsten & I; dynamic consistency, gives several references to stationarity etc.; discounting normative; countably many time points; standard-sequence
**invariance**: Axiom 8 is Krantz et al.’s (1971) version in which one can recognize an endogenous utility midpoint (**endogenous midpoints**).


Assume EU, weighted utility, and SSB for lotteries where prizes are subsets. Make utility-independence-like assumptions and see what these imply.


Kirsten & I; Pp. 682-3 and Figure 1 show how to construct standard sequences for intertemporal choice. Consider pairs (x,t) with x an outcome and t the time point of receipt. Assume the usual weak ordering, continuity, and some monotonicities. Then stationarity ((x,t) ≥ (y,s) => (x,t+a) ≥ (y,s+a)) implies a representation of the form e^{-rt}U(x) where r and the power of U are jointly undetermined.
thing is that stationarity alone implies additive (here multiplicative) representability. {


restrictiveness of monotonicity/weak separability: They give the definition of stochastic dominance for general outcome sets. They call it nondimensional stochastic dominance in §2.21. They do it only for a finite outcome set where no two outcomes are equivalent, define it in words below Eq. 2.65. This uses the subjective preference relation over outcomes. Such a condition, not using an objective noncontroversial relation such as $\leq$ over money, is quite more restrictive and is rather weak separability than monotonicity. {

https://doi.org/10.1287/mnsc.41.7.1130

Here is an explanation that for the general idea of separability, of which independence is one variation, I would like to give priority to Samuelson (1940). {

Link to paper

Tools for numerically handling likelihood functions. {
Preface (p. 4/5) says that Edgeworth’s Mathematical Physics “has gone far astray” on one point; i.e., in taking just noticeable difference as unit of utility.

P. 11 §I.I.1, dissociates itself from psychology.

P. 67 seems to explain that, in absence of additive representability, the total utility curve of milk, and the tradeoffs of milk, will not be the same or even proportional for different levels of beer or bread.

Fisher does assume in Part I that utility of each commodity is independent of all other commodities. It is never really specified (in terms of preferences) what that means. But it can be seen from the analysis of marginal utility that it must mean additive decomposability. Thus, §4 of Ch. 1 defines marginal utility of bread through tradeoffs with other commodities (oil). However, it considers infinitesimal tradeoffs, so, derivatives. It shows how the quotient of marginal utilities of two commodities can be measured by tradeoffs with a third commodity.

questionnaire versus choice utility: Fisher does not want Benthamite utility, see for example end of §1.5.

Uses the nice terms competing and completing goods.

P. 102 in 1937-book: proposed consequentialistic approach to commodity bundles in sense that for articles of fashion such as diamonds one incorporate quantities consumed/produced by all persons in the market.

“This limitation has many analogies in physics. The attraction of gravity is a function of the distance from the center of the earth. A more exact analysis makes it a function of the revolution of the earth, of the position and mass of the moon (theory of tides) and finally of the position, and mass of every heavenly body.”

P. 18 of 1937 book, on arbitrary scale: “Any unit in mathematics is valuable only as a divisor for a second quantity and constant only in the sense that the quotient is constant, that is independent of a third quantity. If we should awaken to-morrow with every line in the universe doubled, we should never detect the change, if indeed such can be called a change, nor would it disturb our sciences or formulae.”

Edn. of 1892/1962 seems to write on insurance, not ascribe it to risk aversion in pure sense but also to argument of planning budget: “To buy too much or too little, to sell too cheap or too dear will be equally sure to diminish gain. Herein lies the virtue of insurance and the vice of gambling.”

risky utility $u = \text{transform of strength of preference } v$, haven’t checked if
latter doesn’t exist: Doesn’t relate it to risk but writes, on p. 23, end of §14 of Ch. 1: “Utility” is the heritage of Bentham and his theory of pleasures and pains. For us his word is the more acceptable, the less it is entangled with his theory. [Italics from original]

§II.IV.8, p. 89, already stated concisely and perfectly, ordinalism (note the premise that puts it all in the right perspective!!!). It is the whole Part II, Ch. IVC, §8.

“Thus if we seek only the causation of the objective facts of prices and commodity distributions four attributes of utility as a quantity are entirely unessential, (1) that one man’s utility can be compared to another’s, (2) that for the same individual the marginal utilities at one consumption-combination can be compared with those at another, or at one time with another, (3) even if they could, total utility and gain might not be integratable, (4) even if they were, there would be no need of determining the constants of integration.”


On the possibility to use interpersonal comparisons of utility he seems to have written, p. 179-180: “To all these questions I would answer ‘yes’—approximately at least. But the only, or only important, reason I can give for this answer is that, in actual practice human life, we do proceed on just such assumptions.” And then some later comes the, beautiful: “Philosophical doubt is right and proper, but the problems of life cannot, and do not, wait.”

P. 159 cites J. Willard Gibbs:

“The whole is simpler than its parts.”

Obtains cardinal utility by imposing additive decomposability.

Assume oddland and evenland, with different prizes and budget for two families with identical pref. rels. Assume two commodities, one and two. Assume \((y_1,x_2)\) is what a family in evenland buys. The marginal utility of money spent on
first commodity must be equal to that spent on second, there; it is the marginal utility of money there. In oddland we have two observations for different prize/budget combinations, leading to \((x_1, x_2)\) and \((y_1, y_2)\), respectively. Comparing the prize ratios of the 2nd commodity at \((x_1, x_2)\) in oddland and \((y_1, x_2)\) in evenland shows the ratio of marginal utility of money in those two cases, comparing the prize ratios of the 1st commodity at \((y_1, y_2)\) in oddland and \((y_1, x_2)\) in evenland shows the ratio of marginal utility of money in those two cases. So, we obtain the ratio of marginal utility of money at \((x_1, x_2)\) and \((y_1, y_2)\) in oddland, so, at two different levels of wealth, having used evenland as a measuring rod/yardstick. P. 187 says that these observations can be extended to more levels: give the family in evenland budget/prices so that it buys \((z_1, y_2)\), in oddland so that it buys \((z_1, z_2)\), and the marginal utility of money at \((z_1, z_2)\) can be related to the others; etc.

Discussion on pp. 179-181 is in fact a nice discussion of the many assumptions underlying a preference relation.

Seems to assume also comparability of utilities for different persons, in order to achieve concrete results applicable to income taxation.

P. 181 seems to argue that individual data on utility contains too much noise.

P. 180, about people who doubt about cardinal utility: “Philosophic doubt is right and proper, but the problems of life cannot, and do not, wait.”

P. 181:

“Even the philosophic doubter, if himself taxed unfairly, would be apt to know it!”


% Seems that this book introduced discounted utility; I doubt. Nonconstant
discounting has surely been known before, constant discounted utility did Fisher
impose it, or was Samuelson the first? Benzion, Rappoport, & Yagill (1989) and
the Nobel committee (2017) suggest this book.

On time preference and discounting normative: P. 67: “It seems preferable...
first to find the principles which fix the terms on which present and future goods exchange,
without restricting ourselves in advance to the thesis that, always and necessarily, present goods
command a premium over future goods.” (citation taken from Weibull, 1985). Seems
that Fisher also makes clear that in a perfect free market present money can be
equated completely with market-discounted future money, which can serve as a
serious confound in experiments to measure intertemporal preference. %}


% Seems to stress likelihood and sufficiency. %
Statistics,” *Philosophical Transactions of the Royal Society of London*, Part A,
222, 309–368.

% Seems to be a major paper introducing ancillarity, in an informal manner just by
examples. Seems that ’34 and ’35 he also wrote on ancillarity. %}

% conservation of influence: seems to have proposed expected number of offspring
as. %
University Press, New York.

% %

% foundations of statistics: argues against Neyman’s classical statistics. %
the Royal Statistical Society, Series B (Methodological)* 17, 69–78.
Discussed BY Zabell (1992). In this book Fisher thought to justify his fiducial approach through “recognizable subsets.”

Seems to write (p. 77; p. 81 in 3rd, 1973, edn.): “the only populations that can be referred to in a test of significance have no objective reality, being exclusively the product of the statistician’s imagination through the hypotheses he has decided to test.”

Seems to have proposed the likelihood principle (earlier by Barnard 1947, 1949).


Show how error theory can be introduced to test a Varian (1983) condition for consumer demand functions necessary and sufficient for concave additive decomposable utility.%


Test weak separability from econometric data and find that any violations are probably just errors in data.%


Seems to discuss that people perceive probabilities 0 and 1 categorically differently than other probabilities.


Harsanyi’s aggregation: ex post welfare can depend on ex ante prospects and counterfactuals.


https://doi.org/10.1007/s00355-005-0010-1

**risky utility** $u = \text{transform of strength of preference } v$: This paper does not consider risky utility, but considers the history of cardinal-ordinal utility in welfare theory. In particular, to what extent Arrow’ impossibility theorem was a death sentence to ordinal welfare theory (**Arrow’s voting paradox ==› ordinality does not work**). Samuelson and others argued otherwise.

The basic issue is as follows. Assume two agents. We only know their ordinal utilities $U_1$ and $U_2$. We define a social welfare function $W(x) = w(U_1(x), U_2(x))$. Assume $w(U_1(x), U_2(x)) = w(U_1(y), U_2(y))$. Can we say that we made an interpersonal comparison of utility difference, with $U_1(x) - U_1(y) = U_2(y) - U_2(x)$? Strictly mathematically speaking, we can just deny it.

{% They assume given for riskless alternatives, a social utility function that is a sum of individual functions. Then they show that under some reasonable axioms, in Harsanyi’s (1955) setup, the vNM social utility function must be that same sum and, thus, a linear combination of individual vNM utilities. %}


{% Use the Bernheim-Rangel approach, extending it to incomplete preferences and distributive issues. %}


{% Consider a weakening of Arrow’s independence of irrelevant alternatives (in its social-choice meaning, and not its revealed-preference meaning) to independence only of alternatives not actually available. Still get some impossibility results. Give economic interpretations. %}


{% foundations of statistics; contains many useful references. %}

{% Derive quality of life (for multiattribute health states) not from trading it off against life duration, but by letting people choose repeatedly and using an error theory, where the probability of choosing a health state is led into a cardinal value scale. They cite two papers that introduced this method and use it to do something about health states worse than death. %}


{% Cetuximab gave patients with lung cancer and metastases on average 1.2 months more life duration, with serious decrease in quality of life, but costs $80,000 per patient. Nevertheless it was accepted as treatment in the US (based on a study that did not measure or incorporate quality of life). The authors argue that this is too expensive. They propose $129,000 as maximum price per QALY (healthy year). The UK seems to take 30,000 pound per year. %}


{% %}


{% Seems to have nice comments on continuity conditions for preferences. %}


{% Seems to use subadditivity much. %}

{\% \%


{\% Discusses a number of indexes of risk aversion that are relevant in different decision situations, such as when considering small absolute stakes (Pratt-Arrow), a small chance of a great gain, or a small chance of ruin. The latter is \( \frac{U(x)}{U'(x)} \), a measure introduced by Aumann & Kurz (1977). \%


{\% Seems to argue that any theory of choice under uncertainty should encompass risk. \%


{\% P. 688, last paragraph: Majority of Shackle’s work concerns presence of uncertainty in economics; replace expected utility by Shackle’s original concepts, “potential surprise” and focus-outcomes of competing action-choices. Refs are given. \%


{\% \%


{\% Study implications of neo-additive capacities in financial markets. \%

}


AHP; Paper mostly seems to propagates the software developed by the author, and to defend against criticisms, rather than to give a didactical exposition.%

Christiane, Veronika & I: p. 542 seems to pay subjects in francs/pesos iso dollars or cents so as to encourage better decisions, apparently through the higher numbers. %}
Take utility linear for gains but quadratic for losses, to model a kind of loss aversion where extreme losses are disliked much. They explain nicely in the intro that there is much interest in measures for downside risks, with VaR most well known. They relate to mean-variance analysis, and analyze optimization problems. 


Seems to be a paradox essentially different than Cox’ conditioning paradox. Estimating mean of normal distribution with known variance, then conditions on observed variance.


Aumann & Serrano (2008, JPE) define a measure of riskiness of a prospect (lottery) g that has both positive and negative outcomes as the risk tolerance (reciproke of measure of absolute risk aversion, which has the nice property of having monetary unit as its unit; in other words, of being a money amount) at which the person is indifferent between taking the prospect or the 0 prospect.

That is, with $U(x) = 1 - \exp(-\alpha x)$, $EU(g) = EU(0) = 0$, and then $\alpha$ is the index.

This paper does the same thing but with a different utility family, being the logarithmic family defined by $U(x) = \log(\alpha + x)$, where $\alpha$ is the parameter. The authors show this definition of their measure only in Section VI.B, following Eq. 5. Their defining Eq. 1 is equivalent, as readily follows from substitution. They denote the measure by $R(g)$. They interpret $\alpha$ as wealth level, as this is often done. Because $\log(0)$ is $-\infty$ (we approximate for $x$ to 0 from above), this should always be avoided and dominates all else, and $R(g)$ should exceed the minimal outcome. If I understand right, this simply means that $R(g)$ is the liminf of the support of $g$. Thus, if there is a minimal outcome and it has positive probability, then $R(g)$ is this outcome.

The authors put this interpretation, of avoiding bankruptcy, central in many discussions in the first part of the paper. They derive many properties in Section
V Proposition 1, such as homogeneity, which follows from CRRA, subadditivity, and so on. It reminds me of the Kelly criterion (Kelly 1956), maximizing logarithm of wealth, which is optimal if in repeated investment decisions one want to minimize the risk of ruin/extinction.

P. 800 3rd para criticizes Rabin (2000) on the ground that the extreme risk aversion that Rabin derives agrees with the authors’ criterion of $R(g)$. $R(g)$ is indeed the most pessimistic and risk averse one can think of. The authors judge $R(g)$ and its extreme risk aversion to be plausible (I disagree). Hence, they disagree with the implausibility claim that Rabin assigns to extreme risk aversion.


They demonstrate clear bias of probability estimations towards the neutral distribution with respect to the partition chosen.


**survey on nonEU**

Focuses on decision under risk with a bit on ambiguity.

Not primarily a complete survey but rather a didactical account giving the main ideas, with some nicely written sentences. For example, p. 51, on Rabin’s paradox: “by way of analogy, if one could perceive the curvature of the earth by walking the length of a football field, then the earth must be implausibly small.”

**loss aversion: erroneously thinking it is reflection:** This paper of course does NOT make this mistake. It usefully lists it as the first of some misunderstandings (top p. 55): “A few points of common confusion are worth highlighting at this juncture. First, loss aversion is not the same as risk seeking for losses. …Second, decision weights are not generally interpreted as a measure of belief. … Third, the concavity (convexity) of the value function is not the same as risk aversion (risk seeking), and overweighting low-probability gains (losses) is not the same as risk seeking (risk aversion).”

P. 58 brings up the two-stage model of PT for ambiguity, in the spirit of Tversky that I know well, having discussed it so much with him: There is belief
and risk-probability weighting in the first para, with no space for the typical Ellsberg source preference. The latter is considered a relatively unimportant phenomenon much driven by contrast effects beyond individual choice, and reluctantly showing up in the 2nd para. Tversky convinced me of this and it has underlied my work on ambiguity ever after. Tversky mostly discussed these things with Craig and me.

PT falsified: Pp. 59-63 lists violations. The 2nd part of this paper is on external validity from lab to field, giving procedures to work on this.

P. 79 (conclusion) (PT/RDU most popular for risk):
“Despite its limitations, we find that prospect theory is the most successful general purpose model currently available for predicting, describing, and interpreting decisions under risk; to our reading alternative models that we reviewed outperform prospect theory only under specific conditions.”


Does belief reversals analogously to preference reversals, with choices revealing different orderings of likelihood than matching judgments. A greater proportion
of subjects rate the more familiar event as more likely than assigning a higher probability to that event. %)


{% %}


{% %}


{% %}


{% PT: data on probability weighting; natural sources of ambiguity

ambiguity seeking for unlikely; inverse-S Option traders do EV for given probabilities, and subadditivity for unknown probabilities; ascribe it to subadditivity in judged probability.

P. 7: “Note that risk can be viewed as a special case of uncertainty where probability is defined via a standard chance device so that the probabilities of outcomes are known,” [italics added] Important: the italicized part shows that risk (I add: Ambiguity neutrality) refers to a neutral emotionless implementation of risk. The same statement is in Tversky & Fox (1995).

The value function is elicited by asking for equivalences

(p, x; q, c; 1−pzq, 0) ~ (p, a; q, b; 1−p−q,0),
x > a > b > c,
where all values except x were set by the experimenter and participants should provide x. For example, this paper took a = $100, b = $50, b = $25. Expt. 1: p = q = 1/6. The median answer found was x = $125.

The authors conclude that that implies a linear value function under cumulative prospect theory (p. 8, l. 15–18). However, that need not be true in general. It will depend on p and q chosen and, no matter what p and q are, on the probability weighting function (which may be different for different individuals).

**linear utility for small stakes**: their findings remain unaffected if they assume linear utility.

real incentives: random incentive system %}


{%= %} They introduce monadic testing for the Ellsberg urn test of ambiguity aversion. That is, they do not let subjects choose between known and unknown urn, but present each in isolation and ask for evaluations (certainty equivalents), thus avoiding contrast effects. Ambiguity aversion may not be genuine, but may be just a contrast effect. They indeed find that ambiguity aversion then disappears, although later studies primarily by Chow & Sarin (2001, 2002) suggested that the truth is in the middle: ambiguity aversion is reduced but does not disappear under monadic testing.

**ambiguity seeking**: The paper finds source preference for betting on football over chance, but less sensitivity for football. So, source sensitivity and preference do not always covary.

Study 4 compares WTP both for event and for its complement. But they do not test uniform dominance (source preference), but only sums of WTP, so that it is not really source-preference directly tested. P. 893 mentions cases where there is uniform dominance (both the event and its complement have higher CE
(certainty equivalent)) for medians. So, this is at the median level but not directly at the individual level.

Studies 2 & 3 have real incentives, studies 1, 4, 5, 6 are hypothetical.

P. 600: “the conclusion that the Ellsberg phenomenon is an inherently comparative effect.”

The next para argues that it is not clear which is more rational, the finding of the comparative test shows or of the monadic test.

**inverse-S:** Argue that nonadditive models can describe source sensitivity but not so easily source preference because the latter may be a comparative effect, see P. 601: “This suggests that models based on decision weights or nonadditive probabilities (e.g., Quiggin [1982]; Gilboa [1987]; Schmeidler [1989]; Tversky & Wakker [1995, Econometrica]) can accommodate source sensitivity, but they do not provide a satisfactory account of source preference because they do not distinguish between comparative and noncomparative evaluation.”

This paper shows Amos’ preference to use the term chance for known probabilities.

P. 601 footnote 1 emphasizes the importance to control for “subjective probability” (their term) before drawing inferences about ambiguity attitudes.

P. 602 criticizes Dow and Werlang [1991] and Epstein and Wang [1994] for treating source preference in a noncomparative manner. %}


{PT: data on probability weighting; inverse-S; ambiguity seeking for unlikely; coalescing; natural sources of ambiguity}

The model for uncertainty in this paper, called the two-stage model, assumes introspectively based belief judgments, on which the probability weighting function of prospect theory for risk is applied. This assumes that everything of ambiguity is cognitive, i.e., comes from belief! I like this interpretation of ambiguity, although it deviates from the prevailing views these days (2021). Beliefs are assumed to be captured by support theory. This implies binary additivity (Eq. 2): The belief in an event and in its complement add to 1. It precludes source preference.

The model predicts that matching probabilities are identical to introspective beliefs (Eq. 5).
The value function is elicited by asking for equivalences
\[(.25, x; .25, c; .50, 0) \sim (.25, a; .25, b; .50, 0),\]
x > a > b > c,
where all values except x were set by the experimenter and participants should provide x. They conclude from that that, for value function \(v\), \(v(x) + v(c) = v(a) + v(b)\). This is correct because they do this only if expected utility is assumed. It would not be true had they claimed this under cumulative prospect theory! The abstract is confusing in writing that they assume prospect theory for risk. (It would also be correct under original 1979 prospect theory, which deviates from the new 1992 version here.)

P. 879 1st column claims: “the classical theory [axiomatic decision theories] .. does not correspond to the common intuition that belief precedes preference.” I disagree. Axiomatic theories take no stance on what precedes what, decisions or beliefs/attitudes. I agree on the plausibility of belief preceding, being prior to, preference.

1998, p. 883, first column, third paragraph, opening sentence, suggests that what they do is independent of probability weighting. This is not correct. (Other parts of the text also suggest this incorrect claim but less explicitly than the sentence on p. 883.) What follows, in particular the identification of risk attitude with utility, is correct only under expected utility.

real incentives: Do random incentive system in study 1, not in study 2 it seems.

P. 885: They use the terms risk averse / risk neutral /risk seeking as equivalent to concave / linear / convex utility. This is, again, only because they are doing the analysis in the context of expected utility there.

P. 893 penultimate exhibits the usual optimism about own results, focusing on this journal Management Science: “The two-stage model may have important implications for the management sciences and related fields.”


{% utility elicitation %}
Fox, Craig R. & Peter P. Wakker (1999) “Value Function Elicitation: A Comment on Craig R. Fox & Amos Tversky, “A Belief-Based Account of Decision under Uncertainty”.” This paper was rejected by the editor Martin Weber of the journal *Management Science* and by the *Journal of Risk and Uncertainty*.

[Link to paper]

{% natural sources of ambiguity %}: Extend the comparative ignorance hypothesis. Uncertain gambles are more attractive if preceded by less familiar items. Nicely, the gambles are also less attractive if participants are provided with diagnostic information that they do not know how to use. An additional experiment considers games against more or less competent opponents, where strategic complications enter the picture. (game theory as ambiguity)

P. 493 discusses the evaluability hypothesis of Christopher Hsee as alternative explanation.

**source-preference directly tested**: Study 1 takes WTP for bets on events both from events and their complements, but then compares their sums across sources and does not report uniform dominance of the two CEs (certainty equivalents).


[Show that subjects with high numeracy have weaker status quo effect, so, weaker loss aversion. (cognitive ability related to risk/ambiguity aversion) So, relates a bias to cognitive sophistication. %]

{ Mathematical paper using capacities, recommended to me by Jaffray. %}


{ Cost of decision making à la Marschak is considered. It plays a role in whether it is better to just give patient policy/based treatment or to make individual-patient based decision. %}


{ %}


{ preferring streams of increasing income; time preference %}


{ conservation of influence: the utility function’s evolutionary role is to reward people with good feelings when they make progress toward survival and reproduction. %}


{ %}


value of information: The paper is on that. It takes value of information from the posterior perspective, after actual receipt of the info. It takes the instrumental value, being how much more (conditioned on the info received!) expected utility one gets by choosing optimal thanks to the info relative to the perceived optimum without that info. It then formulates some abstract mathematical properties, endowed with the strange name validity, and proves some theorems on it.

Because the topic interests me much, I tried to understand this paper, but I failed. I failed immediately in the definitions in §I.A on p. 3652. When the authors write that a belief is a distribution I gamble that they mean a probability distribution. A signal realization is what I would call a signal, and what they call a signal is the corresponding prior anticipation/ random variable (?). After quite some thinking about the first three lines of the 2nd para, I came to understand that signal is as follows: (1) There are finitely many possible signal realizations r1,…,rm. One takes a finite partition of the state space {E1, …,En}. For every Ej there is a conditional probability pij of receiving signal realization ri conditional on Ej. Therefore, after receiving the signal realization, one can update the probabilities of Ej by Bayes formula.

However, I got lost at the last sentence of that para. A signal is a random variable. Is S the image or (I guess) the range (set of images)? But what is the domain? [0,1]? If it is S x [0,1], then the domain has not been endowed with a probability measure yet, so one cannot use the term random variable. I gave up
trying to really understand.

P. 3653: At first I did not understand the first displayed formula because p and q were not explained. Only 8 lines below they get explained.

If we can quantify the value of info, then we can define the degree of uncertainty in a situation as minus the value of perfect info, and we can readily define value of info conversely. The authors make a big point of this relation.

P. 3656 defines validity of a measure of info as the EXISTENCE of a decision situation such that the measure of info is the value of info there. This is a strange definition because the decision situation may be weird and practically irrelevant. There is a corresponding definition of validity of measure of uncertainty.

Theorem 2 will show that validity of a measure of uncertainty holds iff the measure is (regular and) concave, further showing that this is just a mathematical property. What the authors call validity is something like a very minimal requirement for validity. %}


{\% I took from Wikipedia in Dec. 2022:

In a 1772 letter to Joseph Priestley, Franklin laid out the earliest known description of the Pro & Con list, a common decision-making technique, now sometimes called a decisional balance sheet:  ...

“my Way is, to divide half a Sheet of Paper by a Line into two Columns, writing over the one Pro, and over the other Con. Then during three or four Days Consideration I put down under the different Heads short Hints of the different Motives that at different Times occur to me for or against the Measure. When I have thus got them all together in one View, I endeavour to estimate their respective Weights; and where I find two, one on each side, that seem equal, I strike them both out: If I find a Reason pro equal to some two Reasons con, I strike out the three. If I judge some two Reasons con equal to some three Reasons pro, I strike out the five; and thus proceeding I find at length where the Ballance lies; and if after a Day or two of farther Consideration nothing new that is of Importance occurs on either side, I come to a Determination accordingly.” %}

Franklin, Benjamin (1772)

{\% Predictions of econometric models are contrasted with those of experts. They propose a new model to make the comparison. %}

{
\% §7.1: truncated regression \%
}


{
\% \%
}


{
P. 62 refers to Cournot and someone called Divisia that, for practice, very **small probabilities** may be assumed to be zero. \%
}


{
\% Seems to shows that, with marginals given, correlation is maximal under comonotonicity. Seems to be shown before by Hoeffding (1940). \%
}


{
\% \%
}


{
\% **discounting normative**: Mentions philosophical debates about it, with central the question of the extent to which your future self is to be identified with your present self. But then does what psychologists typically do: Does an experiment asking people how similar they are to their future selves, on a 0-100 scale. Has correlation 0 with their discounting (all hypothetical). Probably because meaningless questions. The paper ends with a funny argument, maybe a joke, raised by Parfit apparently. It is that, even if it is not irrational to discount, it may be immoral because it is unfair to your future self. Next step would then be that you sue your future self knowing it will misbehave? \%
}

{\% Compare different measurement methods: Compares several elicitation techniques for temporal choice, such as choice, matching, rating, and others. Finds strong discrepancies. \%


{\% paternalism/Humean-view-of-preference: nice discussion. More than that, it is one of the nicest papers I ever read on this topic. (Another nice paper on this topic is Tversky & Kahneman (1981), my no 1 paper in all of decision theory.)

Paper considers simple cognitive test (with clearly correct/incorrect answers) and correlates these with choices. Pp. 26/27 starts nicely with a simple question where subjects with correct answer discounted clearly less. Pp. 28-30 gives references. The paper nicely on each occasion challenges the unfruitful “De gustibus non est disputandum” and consumer sovereignty by taking examples of overly extreme discounting (rather $3400 this month than $3800 next month; p. 31) and overly extreme risk aversion (rather $500 for sure than (0.15: 1 million; 0.85: 0)) that are so clearly over-extreme that the consumer sovereignty people will have a very hard time.

cognitive ability related to discounting

cognitive ability related to risk/ambiguity aversion: p. 32: Fewer studies have been done for risk than for intertemporal choice on correlations with cognitive tasks, but then cites some for risk. This paper finds, strangely enough, that intelligent people not only are more risk seeking when this means going for expected value (which can be taken to be rational), but also when this means going against expected value (which can be taken to be irrational). Unfortunately for me no data/discussion on inverse-S, and only on risk aversion.

gender differences in risk attitudes: p. 38: “expressed loosely, being smart makes women patient and makes men take more risks.”}
I like in particular the very balanced discussion section (p. 38 ff.). The author makes clear that he prefers what I call the paternalistic approach of decision theory, however without ever crossing the line of just shouting out own opinions as other less-nuanced authors may do (am worried that I may belong to the latter category sometimes). Nice discussion with many references to people discussing that de gustibus EST disputandum (so, I dropped the “non” from the known saying).

P. 41 explains that it is good to follow your brilliant neighbor on mortgage choice, but not necessarily so to follow Einstein in preference for apples over oranges. I like in particular the discussion that the preference $500 > (0.15: 1 \text{ million}; 0.85: 0)$

most probably does not signal that utility is way flatter above $500 than below, but rather that it is “more reasonable” (the author’s words) that this choice is to be overridden. The concluding sentence (whatever stance on paternalism, the correlation between intelligence and decision attitude calls for some explanation) nicely gets back the consumer-sovereignty readers.

A detail: P. 40 suggests that Savage (1954) coined the term reflective equilibrium, but I am not aware of this term appearing in Savage’s book. Rawls (1971) is usually credited for having coined it.


\begin{itemize}
\item Survey with table on pp. 378-379 indicating whether real incentives/hypothetical choice: for time preferences; P. 358: DC = stationarity;
\item Pp. 362-363 gains are discounted more than losses.
\item P. 381: Measurements of discounting usually assume linear utility. P. 382 suggests measuring utility separately and then using it to estimate discounting.
\end{itemize}


Dutch book; sent to me by Tversky in Feb. 93


Tradeoff method citation: seems to argue that making tradeoffs is a crucial aspect of high-quality, rational decision making.


Criticizes the Safr & Segal criticism of the Rabin’s calibration theorem because they assume RCLA. Shows that without RCLA, say with recursive nonEU, nonEU can accommodate Rabin’s paradox.


They test Random Incentive System (RIS) for measurement of risk attitude. Do choice lists with all made visible to subjects at the same time, to maximize possibility of interaction and violation of isolation. They do find such violations, being reduction of certainty effect. As common in experimental economics, they take the one single choice treatment as gold standard (can be debated!) and recommend adding such as control in experiments.


They%


Homebias; they may have introduced it.

P. 225: “Another important behavioral insight concerns the perception of risk in equity
markets. Investors may not evaluate the risk of different investments based solely on the historical standard deviation of returns. They may impute extra “risk” to foreign investments because they know less about foreign markets institutions, and firms.[footnote 4] Then footnote 4 writes: “Amos Tversky and Chip Heath (1991) present evidence that households behave as though unfamiliar gambles are riskier than familiar gambles, even when they assign identical probability distributions to the two gambles.”


{% %}


{% %}


{% %}


{% Point out that it can be nice for different biases if they neutralize each other. This is a central point in Bleichrodt (2002, Health Economics. %)


{% intuitive versus analytical decisions: The following cite is ascribed to Freud on p. vii of preface of the book Reik, Theodor (1948) “Listening with the Third Ear.” Farrar, Straus & Giroux Inc, New York: “When making a decision of minor importance, I have always found it advantageous to consider all the pros and cons. In vital
matters, however, such as the choice of a mate or a profession, the decision should come from the unconscious, from somewhere within ourselves. In the important decisions of personal life, we should be governed, I think, by the deep inner needs of our nature.”

Freud, Sigmund


Thom says it’s a magnificent book for learning statistics. Bit too “steep,” i.e., too fast for psychology students. Does correlation only at the back, after hypothesis testing.


Political economy model with loss aversion and reference dependence, with implications for protection, lobbying, free trade, explaining protections of the US steel industry since 1980.


Real incentives/hypothetical choice: part I is on the crowding-out effect; i.e., that real incentives can destroy intrinsic motivation.


Crowding-out: seems to show/argue that distrustful public laws reduce tax morale and, thereby, enhance tax evasion.


Argue that a problem for paternalism can be that governments have incentives to manipulate. But then, what do do against that anyhow? Section 4.3, opening sentence, argues that welfarist approaches rest on the implicit assumption that governments cannot manipulate measurements. Oh well.


The authors use two introspective risk attitude questionnaires and test them on a US sample with $N > 3000$ subjects, testing person-dependence and domain-dependence, and to see if there are types of subjects and so on. The authors are enthusiastic and dedicate a sentence to it, the last one, in their abstract: “the typological perspective proposed in this article has important implications for current theories of risk preference and the measurement of individual differences therein.”

They find that 66% of participants can be described well with four basic risk profiles: Profile I (21%) “cautious” more risk-averse in all domains except social & ethical, where average; Profile II (18%) “recreational adventurers” more risk-averse in general but more risk-seeking in recreational domain; Profile III (15%) “financial gamblers” more risk-seeking regarding financial investments and gambling more risk-averse regarding health, and average elsewhere; Profile IV (13%) “daredevils” more risk-seeking in most domains, except investment (average) and social (more risk-averse). They relate demographics; e.g., older people are about half as likely to be daredevil rather than cautious. Men were 5.87 times more likely to be daredevil rather than cautious.

Different introspective items correlate reasonably well and seem to capture a risk aversion scale in human beings (the authors did not consider insensitivity). Behavioral measures do not correlate well with these.

The authors are enthusiastic about the importance of their work, writing on page x+9:

“The present findings have wide-ranging scientific and practical implications:” And, later:

“These results have implications for both basic and applied research because a solid measurement of risk preference will be needed to uncover both its biological basis and its consequences for many momentous decisions in the real world.”


The authors consider a variation of $\alpha$ maxmin using the rationality concept of Gilboa, Maccheroni, Marinacci, & Schmeidler (2010, Econometrica). Whereas the regular $\alpha$ maxmin model has some problems of identifiability and its axiomatization, if there is an objective subpart as here, using the Bewley incomplete model to handle the rationality part, things become identifiable and axiomatizations can come. The paper also considers updating (updating under ambiguity). The paper cites an alternative approach for identification in the $\alpha$ maxmin model by Hill (2019).


Overestimation of small probabilities


ambiguity seeking for losses: well, neutrality they seem to find.

{\% Consider correlated ambiguity and uncorrelated ambiguity. Men are more ambiguity averse for correlated, but for women it is the same. \%}


{\%}


{\% three-doors problem; If subjects are shown many resolutions of the game they learn that switching is better. \%}


{\% The authors consider a variety of risk attitude elicitation tasks. Their six results all amount to a conclusion popular among psychologists: Everything depends on everything. They only consider expected utility. And as common in experimental economics, they do not cite behavioral economists nor the Nobel-awarded prospect theory. They do not use the many insights from literature on deviations from expected utility. \%}


{\%}


{\% Doesn’t care if model is incorrect, as long as it gives the right predictions. A famous reference for this view. \%}

{% A reaction to Robertson (1954).

risky utility \( u = \) transform of strength of preference \( v \), latter doesn’t exist.

P. 406, middle:
“It is not at all clear to me what the outside source of information about marginal utility is,”

P. 406, last para: “a concept used in the interpretation of observable phenomena has no meaning independently of the operations specified for measuring it.”

P. 409:
“Science is science and ethics is ethics; it takes both to make a whole man;”
%


{% A classic paper because it is about the first to try to use utility in the expected utility model seriously, to capture nontrivial phenomena beyond risk aversion.

They posit utility function that has convex regions, so that EU can explain the co-existence of gambling and insurance.

Markowitz (1952) discussed that their utility curve makes many wrong empirical predictions. F&S themselves also pointed out such predictions, not yet knowing they are wrong but saying they are things to be tested. See the comments on their pages 282/301 below.

The authors argue that the common thinking has been that marginal riskless utility is meaningful, that it is diminishing, and that the expectation of this utility is to be maximized under risk (EU), which implies universal risk aversion. They argue that this reasoning is incorrect because, first, marginal riskless utility is not meaningful anyhow and, second, if it were, it need not be vNM utility. Therefore, their partly convex vNM utility does not violate the intuition of diminishing riskless marginal utility.

P. 282 says about their conjectured utility function that it has predictions beyond the phenomena considered and then, very appropriately, “Further empirical work should make it possible to determine whether or not these implications conform to reality.”

P. 282 seems to write (coherentism)

“asserts that individuals behave as if they calculated and compared expected utility and as if
they knew the odds ... the validity of this assertion does not depend on whether individuals know
the precise odds, much less on whether they say that they calculate and compare expected utilities
or think that they do, or whether psychologists can uncover any evidence that they do, but solely
on whether it yields sufficiently accurate predictions about the class of decisions with which the
hypothesis deals”

P. 301 indicates, correctly, that their curve predicts risk seeking for small
gambles at specific levels of wealth. That this does not hold has later been taken
as empirical refutation of their utility function. So, F&S themselves very
correctly pointed out a critical test of their theory.

P. 283 cites Vickrey who identifies marginal utility with vNM utility in a
critical manner.

P. 298 gives nice description of EU as an as-if model.

!not! **risky utility** \( u = \text{strength of preference} v \) (or other riskless cardinal
utility, often called value) because they assume that riskless utility is only
ordinal and not cardinal; the famous paper; one of the early papers to state that
risk aversion iff u concave, referring to Marshall for it. %}


{% A verbose discussion of Baumol’s (1951) reaction, and a correction of a
mathematical mistake in the EU derivation in their 1948 paper (I think that they
only used betweenness and not full-force vNM independence there).

This paper seems to have been the first to formulate the sure-thing principle.

About it, p. 468:

“practically unique among maxims for wise action in the face of uncertainty, in the strength of its
intuitive appeal. The principle is universally known and recognized; and the Greeks must surely
have had a name for it, though current English seems not to.” At a young age I was puzzled
by this claim, until Peter Fishburn pointed out to me that they wrote this tongue-
in-cheek.

P. 473 seems to write:

“The failure of these experiments [i.e. those aimed at making riskless utility cardinally
measurable] should be interpreted neither as a consequence of the nonmeasurability of utility in
some absolute sense nor as showing that utility is not measurable. . . . It may be that future
experiments along the same general lines will be more successful.” %}

{% utility elicitation?; decreasing ARA/increasing RRA: Seem to criticize, on p. 901, Arrow’s conjecture of increasing RRA. Seem to estimate, based upon portfolio holdings of individuals, that the index of RRA is about 2, so, power −1. %}


{% anonymity protection %}


{% https://doi.org/10.1016/j.jebo.2006.04.004

Seem to find competence effect. %}


{% suspicion under ambiguity: P. 153 seems to say that people need ambiguity aversion because that’s rational in game situations. People transfer a heuristic that is helpful in many natural situations --- to other situations in which their fears are unfounded. Sometimes called the hostile nature hypothesis (Curley, Yates, & Abrams 1986).

Seem to have been first to conjecture that ambiguity avoidance is driven by the salience of missing information. %}


{% P. 47: SEU as an as if model versus SEU as a process model. %}

{% strength-of-preference representation; May have been first, together with Pareto, to define strength of preference. Used econometric techniques to measure marginal utility, well, elasticity of marginal utility of income. May also have been the first to use an axiomatization for utility. %}


{% Obtains cardinal utility by imposing additive decomposability. %}


{% %}


{% Law invariance means decision under risk (acts are completely determined by their generated probability distribution over outcomes). They take the representing functional as primitive, as this is common in the theory of risk measures, and derive some results for convexity. %}


{% risky utility u = strength of preference v (or other riskless cardinal utility, often called value).: Seems to open with: “In this paper, preferences or utilities refer to levels of subjective satisfaction, distress, or desirability that people associate with a particular health state.” %}

{% Conservation of influence: Below follows a famous poem. One can recognize decision theory principles. The choice of the less trodden road can be taken as a plea for ambiguity seeking (why not?). The one taken having the better claim but still being essentially equivalent in every respect can be taken as lexicographic preference. The justification of the choice in retrospect (if the last line can be interpreted this way, which is debatable) can be taken as cognitive dissonance. The last sentence can also be taken as definition of influence (conservation of influence), with “all the difference” taken as identifying the agent with his actions. Nice is that “sigh” and “all the difference” can equally well be positive as negative. The title refers to the essential role of counterfactuals in analyzing preferences, decisions, and free will, which distinguishes social sciences from natural sciences.

The Road Not Taken

TWO roads diverged in a yellow wood
And sorry I could not travel both
And be one traveler, long I stood
And looked down one as far as I could
To where it bent in the undergrowth;

Then took the other, as just as fair
And having perhaps the better claim
Because it was grassy and wanted wear
Though as for that the passing there
Had worn them really about the same;

And both that morning equally lay
In leaves no step had trodden black.
Oh, I kept the first for another day!
Yet knowing how way leads on to way
I doubted if I should ever come back.

I shall be telling this with a sigh
Somewhere ages and ages hence:
Two roads diverged in a wood, and I—
I took the one less traveled by
And that has made all the difference.

Robert Frost (1920) “The Road Not Taken”

{% The more risk dependence, the higher in the convex ordering. Probably something like second-order risk aversion. Mrl (mean residual life) ordering seems to generalize it. Refer to Dhaene & Goovaerts and others. %}

{% %}

{% nice survey of QALY history %}

{% Is function of percentage of body burnt to what degree. Is MAUT on subsets of product sets. %}

{% questionnaire versus choice utility %}

Subjects choose between sure outcomes and two-outcome lotteries. The authors show that risk attitudes in an experiment depend on the stimuli faced before; i.e., there are carryover effects. For instance, one group received lotteries with big variation in outcomes. The other with small variation. The latter group then is more sensitive to changes in outcomes. Or, one group has received lotteries that are getting better and better during the experiment, and for the other group they are getting worse and worse. Then the former are more risk seeking. Such dependencies have been found in many papers before, for instance in papers by Neil Stewart who developed a good model (decision-by-sampling model) for it, and the authors cite such literature. Just one early reference: Poulton (1968). This issue is central for good implementations of the random incentive system, where one tries to minimize them. The authors propose a model of bounded rationality where efficient coding can explain things. *(calculation costs incorporated)* The utility shape of prospect theory can be “rationalized” this way.

For every irrational bias in decision attitudes, one can imagine an environment with wrong information for the agent so that the bias best neutralizes the wrong information and therefore is best to do. van den Steen (2004 AER) is a good example. Steiner & Stewart (2016 AER) also tried to do this. Question is to what extent the imagined environment is realistic/interesting. I did not study the environment and coding theory of this paper enough to judge on this. %}


This paper criticizes Izhakian’s (2020 JET) mathematical analysis. His 2nd order probability distribution cannot serve as an index of ambiguity at least not in the way he claims. The paper criticizes Izhakian’s Theorem 1 which connects perceived probabilities and Izhakian’s index of ambiguity. The authors provide alternative versions of Izhakian’s Theorems 1 and 2. They are more critical of
Izhakian’s Lemma 3 (separating risk and ambiguity attitudes), for which they see
no easy fix. The problem seems to be most serious for continuous distributions
(§5.2). It invalidates later results in the paper, which all depend on Lemma 3. (In
my annotations I already indicated that the ambiguity comparisons require same
a-neutral probabilities $\mu$.) The authors point out, p. 2 2nd para, that the index may
still work in an ad hoc manner and that it has served empirical work. But it does
not have the properties claimed. In particular, it is not independent of risk
attitude. §5.3 proposes an alternative measure which, unlike Izhakian’s, is
invariant under monotonic transformations, although it does not have several
other properties.

The conclusion, p. 18, writes, and I agree: “Ambiguity research has been mostly
restricted to theoretical work for far too long. Finding ways of taking the theory to the data is a
timely and important topic.”

Fu, Ruonan, Bertrand Melenberg, & Nikolaus Schweizer (2023) “Comment on “A
Theoretical Foundation of Ambiguity Measurement [J. Econ. Theory 187 (2020)

Fuchs, László (1963) “Partially Ordered Algebraic Systems.” Pergamon Press,
Oxford.


Dutch book; ordered vector space; gezien in boekenkast van Alain Chateauneuf
december 1994


quasi-concave so deliberate randomization: Axiomatize many probabilistic error models for choices over menus. State space can be subjective. %


Superstitions two or more steps off the equilibrium path are more likely to survive. %


Use the dual model of their 2006 American Economic Review paper, where for decisions within a day the emotional self plays the biggest role, and cognitive load does so too; with the cost function of self-control convex. Increasing stakes and probability of winning reduces the importance of cognitive load and enhances rational choice, and reduction of paradoxes such as Allais’. This model suggests that in the usual Allais paradox the irrational emotional choosing occurs with the small-probability choices and, hence, that the certainty effect plays less of a role as irrationality. In their model, discount rates ranging 1-7% and relative risk aversion (they assume EU) of 2 fit some existing data sets well. They also
predict that violations of stationarity will reduce if the intertemporal choices are risky, which has been confirmed by Keren & Roelofsma (1995) and later papers. This can be taken as a violation of generalized stochastic dominance (restrictiveness of monotonicity/weak separability).

In the conclusion they argue that their model may be better in explaining a wide range of phenomena across different contexts with a limited number of parameters than, for instance, prospect theory. But they, nicely, also mention problems for their theory. {


This short note briefly summarizes a longer working paper. They propose what they call simplicity theory, which can be combined with any other risk theory. What it does is add to the other theory a term \( C(|\text{support}(P)|) \), i.e., a term depending only on the number of outcomes in the support of the lottery \( P \). (If the absolute values of the outcomes of \( P \) are very small then readily violations of stochastic dominance follow.) For that other theory they consider expected utility, 1979 original prospect theory, and the new 1992 prospect theory. Remarkable, simplicity theory joint with new prospect theory does best and with original prospect theory it does worst (p. 422 2nd column). Unfortunately, the paper only cites a few papers that find what they call complexity aversion (dislike of large supports; actually a misnomer), and not the more papers that find complexity seeking, which is the prevailing finding. See the online appendix at the end of Abdellaoui, Li, Wakker, & Wu (2020). {


Preferences not only over present menus but also for how they affect future menus (conservation of influence: this is a bit about future influence). {


From the abstract:

Quality of life mapping methods such as “Transfer to Utility” can be used to translate scores on disease-specific measures to utility values, when traditional utility measurement methods (e.g. standard gamble, time trade-off, preference-based multi-attribute instruments) have not been used. The aim of this study was to generate preliminary ordinary least squares (OLS) regression-based algorithms to transform scores from the Strengths and Difficulties Questionnaires (SDQ), a widely used measure of mental health in children and adolescents, to utility values obtained using the preference-based Child Health Utility (CHU9D) instrument.


Natural-language-ambiguity: Seem to argue that tolerance of ambiguity, in general natural-language sense, as a unitary model has been operationalized using quantitative assessments, but assessing qualitatively multi-dimensional attitudes toward ambiguity is a more realistic and attractive approach.

{% natural-language-ambiguity: Seem to argue that tolerance of ambiguity, in general natural-language sense, as a unitary model has been operationalized using quantitative assessments, but assessing qualitatively multi-dimensional attitudes toward ambiguity is a more realistic and attractive approach. %}


{% Relative to Baucells & Shapley (2008) and Dubra, Maccheroni, & Ok (2004), they treat strict preferences differently. %}


{% completeness-criticisms
Relax completeness in SEU (in the Anscombe-Aumann framework). They require unanimous agreement over sets of pairs \{(P,U)\} of subjective probability measures and utility functions. They also characterize special cases where the set is a product set of a probability-measure set and a utility-function set, and then where one or the other is a singleton.

P. 268 derives \( \succ \) from \( \succ f \Rightarrow g \) if \( h \succ f \Rightarrow h \succ g \).

This def. allows separating indifference from noncomparability. %}


{% https://doi.org/10.1007/s11238-021-09839-8
Measure loss aversion among 600 car manufacturer customers. Both within- and
between subjects. With risk and without (endowment effect, WTP-WTA), and find it higher if no risk. They make the plausible assumption of linear utility with kink at 0. Interestingly, they find high correlation (0.677) between risky and riskless loss aversion. A companion paper is Mrkva, Johnson, Gächter, & Herrmann (2020).%


{ For ESA conference 2006 subscription, for half the participants they formulated early registration as a discount, and for the other half late registration as a penalty. Among old participants they found no difference, but among the young they found more early subscriptions in the penalty treatment. Nice illustration of framing with real field data and experimental economists as subjects! Nice paper. %}


{ questionnaire versus choice utility: Derive CRRA (logpower) utility from introspective well-being using big surveys. Find that ln utility fits well (power 0, CRRA index 1). Marginal utility of money decreases with increasing health, contrary to what other studies find. %}


{ ordering of subsets: Definition 3 lists properties for set ordering, useful to avoid manipulation in social choice, that are satisfied under average utility and not under additive utility over subsets. %}


{ second-order probabilities to model ambiguity: In his §6. §5 has probability intervals. There he proposes maxmin EU w.r.t probability intervals. %}

{% second-order probabilities to model ambiguity; ambiguity seeking for unlikely: Not really. P. 363, citing (then unpublished) experiments by Goldsmith & Sahlin: “for probabilities other than fairly low ones, lottery tickets involving more reliable probability estimates tend to be preferred.”

P. 366 2nd para explains that set of priors is more general than assigning probability interval to each event.

P. 371: Paper proposes to take a set of 1st order probability distributions, assign a degree of epistemic reliability to each, take only the set of 1st order probability distributions that exceed a threshold, and then do maxmin EU with respect to this set, displayed in the middle of p. 371. So, it essentially has maxmin EU. The paper is a theoretical discussion. %}


{% second-order probabilities to model ambiguity: P. 244 bottom argues that subjects in Yates & Zukowski (1976), being psychology students who must have had some statistical training, will reduce 2nd order distributions to 1st, so that 2nd order distribution was no good way to implement ambiguity there. §5 p. 247 does consider it with the wave effect, which amounts to overweighting of extreme 2nd order probabilities, meaning violation of RCLA. %}


{% Maybe in US; second-order probabilities to model ambiguity %}


{% utility elicitation %}


How agents go wrong in environment with learning if they ignore reference dependence.


This paper provides basically the same ideas as Gaifman & Liu (2018; cited). Detailed annotations are given there and, therefore, mostly pertain to this paper as well. This 2015 paper also adopts the 2CA assumption, correctly criticizes Savage for not explicitly defining domain, but itself does not do either, by apparently assuming closedness w.r.t. cut-and-paste for instance, but doing so only implicitly and never saying so explicitly. The authors assume probability $\mu$ (their symbol), derived from qualitative probability as done by Gaifman & Liu (2018), available. This paper then sets out to derive the EU representation, but does not really do it. As explained in my annotations on §4 of Gaifman & Liu (2015), they only show how utility can be defined from preference if EU holds, which is the easy first step in proving preference axiomatizations, but they do
nothing to prove that the definition is consistent or would really represent preference.

There is yet another problem. The paper is confusing on whether utility is state-dependent or not. Its claim to do Savage suggests state independence. Several parts in their text do so too. Below Eq. 2.13 they write (where P refers to an event from a partition) “where \( u(P_i, x_i) \) is the utility of consequence \( x_i \) given \( P_i \). As it will be shortly shown, in all cases in which \( \mu(P_i) > 0 \) this value depends only on the consequence \( x_i \).” But they do not prove any of what is promised here. Their footnote 6, to the contrary, explicitly states that they take utility state-dependent. Several formulas such as Eq. 2.13 and 2.16 indeed take utility state-dependent. In the title of §2.3, and other places, they use the term context-dependence, which, per footnote 6, refers to state dependence. However, doesn’t Savage’s P4 preclude state-dependence in the author’s model, as it does in Savage’s? It can of course happen that some consequences are never associated with some states, but don’t they have the same utility for every state where they appear?

With all these holes and gaps in their analysis still open, the proof suddenly closes and the final sentence before Theorem 2.7 comes out of the blue: “The rather straightforward proof is omitted.” In particular, their announcement “As it will be shortly shown, … this value depends only on the consequence \( x_i \)” (below Eq. 2.13) has never been taken up. Whether the functional would imply the axioms is never discussed either. I think P4 is not implied. As for that matter, how is it defined here!?

And yet another question: The authors take two arbitrary constant acts, which they seem to treat as state-independent. Couldn’t utility of these two be state-dependent, with the probabilities \( \mu \) and the whole model depending on which two constant acts were used for this purpose!? Wakker & Zank (1999 MOR) study state-dependent EU functionals. For such a functional one can always fix two arbitrary nonindifferent outcomes, scale their utilities as 0 and 1 for every state, and then use them to identify the probability measure. But this probability measure depends entirely on the two outcomes chosen. For nonsimple acts, one then will also need some absolute continuity to ensure that the whole functional is writable as an integral of the probability measure obtained, which in absence of countable additivity is complicated.
§3 considers extensions to infinitely many outcomes. The authors consider countably many outcomes, and countably infinite summations of terms 
\[ \mu(f(s) = x_i) u(f^{-1}(x_i), x_i) \]. They apparently are totally unaware of the complications of finite additivity here. One can’t just do countable addition under the absence of countable additivity. The authors assume every event \( \mu(f(s) = x_i) \) nonnull. It can well happen that the above sum does converge (even absolutely) but the sum of probabilities \( \mu(f(s) = x_i) \) is strictly less than 1, for instance. It then gives violations of monotonicity. 


This paper provides basically the same ideas as Gaifman & Liu (2015; cited).

The authors, correctly, point out that Savage (1954) is vague on what the set of acts in the preference domain is. Fishburn (1970) puts it right by immediately writing “\( F \) is the set of all functions of \( S \) into \( X \)” (§14.1, p. 192), and this is how we should take Savage’s theorem. Yet, I disagree with many details in this paper, and also with the main ideas and results. In particular, I think that this paper is also guilty of not clearly stating its assumed domain.

P. 4208 writes: “Savage insists however that we should not require the subjective probability to be \( \sigma \)-additive.” It is only a matter of subjective interpretation of nuance, but I think that Savage rather insists that we should not care, and should not commit one way or the other. He is more saying that it should not matter rather than that we should do one thing or the other. But my interpretation here is open to debate.

The paper in particular criticizes Savage for assuming all constant acts present (implying that every consequence can be assigned to every state). It cites many who criticized Savage for the same reason. I have always been surprised by this. Savage’s model involves many unrealistic acts, and the constant ones are just one special case. Well, they are a clearcut case, that is true.

The authors assume only for two nonequivalent consequences that the constant
acts are available. This assumption is denoted 2CA on p. 4210. This is enough to do qualitative probability theory and get the subjective probability measure \( \mu \) as is well known. CA denotes the assumption that every constant act is available in the preference domain.

P. 4209: Proposition 1.1, is claimed to hold under P1-P6 and CA. However, it needs more, such as the presence of sufficiently many simple acts. It seems that the authors throughout implicitly assume that the preference domain is closed under their cut-and-paste operation defined on p. 4211. That would be enough in the presence of CA to generate all simple acts.

P. 4210, footnote 10: The definition of null event is problematic because it uses the concept of preference given an event, which has not yet been defined there. But it could have been, in the presence of Savage’s P2. The page argues that we should only consider ‘feasible”consequences, i.e., consequences that for some acts occur under nonnull events: “It is not difficult to see that the name is justified and that unfeasible consequences, while theoretically possible, are merely a pathological curiosity.” However, I disagree. For example, in finance one may want to work with continuous probability distributions where each single consequence always has probability 0.

P. 4210, Proposition 1.2 claims SEU for all simple acts under P1-P6 and 2CA. But surely more is needed. The authors will implicitly use closedness under cut-and-paste: for two acts \( f \) and \( g \) and an event \( E \), the act that agrees with \( f \) on \( E \) and with \( g \) on \( E^c \) is the result of cut-and-paste.

P. 4211 writes: “Savage takes it for granted that the acts are closed under cut-and-paste. Although the stipulation is never stated explicitly, it is obviously a property of A.” That is, they criticize Savage, but themselves also never state explicitly whether or not they assume it. Their Proposition 1.2, preceding the def. of cut-paste, needs closedness under cut-paste to be correct, but it is not stated.

P. 4212 has a mysterious sentence: “The \( \sigma \)-algebra assumption can lead to even more extreme cases in a different area: the foundation of set theory. We will not go into this here, since this would require too long a detour.”

P. 4214 incorrectly claims that Savage’s state space should be uncountable; it need not be. First the page, correctly, writes that Savage’s sigma-algebra must be uncountable, an immediate consequence of its \( \mu \)-image being the uncountable[0,1]; \( \mu \) denotes the subjective probability. However, it then
incorrectly claims that the state space should be uncountable. We can take for S the rational numbers in [0,1], have \( \mu([a,b] \cap S) = b-a \) for all rational a,b, and then take any finitely additive extension to the collection of all subsets. Such an extension cannot be countably additive, but finitely additive is well possible. We also have P6 and convex-rangedness (the authors use the term complete iso convex-rangedness). For instance, for irrational numbers c,d in [0,1], \( \mu((c,d) \cap S) = d-c \). Btw., this countable example is easier than the case the authors present in their Theorem 3.34. Fishburn (1970) also incorrectly claims that Savage’s S must be uncountable. Being a Ph.D. student end of the 70s, I sent a letter to Fishburn pointing out his mistake. He kindly replied and thanked me, and got it right in his follow-up writings. Strangely enough, the authors write on p.4216 middle that there exist “countable models that satisfy all the required postulates of Savage”, where it is unclear what “model” means. The authors then seem to cite a Theorem 3.3.5 of Savage that, however, does not exist.

Section 3, the main part of the paper, considers qualitative probability theory. It shows that with P6’, which is equivalent to fineness and tightness, the derivation of \( \mu \), done for Savage for a \( \sigma \)-algebra, can also be done on an algebra. This was demonstrated before by Wakker (1981, Annals of Statistics). Wakker used fineness and tightness but, as these authors point out on p. 4216 bottom, this is equivalent to their P6’. That convex-rangedness then need not be satisfies is also well known (e.g., P1 in Example 3 of Wakker 1981). These results also follow from Kopylov (2007 JET).

Section 4, supposedly, derives EU for simple acts. But the analysis does almost nothing of it. The authors show how utility can be defined from preferences if EU holds, using what Abdellaoui & Wakker (2018) call conditional SG equivalents. This is common as the first step in deriving preference axiomatizations, and is the easy step. Next steps are to show that the definitions are consistent, not depending on the particular stimuli chosen (e.g., the two constant acts assumed present), and then that the functional is of the kind claimed and does really represent preference. The authors do nothing beyond the first step, but then simply claim that they are done. Or should it be the vague sentence “The proof is straightforward.” at the end of §4.1, p. 4236? P. 4210 end of penultimate para writes: “In Sect. 4, we take up the problem of CA. We argue that, as far as
realistic decision theory is concerned, we need to assign utilities only to simple acts. Then we indicate the proof of Proposition 1.2. To a large extent this material has been presented in Gaifman and Liu (2015), hence we contend ourselves with a short sketch.” It suggests, contrary to fact, that Gaifman and Liu (2015) would provide the proof. As I explain in my annotations to that paper, it does not do so.)


Preferences between \((x,C)\) and \((x',C')\) where \(x\) and \(x'\) are acts and \(C, C'\) are sets of priors. \(C\) and \(C'\) can be different and are exogenously given. Thus, the data set is very rich. The agent evaluates each \((x,C)\) using the maxmin EU model where the set of priors is a subset of \(C\). \(C\) reflects state of information and its subset reflects decision attitude. The paper generalizes some preceding papers on similar models by (subsets of) these authors.

Section 4 has a convenient subfamily of multiple priors: To define the subjective family of priors, we start from an objective set of priors denoted \(P\), which is assumed given as it is assumed throughout this paper. \(s(P)\) is its midpoint (center of gravity; Steiner point), and \(0 \leq \varepsilon \leq 1\) is a subjective parameter reflecting perceived ambiguity. The subjective family of priors to be used then
consists of all convex combinations
$(1-\varepsilon)s(P) + \varepsilon Q$ for any $Q$ from $P$.

This theory can be called contraction EU. A generalization would consist of allowing $s(P)$ to be different than the midpoint of $P$.

**biseparable utility**


{% Do something like $\alpha$-maxmin but for social choice. Maintain anonymity and conclude that, therefore, anonymity alone does not distinguish Harsany’s welfarism from Rawls. %}


{% Model with welfare and uncertainty, so, twofold aggregation. For example, weighted average of ex post and ex ante optimum. %}


{% If two sets of beliefs have one Pareto optimal two-period allocation in common, and it is interior solution, then the two sets of PO-optimal allocations must actually coincide, because the first-order conditions imply same marginal rates of substitutions across different states.

multiattribute CEU (Choquet expected utility) %}


{% Show that allocations may exist that are both ex ante efficient and ex post envy-free. %}

Imagine DUU with three colors, Red, Black, and Yellow. Consider choices with multiple priors between $f$ when set of priors is $F$, and $g$ when set of priors is $G$. $F$ and $G$ refer to DIFFERENT unrelated urns. For each urn, there is a rich set of acts, and in addition there are many urns. In addition, each set of priors has a so-called anchor, being the one to be chosen if only one measure can be chosen.


Belief aggregation in Anscombe-Aumann model and then nonEU at first stage, much like Schmeidler (1989). They consider a state-dependent version of RDU (rank-dependent utility for uncertainty; is Choquet expected utility = CEU) as axiomatized by Chew & Wakker (1996) for instance, but restricted to acts with only two outcomes (outcome is probability distribution over prizes in Anscombe-Aumann). Show that aggregation, if existing, must be linear, and that nonEU models such as RDU and maxmin EU cannot deliver belief aggregation.


Relative to the JME-2004 paper of the same authors, they drop the anchor.


The authors consider expert aggregation, comparing disagreement between precise predictions (one says $1/3$, and the other says $2/3$) with agreement between vague predictions (both say that it is either $1/3$ or $2/3$). Motivation is on pp. 420-421: “Therefore, the first step for making policy decisions in complex situations (such as, for instance, climate changes) is to *elicit* experts beliefs.”

They introduce a theoretical decision model for it, building on ambiguity models of these authors (Gajdos, Hayashi, Tallon, & Vergnaud 2008 JET). Novelties in modeling are described on p. 431. Agents can choose between options that have different informations: For instance, they can choose between [a
with experts saying A and B] or [b with experts saying C and D]. This cannot readily be modeled through Savage’s state space, but the authors solve this problem by giving up on any interpretation of the state space, and they write: “state space … It is for us a mere coding device, without any substantial existence.” (p. 421).

The provide results on more averse to imprecision (Proposition 2, p. 437).

Because now info provided by two experts is considered, and this can be different for different acts considered, the model is very general.

If one expert says that the true probability is in A, and the other says in B, then one could consider taking the intersection of A and B!!? However, Axiom A2 presented as-if dominance or Pareto optimality, is not intuitive to me, and seems like a form of not caring about conflict. For example, assume that P1 = Q1 = Q2 consisting of only one single probability, so that (f,P1), (g,Q1), (g,Q2) actually concern risk. Assume that P2 is different and also contains a singleton, so that (f,P2) is also risk. And assume that all four (f,P1), (f,P2), (g,Q1), (g,Q2) are indifferent. The authors’ axiom implies (f,P1,P2) \sim (g,Q1,Q2).

But this is not plausible because (f,P1,P2) comprises conflict and ambiguity and (g,Q1,Q2) does not. The axiom seems to imply indifference toward conflict and ambiguity. It treats P1 and P2 in a way as separable, not considering how they are related and agree or differ. This goes against the interpretations given.


https://doi.org/10.1038/scientificamerican mind1118-52

This paper doesn’t do more than briefly claim, based on th review Gal & Rucker (2018), just that there is no loss aversion and then criticizes the behavioral approach for it.

Argue against loss aversion, first, by proposing alternative explanations and, second, by citing some studies that do not find it, primarily their own. On the basis of that, they write long about how wrong it is of science to be so wrong.


Apply Choquet integral in multiattribute optimization.


**value of information**: Under unawareness, which is a form of mistaken belief, info can have negative value (also under usual EU). But the agent cannot know this.


Considers consequentialism and dynamic consistency under ambiguity. Says that one of these must be violated under ambiguity deviations from SEU, apparently taking reversal of events (analog of RCLA) implicitly. Relates dynamic consistency to positive value of info.


**utility elicitation**: Asked for direct assessment of utility of money. Found that $x$ to the power 0.43 fitted well for gains. Seems to find that subjects find it very difficult for losses.


{\% utility elicitation, p. 65: “But all of the data are sketchy, and the field is more populated with theory and derivations of a variety of models than it is with a wealth of empirical information”

P. 75: “The remarkable consistency of the power function as a representation of data that show how people judge events that have a quantitative character is once again supported in these studies.”

P. 75 suggests loss aversion using nice words: “On the basis of intuition and anecdote, one would expect the negative limb of the utility function to decrease more sharply than the positive limb increases.”

**concave utility for gains, convex utility for losses:** Power for gains is 0.45 (Experiment 1, p. 68), for losses it is 0.59 (Experiment 2, p. 70). So, utility is concave for gains and (less) convex for losses.

Cross-modality matching means comparing subjective evaluations of different continua with each other. This paper does it with money and loudness. For example, is the value of this amount of money the same as the loudness of this tone? Power transformations seem to fit the data well. The method can be compared to the VAS that asks to relate lengths of lines to value of money/lifeduration, be it that length of a line is objective.

More pessimistically, it can be argued that this kind of research demonstrates that participants answer to all questions no matter what the questions are. One may be measuring stable response modes without anything underlying it. I haven’t yet made up my mind on the validity of this viewpoint.

**Christiane, Veronika & I:** cross-modality matching seems to measure numerical sensitivity more than intrinsic value. %}


{\% foundations of probability \%


Galaxy NGC 3783.


Galesic, Mirta, Wändi Bruine de Bruin, Jonas Dalege, Scott L. Feld, Frauke Kreuter, Henrik Olsson, Drazen Prelec, Daniel L. Stein, & Tamara van der Does (2022)

{% This paper generalizes Yaari’s (1987) dual theory to multidimensional distributions, using generalized quantile functions, also extending Yaari (1986). %}


{% Primary/secondary quality distinction: %}

“I think that tastes, odors, colors, and so on are no more than mere names so far as the object in which we locate them are concerned, and that they reside in consciousness. Hence if the living creature were removed, all these qualities would be wiped away and annihilated.”

John Locke discussed it extensively. Leibniz argued that it is gradual. Berkeley argued that only secondary (subjective) we can know for sure. %}

Galilei, Galileo (1623) The Assayer.

{% Seems that the character Sagredo says, on the water-diamond paradox: %}

What greater stupidity can be imagined than that of calling jewels, silver and gold “precious,” and earth and soil “base”? People who do this ought to remember that if there were as great a scarcity of soil as jewels or precious metals, there would not be a prince who would not spend a bushel of diamonds and rubies and a cartload of gold just to have enough earth to plant a jasmine in a little pot, or to sow an orange seed and watch it sprout, grow, and produce its handsome leaves, its fragrant flowers and fine fruit. It is scarcity and plenty that make the vulgar take things to be precious or worthless; they call a diamond very beautiful because it is like pure water, and then would not exchange one for ten barrels of water.


Galilei, Galileo (1638) Dialogues.

{\% \%


{\% https://doi.org/10.1007/s11229-019-02346-y

*foundations of probability*: Argues for deterministic interpretation of probability. Discusses to what extent it is epistemic or a “worldly affair.” \%


{\% Use Hofstede’s (1991) index of long-term orientation to proxy time preference. Analyze many countries and regions and pre-industrial agro-climatic characteristics. Find that higher return to agricultural investment triggered long-term orientation and impacted technological adoption, education, saving, and smoking. \%


{\% Paper was written in 1907. Crowd should guess weight of an ox. Their average was incredibly close. \%


{\% \%


{\% *Christiane, Veronika & I*; no clear results are found. If not only prices but also income are expressed in a low-value unit (high numbers) then sometimes a
reversed euro illusion may be expected. This paper finds different effects for cheap than for expensive products.


Good book on proposition-logic, recommended to me by Monika.


Gamut = Johan F.A.K. van Benthem, Jeroen Groenendijk, Dick de Jongh, Martin Stokhof, & Henk Verkuyl

Mehrez & Gafni, end 1980s, introduced their so-called healthy years equivalent (HYE) as an alternative to QALYs in health economics. Unfortunately, their papers have many logical errors, and many have criticized it, including Johannesson, Pliskin, & Weinstein (1993, MDM), Loomes (1995, JHE), and myself (Wakker 2008 MDM). This paper is a follow-up, worthy of the traditions, because again it is full of logical errors. The basic new model, Eq. 2 p. 1210, is not well defined because a utility function of \((x,x_2)\) (wiggle above x and arrow above \(x_2\) I do not write here) he lets depend on other things than just \((x,x_2)\), being a distribution \(L(u_2(x))\) of \(x\) of which it has never been specified formally where it comes from. \(L\) should by the rules of logic have been expressed as an argument of the utility function then. But then the theory becomes very different from
traditional QALY models that first take utility of outcomes without regarding any
distribution and only then look at distribution and see how the utilities are to be
aggregated, using a probability-weighted mean as in EU or some other
aggregation formula. In particular, it loses the tractability of QALYs where
evaluation of outcomes is separated from the aggregation of distribution. It now
also is unclear if the utility as the author defines should be maximized using an
EU aggregation, or otherwise. The author sometimes (p. 1211 top and also 2nd
para) explicitly writes that he is deviating from EU. So, in what theory is this
function to be used? There he seems to take his model as just taking certainty
equivalents without even EU, so that his model is not much more than continuity
and transitivity, leaving almost no predictive power.

Many positive claims about HYE are based on nothing other than that HYE is,
here, apparently, taken as nothing other than a certainty equivalent (with health
assumed perfect) under general EU. Then little wonder that no empirical
violations (other than general EU), but problem that little predictive power
(mentioned on p. 1210 4th para but not properly incorporated in the rest of the
text). Then little wonder that the particular case of SSUF and HYE coincide
whenever the model of SSUF holds (pp. 1209-1210).

P. 1210 makes the mistake criticized in Comment 2.6.5 of my 2010 book (p.
63), of not realizing that the utility unit already comprises risk attitude, and that
speculating on risk attitudes w.r.t. util units is double counting.

P. 1211 surprises us with the claim that the risk theory of EU would imply the
intertemporal restriction of time consistency. New to me!

The second para seems to present, as a positive feature of the theory, that we
don’t “need to” elicit its separate parameters. I would put this more negatively:
These parameters are not identifiable because the theory is of almost complete
generality. P. 1211 end of 2nd-to last para writes that the only assumption is
monotonicity in life years in full health. (Let us give the author continuity and
weak ordering for free.)

equate risk aversion with concave utility under nonEU: P. 1211
penultimate para then equates risk aversion with concave utility, which only
holds true under EU, a theory explicitly abandoned here.

One thing the author and I share is admiration for the appealing idea (SSUF)
of Guerrero & Herrero (2005). %}

{% Argues for higher relevance of patient preferences than community preferences in C/E (cost-effectiveness) analyses. Apparently sees a theoretical justification in Harsanyi’s 1955 welfare theorem using veil of ignorance. %}


{% %}


{% information aversion: tested in several contexts. %}


{% Points out that Keeler-Cretin argument for constant discounting of money and health requires fungibility between money and health with constant exchange rate between them. %}


{% Configurality is very similar to rank-dependence; disjunctive is similar to optimism, overweighting of high values; conjunctive is similar to pessimism, overweighting of low values. For judgment of intervention for cases of child abuse, based on aggregation of some pieces of information, laypersons were more disjunctive than experts. %}


{% P. 170: Normative regressions should be regressive for most bivariate distributions. Representativeness heuristic leads people to give overly extreme
answers, so that variation in dependent variable resembles true variation and variation in predictor. These things are moderated by weak regressiveness. Leniency is like the positivity bias from social research, where under uncertainty people tend to judge overly positive about others (“the benefit of the doubt”).


Empirical study into centipede games. By varying parameters, they can speculate on reasons for people to deviate from NE (Nash equilibrium). The two main reasons found are failure of common knowledge of rationality and bounded level-k reasonings that can be captured by quantum response equilibrium (QRE). My reason for deviating if I’d play the centipede game is not mentioned: that the basic assumptions of game theory are inconsistent (rationality of players but yet independent moving) and NE is not rational.

{% Seems to be: :Decision under stress; Ch. 9 deals with risks, catastrophes and “protection-motivation theory,” comparing external threats and internal coping. %}


{% Gives an account of the cognitive revolution. %}


{% three-doors problem %}


{% %}


{% 652 readers of Scientific American wrote their choices; 70% would take only one box. %}


{% %}


{% This seems to be part of a serious called “Mathematical Games” by Gardner. P. 120 2nd column gives “juicy” reference to Samuelson who relates Arrow’s theorem to democracy. John Conway found a simple formula for calculating the probability that player A wins. This formula is described by Gardner. %}

{% foundations of statistics %}

{% finite additivity %}

{% %}

{% anonymity protection %}

{% https://doi.org/10.1093/rfs/hhl003

Use maxmin EU through a “confidence interval” around the estimated expected returns and then ambiguity aversion via minimization over priors. Ambiguity-averse portfolios are more stable over time and deliver a higher out-of sample Sharpe ratio. %}

{% A 2011 study on this interesting decision problem. %}


Made nice pictures of RDU; p. 1056: estimate of \( w(.5) \) for 20 participants, yielding \( w(.5) = .42 \) (hurray!); however, the estimation is based on some linearity assumptions.
P. 1054 writes (translated from French original):
“the dissociation of the two effects is difficult because they interact jointly without it being possible to isolate one from the other” It then assumes, and will later verify, linear utility to estimate transformation of \( p = 0.5 \). Well, by the \textit{tradeoff method} it is easy!

P. 1056: participants do not distinguish between close probabilities, which reminds a bit of low sensitivity à la Tversky & I. %


\%
\textbf{CBDT; inverse-S; cognitive ability related to likelihood insensitivity (=} inverse-S\textbf{)}:\textbf{ Develops a case-based, cognitive, justification for inverse-S shaped probability transformation. Has probability 0.5 undistorted, as Quiggin (1982). It also supports my claim in Wakker (2004, Psychological Review, Figure 2a) that that is plausible for the cognitive component of probability transformation.}

\textbf{uncertainty amplifies risk}: Confirms it. The fewer cases in memory and the worse the similarity function, the more inverse-S. %


\%
\textbf{CBDT; Consider prices for houses for rent, where speculation will play no role, and for sale, where speculation will play a role. Compare two ways to determine the price of a house: (1) Rule-based. Regress it on a number of properties such as size, distance to shopping center, and so on. (2) Case-based. Derive the price as a similarity-weighted mean of prices of other, similar, houses. Here the properties of houses are similarity-weighted averages of the other prices, where the similarity weight of two houses is derived by transforming a dimension-weighted Euclidean distance between houses when characterized through a vector or properties (I guess the same as above). They don’t sum the similarity-weighted prices but average them. They find that for buying prices the rule-based method works best and for renting the case-based, and give arguments for it. %}


subtracted. 52% of the choices were risk seeking, so, \( x = 25 \) iso \( x = 5 \). Given that the incentive system enhances risk seeking, it is not amazing that there was some more risk seeking.

Brain-activities for losses were qualitatively different than for gains. After a preceding loss people became more risk-seeking than after a preceding gain. In the first quarter of blocks, there were 58% risky choices \((x = 25)\), in the last 48%.

Because participants could also see what their alternative choice would have yielded, they could feel regret. But, regret did not do much. I did not find it mentioned what percentage overall was risk seeking (choose \( x = 25 \) cents) or risk averse (choose \( x = 5 \) cents). How the real incentives were implemented (did they have to pay really if the lost?) is not explained.


Derives a very general model on multiattribute nonEU, with probability-dependent utility. In the proof of Theorem 2, I did not see why the limit of $W(x^\prime)$ could not be strictly less than $W(x)$, in other words, where continuity in outcome comes from. (Axiom 2 is continuity in probabilistic mixing.)


Foundations of statistics

P. 973 describes the essence of the paper: “we propose to replace, wherever possible, the words ‘objectivity’ and ‘subjectivity’ with broader collections of attributes, namely by transparency, consensus, impartiality and correspondence to observable reality, all related to objectivity, awareness of multiple perspectives and context dependence, related to subjectivity, and investigation of stability, related to both.” This sentence lists the seven criteria displayed in Table 1.

A good old discussion on statistics with many (53 it seems) discussants writing after. I read many such discussions in the 1980s. The authors focus on the distinction objective-subjective, which is related to the distinction frequentist-Bayesian. They consider it to be counter-productive. Instead, they put up a useful Table 1 with seven desiderata for statistical analyses.

P. 969: “Researchers often rely on the seeming objectivity of the $p < 0.05$ criterion without realizing that theory behind the $p$-value is invalidated when analysis is contingent on data (Simmons et al., 2011; Gelman and Loken, 2014).”

P. 970: “Some Bayesians (notably Jaynes (2003) and Berger (2006)) have advocated an objective approach, whereas others (notably de Finetti (1974)) have embraced subjectivity.”

P. 972: “Science should be guided by principles that at the same time aim at stable and reliable consensus as usually associated with ‘objectivity’ while remaining open to a variety of perspectives, often associated with ‘subjectivity’, exchange between which is needed to build a stable and reliable scientific world view.”

P. 974: “For example, Bayesian statistics is commonly characterized as ‘subjective’ by Bayesians and non-Bayesians alike. But, depending on how exactly prior distributions are interpreted and used (see Sections 5.3–5.5), they fulfil or aid some or all of the virtues that were listed above. Priors Beyond Subjective and Objective 975 make the researchers’ prior point of view transparent; different approaches of interpreting them provide different rationales for consensus; ‘objective Bayesians’ (see Section 5.4) try to make them impartial; and if suitably interpreted (see Section 5.5) they can be properly grounded in observations.”
P. 976 gives Table 1, reproduced here:

“Table 1. Virtues

\textit{V1. Transparency}
(a) Clear and unambiguous definitions of concepts
(b) Open planning and following agreed protocols
(c) Full communication of reasoning, procedures, spelling out of (potentially unverifiable) assumptions and potential limitations

\textit{V2. Consensus}
(a) Accounting for relevant knowledge and existing related work
(b) Following generally accepted rules where possible and reasonable
(c) Provision of rationales for consensus and unification

\textit{V3. Impartiality}
(a) Thorough consideration of relevant and potentially competing theories and points of view
(b) Thorough consideration and if possible removal of potential biases: factors that may jeopardize consensus and the intended interpretation of results
(c) Openness to criticism and exchange

\textit{V4. Correspondence to observable reality}
(a) Clear connection of concepts and models to observables
(b) Clear conditions for reproduction, testing and falsification

\textit{V5. Awareness of multiple perspectives}

\textit{V6. Awareness of context dependence}
(a) Recognition of dependence on specific contexts and aims
(b) Honest acknowledgement of the researcher’s position, goals, experiences and subjective point of view

\textit{V7. Investigation of stability}
(a) Consequences of alternative decisions and assumptions that could have been made in the analysis
(b) Variability and reproducibility of conclusions on new data”

Even if one does not fully agree with such a table and even if one feels more disagreements than agreements, then still, where it takes much work to create
such a table, it is very useful.

P. 979: “with the Bayesian fitting algorithm being stuck going through remote regions of parameter space that corresponded to implausible or unphysical parameter values.” [italics added here]

P. 980: “The point is not that our particular choices of prior distributions are ‘correct’ (whatever that means) or optimal, or even good, but rather that they are transparent, and in a transparent way connected to knowledge. Subsequent researchers—whether supportive, critical or neutral regarding our methods and substantive findings—should be able to interpret our priors (and, by implication, our posterior inferences) as the result of some systematic process, a process which is sufficiently open that it can be criticized and improved as appropriate.” This may be the idea of objective Bayesianism. If we take some standardized (say, noninformative) prior that is transparent (so, everyone knows it), then everyone can back it out and put in their own preferred prior. In other words, then it can serve just as a convenient way to just convey the likelihood function.

P. 984: “In doing this, we deviated from classical significance test logic in several ways, by not using a test statistic that was optimal against any specific alternative, by not arguing from a single p-value and by using a null model that relied heavily on the data” They “admit” here that they chose the test after seeing the data.

P. 987, §5.2, discusses works by Mayo et al. who defend frequentist approaches.

P. 989: “Dawid (1982b) discussed calibration (quality of match between predictive probabilities and the frequency of predicted events to happen) of subjectivist Bayesians inferences, and he suggested that badly calibrated Bayesians could do well to adjust their future priors if this is needed to improve calibration, even at the cost of violating coherence.”

P. 989 §5.4 is on objective Bayesianism, and on Jaynes who favors the logical view of probability.

P. 990: “Jaynes (2003) admitted that setting up objective priors including all information is an unsolved problem. One may wonder whether his ideal is achievable at all.”

P. 990 ff.: The authors seem to favor falsificationist Bayesianism, which seems to combine Bayesian ideas with frequentist interpretations of probability. Oh well.

P. 1004, comment by Bartholomew, criticizes the sufficiency concept:

“‘ Sufficiency’, for example, is an important concept which is often too limited for situations in which it is used.”

P. 1004, comment by Bartholomew, is related to the stopping rule paradox: “In
this connection it is readily recognized that all so-called frequentist inferences involve a degree of subjectivity. For example, although the sample size may be treated as fixed, this may not actually be so. The choice may, in fact, have resulted from the resolution of conflict between competing interests, or the data may actually be the outcome of a sequential experiment with ill-defined and often unrecognized stopping rules. Conditioning on the sample size we ignore some information which may be relevant. Such ‘objective’ inferences may thus easily conceal an unacknowledged subjective input.”

P. 1020: comment by Stephen M. Stigler is very critical.
P. 1023: comment by Eric-Jan Wagenmakers at the end uses emotionally-loaded terms to plead for Bayesianism.
P. 1020: comment by Winkler: “The subjective–objective dichotomy in statistics has its roots in the Bayesian–frequentist debate that seemed most heated when Bayesian methods were starting to gain traction in the 1950s–1970s.”
P. 1025, the authors’ reply cites formalizations of exploratory data analysis.


This paper uses Hey’s bingo blower, with a ball to be drawn with three possible colors but unknown probability, to generate ambiguity. Subjects can allocate money to the three colors by state-contingent exchange rates that can change between different choice situations. They also do so after updating, being informed only about whether one particular color did or did not obtain. For nonEU one has to make problematic assumptions about updating. This paper maintains SEU’s consequentialism and gives up dynamic consistency (p. 58; §4), which I think is empirically most plausible here. The data will indeed give many violations of dynamic consistency (p. 58 footnote 12). Georgalos (2021, p. 30 top) confirms that this paper assumes, and does not test, consequentialism. That is tested by Georgalos (2021).

The paper considers $\alpha$ maxmin, Choquet expected utility (CEU), prospect theory through Abdellaoui et al.’s (2011) source method (implemented as in Kothiyal, Spinu, & Wakker 2014 JRU), the Chateauneuf et al. (2007) neo-additive model, and SEU. Given that there are no losses, prospect theory through the source method is in fact a particular specification of CEU. So is the neo-additive model. As an aside, also $\alpha$ maxmin (implemented here as in Hey et al. 2014), in fact is so, as can be seen. I assume that what the authors call CEU means that no parametric assumption is made about $W$. For utility it takes CRRA throughout.

The paper does not consider the smooth model because the author writes that consequentialism then is problematic. I do not fully understand this. At least the basic smooth model that I know satisfies dynamic consistency and consequentialism, but violates reduction of compound lotteries. My difficulty with the smooth model is that the second-order distribution to be chosen is too general a parameter, of too high dimensionality, and essentially unobservable. The paper also considers various parametric families, and various update rules. For multiple priors it uses the same family of priors as Hey et al. (2014) do.

The paper uses predictive power as criterion. The best performing model is the source method, with Choquet expected utility as close second.

P. 57 last para defends the RIS against the hedging-for-ambiguity argument, mostly arguing that subjects cannot know beforehand the choice situations occurring in the experiment.
P. 58 Eq. 1: note that the author will allow the weights $w$ to depend on the outcomes, e.g., as under rank dependence.

P. 76: **ambiguity seeking for unlikely**: the author finds likelihood insensitivity, but it concerns general uncertainty and not only ambiguity because no risk attitude is taken out. %)


**updating under ambiguity with sampling**

Georgalos (2019, GEB) considered dynamic choices under ambiguity, with updating, assumed consequentialism (I guess), and then tested several models, finding that Abdellaoui’s (2011) source method performs best. This paper further analyzes the same data set, but now critically considers consequentialism. It distinguishes between resolute choice, sophisticated choice, and naïve choice. It is close in spirit to the marvelous Cubitt, Starmer, & Sugden (1998) for risk, although the conditions tested are not exact analogs. For instance, the conditions tested here involve repeated choices and this was not so in Cubitt et al. Some more than half of the subjects are not ambiguity neutral. Of them, most are sophisticated, some are naïve and very few are resolute. *(dynamic consistency: favors abandoning time consistency, so, favors sophisticated choice; however, descriptively, with no normative position taken).*

One general observation: In the ambiguity literature, researchers usually assume EU for risk, and then ambiguity neutrality is equivalent to SEU and (under some minimal assumptions) can readily be made to satisfy consequentialism, dynamic consistency, sophistication, resoluteness, and everything. However, empirically, people violate EU for risk, and then ambiguity neutrality does not give SEU, and still means that some of the dynamic principles are violated. This paper assumes $\alpha$ maxmin and, therefore, has this problem. For instance, p. 35 l. -3 writes: “The resolute type is dynamically consistent but has ambiguity non-neutral preferences.” In reality, a resolute agent can be ambiguity neutral but still violate consequentialism and sophistication, already in her risk preferences.
Finding 3 confirms inverse-S for ambiguity and ambiguity seeking for unlikely. In general, the paper finds as much ambiguity seeking as aversion, once again confirming the fourfold pattern of ambiguity and that ambiguity aversion is not at all as widespread as was once thought.

P. 57 last para defends the RIS against the hedging-for-ambiguity argument.


The authors consider an M (Markowitz) model, which is EU but with a reference point and loss aversion and a utility function that is convex for small gains and large losses, and concave elsewhere. The authors use the expo-power family for this purpose. They consider three reference points: the status quo, the maxmin outcome, and, apparently, expected value. The latter is apparently lottery-dependent and not choice-situation dependent, which is hard for me to understand.

For 1/3 of subjects, the Markowitz model fits best, and for 2/3 CPT (92 prospect theory) does.


They reproduce the WTP-WTA disparity and relate it to all kinds of things such as introspective scales and also loss aversion in risky tasks. They find that loss aversion has much influence (p. 904 last para preceding §3.5). End of section 1 appropriately criticizes Plott & Zeiler (2005).


risky utility $u =$ strength of preference $v$ (or other riskless cardinal utility, often called value): Discusses ordinal-cardinal and vNM’s role in that, although not specifically about strength of preferences. Argues that in cardinal view not
the vNM independence axiom, but weak ordering and in particular indifference, is the problem. I found the paper confused. Has nice citations of Marx and Aristotle.

P. 515: **conservation of influence**: “For this is in fact what *utility* represents; the common essence of all wants, the unique want into which all wants can be merged.” [italics from original]

P. 525 looks silly: “a sure alternative and a risk proposition, being relatively heterogeneous, can in no case be indifferent.”

Seem to show that a hexagon-type condition implies additive representation. This had been known in web theory (Blaschke & Bol, 1938) before. %}


{%
%

Several continuity conditions (upper/lower, open/closed) that are equivalent under completeness, are no longer so under incompleteness. This paper investigates logical relations, with variations of Schmeidler (1971). %}


{%
https://doi.org/10.1016/j.jet.2021.105199
Banerjee (2022) provides a correction.

**strength-of-preference representation**: The common presentation of strengths of preferences is through utility differences $U(a)−U(b)$, with Köbberling (2006) the most general representation theorem. This paper considers presentations more general than through utility differences, satisfying mostly $s(a,b) = −s(b,a)$ (skew-symmetry in Fishburn’s terminolology), and called preference intensity functions. It gives a comprehensive discussion of situations where the concept arises directly or indirectly. It is in fact closely related to measures of similarity (%}

{% https://doi.org/10.1007/s00199-017-1058-8

Considers prospects \((x,p,t)\), receiving \($x\) with probability \(p\) at time point \(t\), and nothing otherwise. It axiomatizes weighted temporal utility \((WTU)\): \(w(p,t)v(x,t)\). \(w(p,t)\) reflects psychological distance and \(v(,)\) time-dependent utility. Many interactions are allowed (e.g., time and risk attitude) but, for every fixed timepoint \(t\), money \(x\) and probability \(p\) are separable. Trading off time and probability is independent of outcome, and trading off time and outcome is independent of outcome; §6 discusses the corresponding elicitations. Many empirical phenomena can be accommodated this way. A dynamic extension with preferences at every timepoint is considered (§5).

The idea that many supposed violations of constant discounting are in fact different, and are due to time-dependence of utility, is important. I may have a special preference for one apple immediately today because I know that I need it today. %}


{% information aversion

When the allies bombed Germany in WWII, they deliberately let information leak to the Germans to let them know (through double spies) that one of the potential targets would not be bombed. %}


{% §1 briefly explains the rational expectations model (i.e., that expectations are a martingale). §2 briefly discusses Keynes’ ideas. %}

The abstract writes, about the novelty of this paper: “utility functions can be compositionally structured: The utility of a combination is a function of its constituents’ utilities and the rules for combining them.” But this is the basic framework of multiattribute theory, consumer preferences over commodity bundles, multicriteria optimization, and what have you. Many concepts are brought in out of the blue, unrelated to others.

Sentences such as “Thus, the subtree kernel is built out of feature conjunctions just like other linear models, but the conjunctions it encodes are dictated by the underlying object structure.” (p. 72) remind me of Sokal (1996, Social Text).

What is called “realistic domain,” “naturalistic food rating task,” an so on, is a list of hypothetical food items and ingredients, of which hypothetical ratings are sometimes given to the subjects, where it is next left to subjects to imaginatarily evaluate hypothetical compositions. Subjects are taken from Amazon Mechanical Turk. More uncontrolled, hypothetical, and unrealistic is hard to imagine. The experiment studies what arbitrary combination rules subjects use for hypothetical objects they have no clue about or interest in, just to make $3 to satisfy some experimenters. Small numbers of subjects are sampled, and they are paid little money. 


{% Seems that probability weighting explains their data on horse race betting well. *
%


{%
%


{%
%


{% With belief functions, model with subpartition describing all that is observed and acts are correspondences; to them Savage’s axioms are applied, leading to a probability distribution over subsets of outcomes, which, in turn, is uniquely related to a belief function over outcomes, being its Möbius inverse. Is similar to Jaffray & I, generalizing it in an appealing manner. %}


{% updating: discussing conditional probability and/or updating: Uses dynamic consistency and consequentialism to model Savage’s SEU plus Bayesian updating. Not very new (in a lecture Paolo called the result a folk theorem), but done neatly and maybe the nicest paper to demonstrate how dynamic principles imply EU.

The only choice options are static functions from state space to outcomes; i.e., the static analogues of strategies. This automatically implies RCLA. Paolo clearly and explicitly says so two paras above Axiom 1. For each event A, a conditional pref $\succeq_A$ is given. Can be interpreted as anticipated-conditional, or ex post. Paolo explicitly leaves both open. In this setup, a choice $f \succeq_A g$, such as considered in
DC (dynamic consistency) (axiom 2) for f and g disagreeing outside of A, is not easily depicted in a conventional decision tree. It is therefore easier to first assume consequentialism (axiom 7). This axiom does not refer to de novo decisions, such not occurring in the model, but says that $\succeq_A$ ignores the counterfactual part (so that de novo decisions can be meaningfully defined, independently of what counterfactual part is assumed). With that given, Paolo’s DC reduces to the usual DC that $[\succeq$ if agreement outside of A] agrees with $[A$ if agreement outside of A]. Paolo’s DC also requires agreement of $[\succeq$ if agreement outside of A] with $[A$ if no agreement outside of A] which is a bit hard to interpret. %}


{\% Two functions are comonotonic iff the Choquet integral of the sum is the sum of the Choquet integrals for every capacity. The authors show an analogous result for multiple priors: Two functions are affine-related (one function being affine transform of the other) if and only if the MP value of the sum is the sum of the MP model for every convex set of probability distributions.

The analogy does not go through for another aspect of comonotonicity:
Comonotonic additivity holds iff the representation is a Choquet integral. There is no analogous statement for MP and affine relatedness. \%}


{\% updating: nonadditive measures \%


{\% event/outcome driven ambiguity model: event-driven

The authors refer to unpublished work by Nehring for similar ideas. They consider a representation

\[ f \rightarrow \alpha(f) \inf_{P \in C} \int_S U(f(s)) dP + (1-\alpha(f)) \sup_{P \in C} \int_S U(f(s)) dP \]

where f is an act mapping S to outcomes, C is a set of probability measures on S,
\[ \int_S \text{ is the integral over } S, \ U \text{ is utility, and } 0 \leq \alpha \leq 1. \] Arrow-Hurwicz is the special case of \( \alpha \) constant and \( C \) the set of all probability measures.

Without any restriction, this model has little predictive power because of the generality of \( \alpha \) depending on \( f \) in every possible way, apart from the EU evaluation of risk and the required certainty equivalence. We can always let \( C \) be the set of all probability measures, so that \( \inf \) is the worst outcome of \( f \) and \( \sup \) the best, and with \( \alpha(f) \) we can get whatever is the desired midpoint between their utilities. The authors impose the following restriction on \( C \). Let \( \succeq^\ast \) be the preference relation. They define as the unambiguous part \( \succeq^\ast \) the preferences \( f \succeq^\ast g \) whenever \( \lambda f + (1-\lambda)c \succeq^\ast \lambda g + (1-\lambda)c \) for all \( \lambda \) from \([0,1]\) and acts \( c \) (by taking \( \lambda \) close to 0, they can let the decision take place in the comonotonic set with rank-ordering or whatever circumstances as dictated by \( c \), so, whatever they want it to be). \( \succeq^\ast \) is a nice and valuable idea.

As regards the mixing operation on acts, they assume the Anscombe-Aumann structure on \( S \), amounting to a convex space of outcomes with linear utility \( U \) and statewise mixing for the acts. So, the unambiguous preferences are those that reflect vNM independence and behave according to EU. \( \succeq^\ast \) is like an EU preference, only it is not complete. Then they use the appealing representation by Castagnoli, Maccheroni, & Marinacci (2003), and others, that \( f \succeq^\ast g \) if and only if there is unanimous agreement that \( \int_S U(f(s))dP \geq \int_S U(g(s))dP \) for all \( P \) from a set \( C \). They take the set \( C \) above to be this set. This makes the representation operational, although I would not call it observable because it still is an existence result not fundamentally different from the existence result of for instance Gilboa & Schmeidler (1989).

The sup of expected utilities above turns out to correspond to the lowest sure outcome \( x^\ast \) that has \( x^\ast \succeq^\ast f \), and the inf of expected utilities above corresponds to the highest sure outcome \( x^\ast \) that has \( x^\ast \succeq^\ast f \). So, the value of \( f \) is between \( x^\ast \) and \( x^\ast \), and \( \alpha(f) \) is derived from this. The set \( C \) turns out to be the smallest set that could be used.

\( \alpha(f) \) is constant (independent of \( f \)) if and only if \( x^\ast \) and \( x^\ast \) completely determine the preference value of \( f \) (Proposition 19). This gives the famous \( \alpha \) maxmin model, which the paper is mostly cited for. This result would have been
appealing and the main result of this paper because for tractability reasons it is desirable that \( \alpha \) not be very general, and the paper is mostly cited for this result. However, Eichberger, Grant, Kelsey, & Koshevoy (2011, JET) later showed that it is not correct. For finite state spaces the \( \alpha \) maxmin model can only exist, under the axioms of this paper, if \( \alpha = 1 \) or \( \alpha = 0 \), that is, when it is maxmin or maxmax as known before.

The authors interpret \( \succeq^\ast \) as unambiguous preferences, \( C \) as reflecting the state of belief and of ambiguity of the agent, and \( \alpha(f) \) as reflecting attitude towards ambiguity. It means that for the special case of maxmin EU they take the whole set of priors as reflecting belief, and not decision attitude. For example, if there is DUR with known probabilities, the agent does RDU with convex probability transformation \( w \), so that we have CEU (Choquet expected utility) with convex nonadditive measure \( w(P(.)) \), then this model can be written as maxmin EU (the priors are the CORE of \( w(P(.)) \)), and then the authors consider this to reflect ambiguous beliefs.

The authors discuss the point just raised. First, p. 137 next-to-last para discusses that absence of and neutrality towards ambiguity cannot be distinguished in their approach, and that they equate SEU with unambiguous. P. 138 then mentions the big problem that what they call ambiguity also comprises the part of risk attitude that deviates from expected utility (see above example of RDU with convex \( w \)). Amarante (2009, §3.1) criticizes the interpretation. 


I first describe what the theorem in the paper, Theorem 1, does mathematically. Then I describe the interpretation that the authors give to it, which I think is incorrect. It also obscures the mathematical result of Theorem 1. Clearer statements of some results may be in Sokolov (2011) (I did not check out exactly now).

Theorem 1 is as follows. \( S \) is a state space, finite or infinite. Acts map \( S \) to an interval \( K \subset \mathbb{R} \) and have finite range. (The authors interpret these real numbers as utility units; see below. But this interpretation does not play any role for the
maths. All of their maths is only about those “utilites” and in no way involves where those utilities may come from.) I prefer for now to call these real numbers outcomes. One can endow $S$ with an algebra and restrict to measurable acts. Outcomes $\alpha$ are identified with constant acts. $\succ$ is a preference relation over acts. It is a nontrivial weak order that is monotonic (in the weak sense: $f \geq g$ statewise $\implies f \succ g$). We assume a certainty equivalent $I(f)$ for each $f$.

$I$ is constant affine if $I(\lambda f + (1-\lambda)\alpha) = \lambda I(f) + (1-\lambda)\alpha$ for all acts $f$, $0 \leq \lambda \leq 1$, and $\alpha \in K$. For $K = \mathbb{R}$ it is equivalent to constant linearity: $I(\lambda f + \mu) = \lambda I(f) + \mu$ for all $\mu \in \mathbb{R}$ and $\lambda \geq 0$. It readily follows that for a two-element $S$ this is equivalent to $I$ being a rank-dependent (=biseparable) functional with linear utility, and in general it implies biseparable utility with linear utility.

In my terminology, constant absolute risk aversion (more generally called homotheticity) holds if $I(f+\alpha) = I(f) + \alpha$ for all acts $f$ and real $\alpha$ such that all involved are acts (outcomes in $K$), and constant relative risk aversion (more generally called homogeneity (of degree 1)) holds if $I(\lambda f) = \lambda I(f)$ for all acts $f$ and $\lambda \geq 0$ such that all involved are acts.

In Theorem 1, Statement (i) is readily seen to be equivalent to constant relative and constant absolute risk aversion. Theorem 1 then says that it is equivalent to $I$ being constant affine (Statement ii) and it is also equivalent to Statement (iii): certainty independence ($f \succ g \iff \lambda f + (1-\lambda)\alpha \succ \lambda g + (1-\lambda)\alpha$ for all $0 < \lambda < 1$).

These things imply that I is biseparable with linear utility and, for two elements in $S$, it characterizes biseparable utility (= rank-dependent utility) with linear utility. (This special case I have known since my youth because Chew Soo Hong told me. But I don’t know any place other than here where it is written in the literature.) If $S$ had three or more nonnull elements then we have biseparable utility with linear utility but with the extra restriction that $I$ is constant affine for all acts.

The authors state Statements (i) and (ii) in a more complex manner by letting transformations $v$ intervene, but this is readily seen to be equivalent to my above statements by referring back to certainty equivalents.

I next turn to the interpretations that the authors give to the result. As written above, they interpret elements of $K$ as units of a utility function $u$. They further
assume that u results from a representation where it is an interval scale, i.e., it is unique up to scale and location. (This interpretation already complicates the readers’ understanding, because they have to understand that this whole framework underlying u in fact does not play any role in the mathematical meaning of Theorem 1. Sokolov (2011) may be clearer.) But u is now used for some further purpose, through I. The typical case is the Anscombe-Aumann (AA) framework, where u results from representing risky choices (between probability distributions over what will now be called prizes) through the expected utility formula, and is next used in I to capture ambiguity attitudes. The authors have this AA framework in mind, where they interpret I as capturing beliefs, although they express proper reservations about this interpretation. Next comes the mistake in interpretation.

The authors assume, erroneously, that functional I should “respect” the interval scale property of u, implying that I should be compatible with affine transformations of outcomes = u-values, i.e., satisfy constant absolute and relative risk aversion in my above terminology, or, equivalently, certainty independence. However, there is nothing in the world why this should be so. An example to clarify: Assume that the agent does expected value maximization for risk. Thus, changing the unit of money from cents to dollars (multiplying all prizes by 100) does not matter for the risk attitude. Then this multiplication may still very well affect the ambiguity attitude. For gains, the agent may be ambiguity neutral as long as all prizes are below $1000, but become ambiguity averse if prizes exceed $1000. For instance, in the KMM smooth ambiguity model, with u the identity function, \( \varphi \) (the second-stage function transforming u due to ambiguity) may be linear up to 1000, but become concave above. Put differently, for ambiguity attitudes we know exactly what the prizes are and may use more info about prizes than what risk attitude they generate. (If the authors defend by saying that I depending on utilities means that the info about the underlying prizes is lost: this is a completely unrealistic assumption in any application. One knows the underlying prizes more than their utilities.) Put yet differently, whether a function is an interval scale, is not an absolute property of that function, but depends on what we want to do with that function. Scale type is a “meta-property,” depending on our wishes. Thus, u may be an interval scale when representing
risky choice, but not when giving ambiguity attitudes.

The authors could argue that they want I to reflect belief and, if it is different for prizes below $1000 than above, then I is not just belief. However, more formalization then remains to be done, to explain more how beliefs are or are not supposed to depend on prizes, events, and so on. The authors can go circular and say that this is how they define beliefs, but then the result is circular and trivial. I have the same basic objection against Nash (1950). See my annotations there.


Decision under uncertainty. Assume that a Choquet expected utility representation exists for all binary acts. CE denotes certainty equivalent. Then, under appropriate rank-ordering,

\[ \text{CE}(\text{CE}(x,y),\text{CE}(v,w)) \sim \text{CE}(\text{CE}(x,v),\text{CE}(y,w)) \] follows from substitution; this is bisymmetry. They define a midpoint operation \( x^*z = y \), assigning midpoint \( y \) to \( x \) and \( z \), by \( \text{CE}(\text{CE}(x,x),\text{CE}(z,z)) \sim \text{CE}(\text{CE}(x,y),\text{CE}(y,z)), \) for \( x > y > z \).

Substitution shows that \( y \) is the midpoint of \( x \) and \( z \) in utility units. By repeated procedures we can, thus, get (where mixing is always in utility units) \( x/4 + 3z/4, \) \( 3x/4 + z/4, \) etc., so, \( ax + (1-a)z \) for a dense subset of \( a \)’s in \([0,1]\) (all dyadic \( a \)’s).

By limit taking, or approximately, we can get it for all \( a \) in \([0,1]\). Note that eliciting all these mixtures amounts to the same as eliciting the utility function itself.

The authors argue that now the mixing operation is observable, behavioral as they call it, and that it can be used as a primitive in axioms. They subsequently reformulate preference axioms in the literature in this manner for extraneous mixing à la Anscombe-Aumann (1963).

**derived concepts in pref. axioms:** A difficulty is that the mixture operation becomes observable only after a long elicitation procedure. Preference axiomatizations in terms of this are in fact very complex axioms, not easily testable. For instance, \( f \sim g \implies f/3 + 2h/3 \sim g/3 + 2h/3, \) mixture independence for mixture weight 1/3, can never be verified exactly, because weight 1/3 can never be obtained exactly; it can only be verified approximately or in the limit.
When Hübner & Suck (1993) similarly used a preference condition in terms of observables that involves infinitely many preferences, they explicitly mentioned this as a weak point on p 638.

The axioms could have been stated directly in terms of utility as well as in terms of the mixing operation, because utility can be elicited as easily, in fact through the same observations, as the mixture operation. (Sugden, Journal of Economic Theory 1993, similarly demonstrated how utility can be elicited and then used it as a primitive in axioms. I would not call that behavioral for the same reasons.) I consider this approach derived measurement. While their axiomatizations are logically true, they do not have the behavioral status and appeal of preference axiomatizations that can be stated directly in terms of a small number of preferences. The results of this paper are logical equivalences between two statements in theoretical terms. The authors could have avoided these problems for Choquet expected utility by imposing their axioms only for .5/.5 mixtures, which given continuity will imply the whole axiom. They have such, more appealing, results in the 2003 extended version of this paper.

Besides Choquet expected utility, the authors also characterize maxmin EU, and Bewley’s (1982, 2002) model under the special assumption that there is an event \( E \) for which subjective expected utility holds, implying that all probability measures in the set of priors assign the same probability to \( E \). This rules out, for instance, probabilistic risk attitudes with RDU with the probability weighting strictly convex.

Köbberling & Wakker (2003 Mathematics of Operations Research) use a tradeoff consistency axiom and show in their §7 that the axiom is weaker than the bisymmetry axiom used in this paper, so that most theorems in this paper are immediate corollaries of the K&W theorms. Unfortunately, this paper does not cite K&W.

P. 1897 writes negatively about the Anscombe-Aumann (AA) framework: “In the AA setting, payoffs are lotteries contingent on the output of a randomizing device, or ‘roulette wheel.’ Postulating the existence of such a device, characterized by objective probabilities, is generally considered unappealing and philosophically debatable (cf. the references cited in Section 4).” The authors are critical of using objective probabilities here. %}

% criticizing the dangerous role of technical axioms such as continuity: Krantz et al. (1971 §9.1), and other works, explain that “technical” axioms such as continuity are dangerous because they add implications to intuitive axioms, and we don’t know exactly what those are. The authors refer to Krantz et al. for this point, and illustrate it by other examples, regarding the technical assumption of solvability (range convexity as they call it) of a capacity.

The main point is that under CEU/RDU and convex-rangedness, the existence of one symmetric event such as implied by complement-symmetry preference axioms for that event (betting on or betting against the event gives same likelihood ordering) and convexity as implied by what is often interpreted as ambiguity aversion, together imply additivity and SEU. It is like a continuous strictly increasing function $w$ from $[0,1]$ to $[0,1]$ with $w(0) = 0$ and $w(1) = 1$, if it is convex and if there is a $p$ with $w(p) + w(1-p) = 1$ (implying that not both $w(p)$ and $w(1-p)$ can be below the diagonal), then $w$ must be linear. The authors argue, on p. 609 end of §3, that the existence of such an event (or such a $p$) is a weak assumption, and then put the blame on convex-rangedness.


% event/outcome driven ambiguity model: event-driven

That preferences satisfying CEU (Choquet expected utility) on binary (two-valued) acts can be useful and interesting has been observed before (Miyamoto & Wakker 1996 OR; Luce 2000 Ch. 3; Miyamoto 1988 for risk), as it has been that such acts suffice to identify utility and the capacity. But no one used this insight as clearly and thoroughly as this paper does. The results obtained apply to all theories that agree with CEU on binary acts, such as maxmin EU, Gul’s disappointment aversion theory, prospect theory only for gains or only for losses, and $\alpha$-Hurwicz.

In most places the paper interprets the capacity (= weighting function), nicely, as willingness to bet. Sometimes, however, it interprets the capacity as belief (claiming a separation of tastes and beliefs), which is questionable. They point this out in §5.2, p. 879.
Like Epstein, the authors do not want to use objective given probabilities. Then it is hard, or impossible, to separate out the risk attitude component from the capacity (and take what remains as ambiguity component). However, this does not justify the assumption of the authors that there be no risk attitude in the capacity, and that the capacity consists merely of ambiguity attitude. In the terminology that the authors use, probabilistic risk attitude ends up in the wrong place. It should be part of risk attitude, not of ambiguity attitude as it now is. In the authors’ terminology, “risk attitude” refers merely to utility. By not wanting to use objective probabilities for the study of ambiguity, the authors have the same basic problem as Epstein (1999). I discuss the case in my annotations to Epstein (1999).

**biseparable utility**: Emphasized much and a central topic in this paper. They use the term biseparable for it. They impose the Chew & Karni (1994) CEU axioms on binary acts only, giving the CEU representation only there. Show that results on utility, such as $u_2$ being concave transform of $u_1$ iff certainty equivalents for $u_2$ smaller than for $u_1$, can be derived in their model as well; i.e., if SEU on a comonotonic subset for two states of nature. However, they make the nonbehavioral assumption of equal capacity for the two agents (they suggest they have an axiom for that but don’t give it). For real outcomes, they adapt preference for diversification and quasi-convexity characterizations of concave utility to their model.

**binary prospects identify U and W**;

§5.1, on probabilistic beliefs for binary acts: this is also in Pfanzagl (1959).


**tradeoff method**: use it on p. 264 and elsewhere to characterize identity of two utility functions in their cardinal symmetry.

I think that a better title of this paper would have been:

“A Separation of Utility and Uncertainty Attitude.”

They consider CEU (Choquet expected utility) (or, similarly, maxmin EU) for two-outcome gambles. Interpret utility $U$ as “cardinal” risk attitude, and capacity as ambiguity attitude. A problem is that all of risk attitude outside expected
utility, such as Allais paradox, probabilistic risk attitude (probability transformation in RDU), thus ends up in ambiguity attitude and not in risk attitude. The authors signal and discuss this problem on p. 257, 274-275, and several times in the Discussion section. They don’t want to use given probabilities (usually described broadly as “extraneous device”), which is why they don’t isolate probabilistic risk attitude from ambiguity attitude. They provide arguments against probabilistic sophistication as ambiguity-neutrality in the Discussion section, arguments that I agree with. (But my solution is different: I recommend using (“extraneously-”)given probabilities as ambiguity neutrality.) By not wanting to use objective probabilities for the study of ambiguity, the authors have the same basic problem as Epstein (1999). I discuss the case in my annotations to Epstein (1999).

Sometimes (p. 256 l. 7) they interpret the capacity as belief. Mostly they, nicely, interpret it as willingness to bet.

P. 257 l. 12-14 is misleading because Savage did not consider ambiguity as a normatively compelling argument against expected utility.

**derived concepts in pref. axioms:** p. 265 discusses a preference condition that would require the whole elicitation of a continuum of a utility scale: “This extension requires the exact measurement of the two preferences’ canonical utility indices, and is thus “less behavioral” than the one we just anticipated.” P. 276 states it as: “Nonetheless, this ranking requires the full elicitation of the DM’s canonical utility indices, and thus is operationally more complex than that in Definition 7.” Exactly these criticisms apply to the endogenous mixture operation used as behavioral in Ghirardato, Maccheroni, Marinacci, & Siniscalchi (2003, Econometrica).

They use the Yaari-definition of higher certainty equivalents. Call a second agent more uncertainty averse than a first if the second always has lower certainty equivalents. Under identical utilities (implied by their cardinal symmetry) they then call the first more ambiguity averse. It implies, and under CEU is equivalent to, the capacity of the second being dominated by the first. They define SEU as ambiguity neutral and define ambiguity aversion in an absolute sense as existence of SEU with same utility that is less ambiguity averse. The latter holds iff the capacity is pointwise dominated by an additive probability, in other words, has a nonempty CORE. This is an axiomatization in the sense of necessary and sufficient, a logical equivalence between two statements about theoretical
concepts. It is not a decision-axiomatization because both conditions are not stated in terms of directly observable choices: The existence of the less ambiguity averse SEU is not directly observable (derived concepts in pref. axioms). The authors signal this problem on p. 256, saying that their definition of ambiguity neutrality is behavioral but computationally demanding. Their definition of ambiguity aversion had been proposed before by Montesano & Giovannoni (1996 Def. 1 p. 136). The authors do not sufficiently credit this priority, and only write on p. 258: “Montesano and Giovannoni [21] notice a connection between absolute ambiguity aversion in the CEU model and nonemptiness of the core, but they base themselves purely on intuitive considerations on Ellsberg’s example.”

It is troublesome that they can handle ambiguity attitudes, ambiguity neutrality etc., only if there is either ambiguity seeking or ambiguity aversion, and not for more general attitudes towards ambiguity. For insensitive symmetric weighting functions, for instance, their definitions do not detect the ambiguity present.

(\text{Ambiguity} = \text{amb.av} = \text{sourceprefs}, \text{ignoring insensitivity})


\% biseparable utility violated: they consider a direct generalization.

The authors use a generalization of the endogenous utility-midpoint operation of GMMS (Ghirardato, Paolo, Fabio Maccheroni, Massimo Marinacci, & Marciano Siniscalchi 2003, \textit{Econometrica}). They generalize it by not assuming biseparable utility to hold throughout, but only for one event E and the E-dependent binary acts, or for some events. This they call local biseparability. One such event E suffices to define a utility midpoint operation. Then they proceed as GMMS, first defining subjective mixtures for weights different than ½ by repeatedly taking midpoints and then taking limits. Note that this can involve infinitely many repetitions, for instance for weight 1/3. And as in GMMS, they can then define the Anscombe-Aumann framework endogenously. Because they do not assume biseparable utility, as did GMMS, but only local biseparability, then can handle more models. They don’t need the, for nonEU debatable, monotonicity axiom of Anscombe-Aumann, or the certainty independence axiom, because there are no exogenous mixtures.

One drawback that the authors share with GMMS is that their utility midpoint
operation is complex, and hard to implement empirically because it involves many certainty equivalents. Using Wakker & Denef’s (1996) tradeoff technique, two indifferences \( \alpha \sigma \sim \beta \tau \) and \( \beta \sigma \sim \gamma \tau \) more easily give an endogenous utility midpoint, as pointed out by Köberling & Wakker (2003). Another drawback that the authors share with GMMS is that their general mixture operation is very complex empirically, and may even require infinitely many observations. Such a concept should not be used in a preference axiom. It in fact amounts to just measuring the utility function, and using it in axioms is like using utility in axioms. %}


{% Consider general multiple prior models, explicitly NOT assuming uncertainty aversion or certainty independence. Use the Anscombe-Aumann setup. They do not explicitly refer to it, but it is because they assume a convex set \( X \) of outcomes, preferences over which are represented by an affine function \( u \) (their term Bernoullian refers to this being like EU).

Show that sets of priors, as from the pretty unambiguous subpreference of Ghirardato, Maccheroni, & Marinacci (2004), are obtained as union of Clarke differentials. The latter are a kind of multidimensional analog of derivatives, but can also be used if a functional is not differentiable. Thus they relate priors to local optimizations. Although it can be called an operationalization of sets of multiple priors, unions of Clark differentials and local linear approximations of preferences are too complex to be used for empirical calibration. This paper is an analog for uncertainty of what Machina (1982) did for risk. %}


{% Refinements of Billot, Chateauneuf, Gilboa, & Tallon (2000) and its generalizations by Rigotti, Shannon, & Strzalecki (2008) that show how to do without assuming convex preferences. %}

Solvability for preference relations, weaker than continuity, is closely related to the intermediate value property of functions. This paper elaborates on that.


This paper brings useful results on continuity and solvability for preference foundations in decision theory. These are technical axioms needed to construct representing functionals. Continuity axioms are by far most used, especially by economists. Solvability axioms have been used primarily by mathematical psychologists, but deserve more attention because they have several advantages. This paper serves this purpose. It follows up on some other papers that the authors wrote on this topic and provides several additions. They give complete accounts of logical relations.

P. 191 writes, nicely: “With Luce and Tukey’s 1964 axiomatization and its culmination in the 1971 treatise Foundations of Measurement (Krantz et al., 1971), the solvability axiom was concretized in mathematical psychology.” Luce & Tukey (1964) provided, indeed, the major step forward, but I only cite Krantz et al. (1971) because this was the perfectioning.


questionnaire for measuring risk aversion: use it and give references in mid p. 87;

uncertainty amplifies risk: find that. They use subjective general questionnaires to assess risk aversion and ambiguity aversion of people. Also use a Kachelmeier (1993) list of risky choices to assess risk attitude (which, unfortunately, gave risk neutrality for all 39 subjects so that it was not sufficiently discriminating). Then let N = 39 students decide on how many inspections to
carry out in a supposed manufacturing plant where, subjects, however, received real performance-contingent payments. For high risk and high ambiguity they find aversion, for low risk no aversion and for low ambiguity also no aversion. (p. 86 when in the five hypotheses H1-H5 they write “explain” they mean that aversion is exhibited). \%


Provide many results on risk aversion in RDU, and cite many papers. The authors consider weak risk aversion, and a composition of the risk premium into a probability weighting premium (if utility were linear), taking the remainder as utility premium (note: the latter depends on probability weighting). Hilton (1988) considers a similar separation. They give many necessary and sufficient conditions, for instance for weak risk aversion. However, the conditions are not preference conditions but they involve theoretical constructs (u and w), so that the axiomatizations are not preference axiomatizations. Thus, a preference axiomatization of weak risk aversion remains as the main open mathematical question in RDU.

Warning: Unfortunately, the authors do not the top-down integration as nowadays (1990-2023) convention, but bottom-up. Also unfortunate: they use the inefficient term RDEU. \%


CEs (certainty equivalents) are used to define comparative ambiguity attitudes in a general convex preference model for ambiguity. \%


The paper considers belief functions via the Möbius inverse, as in Dempster’s random messages. It provides a detailed comparison between a model by Jaffray & Wakker (JW) and one by Giang & Shenoy (GS). The latter considers only
(partially) consonant belief functions (Def. 6 p. 42): their Möbius inverse lives on disjoint groups that are all telescopically nested, which means nested (for each pair one is a subset of the other) and in this sense is less general. But JW deal only with Dempster-type setups where the mixture weights used in Möbius inverse are exogenously given objective probabilities (“disambiguate the foci of belief;” p. 50) and in that sense are less general. The paper considers a sequential consistency condition as in Sarin & Wakker (1998) that is violated by JW but satisfied by GS. %}


{% Presents a model similar to Jaffray (1989 ORL), but does not know or cite Jaffray.

Assumes that risk with known probabilities is one extreme, complete ignorance is another (here he does cite Cohen & Jaffray 1980), and (§3) considers also cases in between where, unlike most of the modern ambiguity Anscombe-Aumann models, the roulette precedes horses, which I think is better (Wakker 2010 §10.7.3). Uses Arrow-Hurwicz to model complete ignorance, where only minimal and maximal possible outcomes matter. Uses an Anscombe-Aumann multi-stage setup, and relaxes the collapse-event assumption. It does hold within one source (my term) but not between. So, in Anscombe-Aumann, roulette before horse is different than horse before roulette. Derives comparative results as being more tolerant for ignorance from Yaari-type certainty equivalent comparisons. Discusses Ellsberg, maxmin EU, and belief functions. Does not discuss modern (2015) ambiguity models although as an aside it cites the smooth KMM (2005) paper. %}


{% completeness-criticisms: this paper has the nice idea of incomplete preferences (called necessary) that are next extended using preference conditions. %}


(Suggest that VAS is better than TTO, PE, or WTP (PE doesn’t do well). (If I remember well, they call it SG.) However, there are many many problems in the methodology and goodness-scores.

(differentiation/inconsistency) used in this study. %)


(Pp. 260–261, Examples 1 and 2, show that the author does not understand probability other than frequentist, leading to silly viewpoints on statistical inference in a single case. %)


(Pp. 26–27 seem to write: [there are three major interpretations of probability] “Of the three interpretations of probability, the subjective interpretation is the most liberal about expressing uncertainties as quantitative probabilities.”

Then anecdote about surgeon doing first ever heart-transplantation. The wife of the patient asks to the surgeon:

“What chance do you give him?” The surgeon answers:

“An 80 percent chance.”

“[the surgeon’s] “80 percent” reflected a degree of belief, or subjective probability. In the subjective view, uncertainties can always be transformed into risks, even in novel situations, as long as they satisfy the laws of probability - such as that probabilities of an exhaustive and exclusive set alternatives such as survival and death add up to 1. Thus [the surgeon’s statement that the patient] had an 80 percent chance of survival is meaningful provided that the surgeon also held that there was a 20 percent chance of his patient not surviving.”


The nice writing style of Gigerenzer with inspiring metaphors showing deep understandings. But it is also selling lemons. That this is ecologically rather than logically based (p. 651 1st column 2nd para) sounds nice and clever at first but does not survive serious thinking. Is ecological the trivial point of finding environments where heuristics survive?

“Simon’s insight that the minds of living systems should be understood relative to the environment in which they evolved, rather than to the tenets of classical rationality” (p. 651 1st column l. –13) is mixing unrelated concepts.

“They did not report such a test. We shall.” (p. 651 2ne column 1st sentence) is bombastic.

Heuristics as studied here are interesting, but serve different purposes than quantitative theories such as prospect theory and expected utility. The authors’ continued search for competitions between these is unfounded.

P. 654 2nd column ll. 7-10: that German and US students can worse compare sizes of cities in their own country than in the other is hard to believe. %}


This paper contains the nice observation that under RDU (= CEU (Choquet expected utility)) the decomposition $W = f(P)$ with $f$ strictly increasing amounts to exactly the same in a mathematical sense as imposing the qualitative probability axioms (having a $P$ that orders events the same as $W$). So, probabilistic sophistication comes here from only qualitative probability and does not need the stronger conditions that Machina & Schmeidler (1992) had to
impose for general probabilistic sophistication. The paper does try to formulate axioms, but, as Gilboa (1986, personal communication) pointed out there is something missing. Convex-rangedness of W does imply solvability of the more-likely-than relation, but not the Archimedeanity that is needed to get P. In other words, although W is quantitative and satisfies some sort of Archimedeanity in its ordinal class, it does not satisfy the additive Archimedeanity that is needed to give P. It does not exclude infinitely many equally likely disjoint nonnull events in terms of P.


Gilboa, Itzhak (1990) “Philosophical Applications of Kolmogorov’s Complexity Measure.”


{\textit{dynamic consistency}}


{\textit{free will/determinism}}


{\textit{criticisms of Savage’s basic mode}: in several places.}

Text on decision under uncertainty based on what Gilboa teaches. The text pays much attention to methodological issues, based on Gilboa’s philosophical background, and is more oriented towards the probability-uncertainty part than towards the utility part.

Part I. Ch. 2 *free will/determinism*. §2.6: “The distinction between the acts, over which the decision maker has control, and states, over which she hasn’t, is one of the pillars of
Part II. §6 on one-dimensional utility, using this as the initial model to introduce terms such as normative. The author lets terms such as normative-descriptive and framing refer not only to agents, but also in a meta-sense for theorists developing theories. §6.4 introduces cardinal utility through just noticeable differences and semi-orders.

Ch. 7 (where the author indicates that its location is somewhat ad hoc) argues that to some extent theories need not be so correct but need only be good tools (conceptual frameworks) for us researchers to find good conclusions. Ch. 8 has vNM EU preference axiomatization, with §8.3 sketching three ways of proof, Ch. 9 de Finetti’s SEV theorem with preference axiomatization, and Ch. 10 has Savage’s SEU theorem. Ch. 11 discusses the definition of states of nature. Ch. 12 discusses Savage’s axioms critically, with §12.3 discussing P1 (completeness) and P2 (sure-thing principle) jointly. For the author problems of completeness (P1) lead to multiple priors and then to violation of P2. Ch. 13 distinguishes between weak and strong rationality, with a big role for objectivity. (ambiguity attitude taken to be rational)

natural sources of ambiguity: §3.3.3: “David Schmeidler often says, ‘Real life is not about balls and urns’. Indeed, important decision involve war and peace, recessions and booms, diseases and cures. In these examples there are no symmetries and no natural priors, and the principle of indifference cannot lead us very far.”

(strong means you can convince others). Ch. 14 has Anscombe-Aumann. Ch. 15 brings CEU (Choquet expected utility), Ch. 16 has a digression on prospect theory in the new 1992 version, however doing it only for given probabilities and not giving the complete definition. Ch. 17 discusses CEU versus multiple priors. Part IV briefly brings the case-based model, presenting it as a model with cognitive inputs and not just revealed preference. %}

experiments. What should we do in face of these violations? One approach is to incorporate them into our descriptive theories, to make the latter more accurate. This is, to a large extent, the road taken by behavioral economics. Another approach is to go out and preach our classical theories, that is, to use them as normative ones. For example, if we teach more probability calculus in high school, future generations might make less mistakes in probability judgments. In other words, we can either bring the theory closer to reality (making the theory a better descriptive one) or bring reality closer to the theory (preaching the theory as a normative one). Which should we choose?” The answer is easy, and already given in the cited text: for descriptive work we bring the theory closer to reality and for prescriptive theory the other way around. \%


{% P. 1: common knowledge references, agreeing to disagree, question of state of world resolving all uncertainty. %}

Gilboa, Itzhak (2011) “Why the Empty Shells Were not Fired: A Semi-
Bibliographical Note,” *Episteme* 8, 301–308.

{% %}


{% %}


{% %}


{% %}

{\% value of information \}; seem to study when value of information can be because of future (unmodeled?) decisions to be taken. \%


{\% \%


{\% CBDT: Take objective probabilities as similarity-weighted average observed relative frequencies. Propose to estimate the similarity function from data. The result is related to Gilboa & Schmeidler (2003 Methods of Operations Research). \%


{\% CBDT;

This paper relates case-based decision theory to statistical techniques, in particular kernel methods. Thus the decision-theory axioms of CBDT, in particular the combination axiom, can be related to statistics. Model: To estimate $y_i$ of a subject with variables $(x_i^1, \ldots, x_i^d)$, we observe $n$ subjects with values $y_i$ related to $(x_i^1, \ldots, x_i^d)$, $i = 1, \ldots, n$. The paper does not use regression estimates, but normalized similarity-weighted averages of the $y_i$ based on the similarities of the $x$ vectors. \%


{\% ambiguity attitude taken to be rational: Consider two preference relations as primitives. The first is objectively rational in the sense of being justifiable to others. The second is subjectively rational in the sense of not being justifiably wrong. The first is incomplete, and the second extends the first (imposed by their axiom with the vague name consistency on p. 761) into a complete relation (we also have to choose if no decisive objective arguments). A similar idea is in Greco, Mousseau, & Slowinski (2010).
The authors use the Anscombe-Aumann model. The authors impose preference conditions, mainly the usual vNM independence in the Anscombe-Aumann setting, for the objective preference relation. They argue that the usual argument for vNM independence is convincing for objective rationality. For incomplete preference relations this leads to a multiple prior Bewley (1986, 2002) incomplete model with preference \( f > g \) iff EU-unanimous \( (\text{EU}(f) > \text{EU}(g)) \) under all probability measures in the set of priors).

To axiomatize the subjective relation, the authors impose a very ambiguity averse axiom (caution, p. 761): If \( f \) is constant (assigning the same outcome to each state of nature, where outcome can be sure prize but also probability distribution over prizes with risk involved; at any rate no ambiguity involved) and \( g \) is not constant, and \( g \) is not objectively preferred to \( f \), then already \( f \) is subjectively preferred to \( g \). So, subjective preference is in favor of certainty (in sense of no ambiguity but maybe still risk) as much as at all possible given the objective preference relation. Then ambiguous acts are evaluated as negatively as can be; i.e., it is maxmin EU w.r.t. the same set of priors as used in Bewley model. So, caution then characterizes maxmin.

The authors argue that it is natural that subjective preference violates Anscombe-Aumann independence because of hedging. I disagree with this in the sense that I disagree with the very Anscombe-Aumann framework to model ambiguity. I think that independence with respect to prior probabilistic mixing is just as convincing here as it is for objective acts. Independence with only posterior mixing, as commonly taken in the Anscombe-Aumann framework nowadays (1990-2023), is not convincing for the reasons given by the authors. The equating of prior and posterior mixing (reversal of order), while acceptable under Anscombe-Aumann with EU, is not convincing under nonEU and ambiguity, and this is the reason that the Anscombe-Aumann framework, so popular in the modern literature, is not suited for analyzing ambiguity. I prefer Jaffray’s justification of independence for prior mixing also under ambiguity but against posterior mixing. (So, referring to p. 760 last sentence of §2.2, a DM can reason in terms of the mixture operation but does not want to.) Once Anscombe-Aumann accepted, then “soit” (let it be as it is) as the French would say. A limitation of the analysis is also that it is still completely hooked up with only one ambiguity attitude: Aversion aversion aversion. The reference to Rubinstein
(1988) in the concluding para of the main text (p. 764) is irrelevant (we can call everything a “relation” as much as the similarity relation; it is not a preference relation).

The idea of an incomplete primitive relation to start with and then extensions to completeness is natural. The objective/subjective distinction is nice too, although the criteria for objective and even more for subjective rationality is too permissive and more restrictions are conceivable. For example, could the symmetry argument in the middle of p. 757 not be given an objective status, even if ambiguity? Nice is also that two popular conservative approaches to multiple priors, the Bewley (1986, 2002) unanimity and maxmin, are brought together. So, this is a pretty paper. I do not like Anscombe-Aumann for ambiguity and the focusing on only aversion for ambiguity, but, soit. %}


{survey on nonEU: a good reference for surveying axiomatic approaches based on the Anscombe-Aumann framework. §5 is on updating under ambiguity (updating under ambiguity). %}


Reprinted as:


{criticisms of Savage’s basic framework; well, they discuss it. They propose to use the term state if it satisfies Savage’s requirement that it specifies all (relevant) uncertainties. Then, to use the term contingency if that need not be, somewhat like Savage’s small world, and the way I always take the term state. Aumann and Harsanyi heavily used states in the sense of specifying all uncertainties and are
centrally cited in this paper. I never liked these works by Aumann and Harsanyi because they use circular definitions that I consider to be mathematical mistakes.

Gilboa, Itzhak, Stefania Minardi, Larry Samuelson, & David Schmeidler (2020)  

The authors discuss the use of preference axiomatizations of individual choice under uncertainty/risk for descriptive applications in economics. (1) Axioms are more useful for normative applications than for descriptive; (2) are more used to defend a model than to criticize it; (3) are more used in a meta-science manner (to convince other researchers, “rhetorically” where this word is not meant to have negative nuances) than concretely.

The authors paraphrase Tolstoy’s saying on happy families, replacing happy by rational, and some other things: “All rational people are rational in the same way, but all irrational ones are irrational in their own way.”

Gilboa, Itzhak, Andrew Postlewaite, Larry Samuelson, & David Schmeidler (2019)  

Ambiguity attitude taken to be rational: A didactical discussion of expected utility and preference axioms. The authors argue that the sure-thing principle is not convincing and that, hence, multiple priors is better (p. 184 2nd para is very explicit on this point). They also argue against completeness (*completeness-criticisms*) but derive no model from it; multiple priors satisfies completeness.

They argue that if it is not clear what the state space should be, then case-based decision theory is better. They also argue that case-based decision theory offers insights into how people choose probabilities.

SEU = risk: P. 173 suggests that if Savage’s model of decision under uncertainty holds, then this is “reduced to problems of decision under risk.” I prefer to let decision under risk refer only to the case of objective probabilities.

P. 174 4th paragraph assumes that objective probabilities are automatically informationally preferable to cases of unknown probabilities. P. 176 middle likewise assumes that a known 60% probability will be preferred to an unknown
60% probability.

P. 177: they cite Drèze (1961) for his work on state dependence; not for his preceding work on maxmin EU.

Pp. 179-180 argues that completeness is unconvincing because we often have no clear preference.

P. 181 suggests that choices of utility are entirely subjective and never irrational (as soon as some basic requirements), but choices of subjective probabilities can more easily be irrational. (paternalism/Human-view-of-preference). It is true that for probabilities there is some more a criterion of truth when objective probabilities exist, which has more exact truth status than linear utility for moderate amounts. But this difference is not essential for most situations where subjective probabilities exist.

P. 185 2nd para nicely states that problem of finding appropriate probabilities has simply been replaced in case-based decision theory by the problem of finding appropriate similarity weights, but continues to argue that the introduction of similarity is nevertheless a meaningful step and that sometimes there can be objective bases for similarity weights (but that also can be for probabilities) and give an example of Gilboa, Lieberman, & Schmeidler (2006) where similarity weights have been obtained through optimal fits with historical data.

The paper ends in its last para with bringing up statistics, where sets of probabilities are considered. There is a difference with multiple priors though, being that in multiple priors the sets of probabilities concern the outcome relevant events, whereas in statistics they only concerns signals (this is what observed statistics are). In statistics the outcome-relevant events concern the unknown statistical parameters, but over these no (sets of) probability distributions are imposed.


{ Ambiguity attitude taken to be rational }

The abstract claims that economics reduces rationality to (Bayesian) consistency. I think that Bayesian consistency is necessary but surely not sufficient for rationality. Although some economists claim sufficiency, I don’t expect that to be any, given that (I think) it is very dumb. The authors argue that the latter is too permissive and that beliefs, for instance, can be irrational, which I agree with. They also argue that Bayesian consistency is also too restrictive because deviations from Bayesianism can be rational, where I disagree.

P. 17 penultimate para claims (as in first tenet on p. 14) that all relevant info, also regarding the choice of subjective probability, should be captured by the (grand) state space. Such a view is also found in papers by Aumann, and in the circular definitions of types of players by Harsanyi. I disagree. Thoughts about the state space, such as about what the right subjective probabilities are, should be at a higher level and should not be captured in the state space (grand or not), to avoid circular definitions. The set describing ALL information will face the Russel paradox, like the set containing all sets (variation: set that contains all sets that do not contain themselves).

P. 18 3rd para writes that Gilboa & Schmeidler (1989), and Schmeidler (1989), were not meant to be descriptive: “While the non-additive Choquet expected utility model and the maxmin expected utility model can be used to resolve Ellsberg’s paradox (1961), they were not motivated by the need to describe observed behavior, but rather by the a-priori argument that the Bayesian approach is too restrictive to satisfactorily represent the information one has.”


Argue that economics is more case-based, and psychology is more rule-based. Economists live with models of which they know that they are “wrong” (I would not say wrong, but only approximative of the truth). The authors argue that every theorem, data set, or whatever, in economics is just an extra argument for or against some hypothesis, adding according to its similarity weight.
Section 3.1 suggests that economic papers can be rejected if the proofs of theorems are not intuitive, but I think that the nature of mathematical proofs in appendices is usually ignored. Axioms/conditions should be intuitive, that is true. Section 3.2 claims that axioms are not useful in testing theories (“Moreover, when statistical errors are taken into account, one may argue that it is better to test the theory directly, rather than to separately test several conditions that are jointly equivalent to the theory.”) But in many cases it is easier to test axioms and it is not clear how to test a theory directly. %}

Gilboa, Itzhak, Andrew Postlewaite, Larry Samuelson, & David Schmeidler (2014)

{% %}


{**Harsanyi’s aggregation:** There are well-known impossibility results on aggregating individual SEU maximizers into a social SEU maximizer, with violations of Pareto Optimality (PO) unavoidable (Mongin 1995). The authors argue that PO is not reasonable if subjects have different subjective probabilities, and impose it only if they have the same subjective probabilities. Then the group SEU is a weighted average of the individual SEUs (so, group-subjective probability is weighted average of individual subjective probabilities, with group utility weighted average of individual utilities. The proof then is like Harsanyi (1955). %}


{% Assuming no bounded rationality limitations, the paper shows that agents who only learn from objective info, ignoring subjective considerations, are doomed to ineffective learning. Their model involves Turing machines. %}

The intro opens with a catchy text on drawing the line between trading and betting, which is a lead through the paper. Preceding results required, for Pareto-improving trade, that there must exist a common probabilistic belief supporting it. This paper extends to ambiguity: There must be a common ambiguous belief. It does so for maxmin EU. Raising the research question how this goes with other ambiguity models.


The paper considers separating hyperplane theorems, leading to maxmin functionals in Theorem 1 (assuming payment in utility units, i.e., linear utility). It relates it to the fundamental no-arbitrage theorem in finance. It gives careful didactical explanations on how to use such results in normative settings. The paper pleads for ambiguity aversion.


If Alice prefers bananas to apples and Bob prefers apples to bananas, then (Alice: 2 bananas, Bob: 2 apples) is Pareto optimal. Nothing wrong with it if we make the assumption, common in economics, that de gustibus non est disputandem, which is commonly taken to mean that any utility function is acceptable (the authors write this more or less on p. 1406). However, now assume that Ann thinks P(E) = 1 and Bill thinks that P(not-E) = 1. Then (Ann: 2 if E & nil otherwise, Bill: 2 if not-E & nil otherwise) is Pareto optimal. But now it is due to different beliefs and we feel that then one must be wrong. Therefore, the authors define Pareto optimality as an allocation being so not only by every person’s beliefs but also there must exist at least one common belief such that it is optimal for every agent. In the other case, Pareto optimality can only live by at least one wrong belief, which makes it less convincing.

A deep underlying idea of this paper is that uncertainty/probability is different than outcomes in the sense that there can be one true probability and that it is an error to have a different belief.
conservation of influence: p. 1415 defines \((f, g)\) as swapping \(g\) for \(f\).

Theorems 1 and 2 derive results from the theorem of the alternative. {%


{%


{%

ambiguity attitude taken to be rational

biseparable utility;

event/outcome driven ambiguity model: event-driven {%


{%

dynamic consistency: favors abandoning time consistency, so, favors sophisticated choice: seems so; updating under ambiguity

Consider a general axiomatic approach to updating. They use the term “Bayesian updating” for update rules where one act is fixed outside of \(E\) and the choice of this same act is then used for all updatings in all decision situations; the act is not explicitly related to a prior optimization procedure. {%


{%


{%
Contains adaptation of Radon-Nikodym to nonadditive measures in §7, by going through Möbius inverse. {%


---

Actual problem $p$, to be chosen from set $D$ of acts. Preferences over acts depend on memory $M$. $D$ is fixed, and $M$ is variable. $M$ is set of cases. Cases are triples $(p, a, r)$, with $p$ problem faced in the past, $a$ the act chosen in problem $p$, and $r$ the outcome resulting.

Pp. 16-17: behaviorist is strict revealed preference.

Behavioral, in the terminology of these authors, is based on revealed preference but that use cognitive metaphors.

Cognitive: allow for cognitive (which includes emotional in their terminology as they explain) empirical inputs.
P. 19 l. 3: rationality definition requires cognitive inputs.

P. 27: good decision theory should tell a convincing story about the cognitive processes. (coherentism)

Pp. 31-32: CBDT if cannot specify all the states.

P. 35 §4.2: with problems, acts, results, similarity weights are taken to depend only on problems.

P. 35: similarity is the main engine of CBDT

P. 36: similarity weights are nonnegative.

Pp. 34-39, §4.2: each case occurs only once.

P. 38: sum is taken only over past circumstances involving the same act as now considered. (Amounts to taking similarity weights 0 for different past acts.)

P. 40: because sum of similarity weights is not constant, level of utility (where it is 0) is important. Also p. 43.

P. 41: 0 utility level serves as kind of aspiration level. If act has utility below, then a completely new and unknown act is preferred. But if act has positive utility, then no completely new and unknown act is chosen anymore.

P. 44: CBDT and EU are complementary.

P. 45: CBDT if structural uncertainty, where we do not know what the state space is.

P. 47: CBDT can incorporate hypothetical cases, such as Jane knowing she would have run into road construction and delay had she taken route B.

P. 51: circumstance-similarity

Pp. 52-53: case-similarity

Pp. 55 ff.: repetitions approach, where each case (p,a,r) can occur any finite number of times in M. Then techniques similar to Wakker (1986, Theory and Decision) can be used to axiomatize a cardinal representation. Ch. 3, pp. 62-, gives it. P. 66 Axiom A2 (combination) is the additivity axiom.

P. 74 discusses average approach (denoted V) where similarity weights are normalized, and which is appropriate if we observe many repeated independent cases. The page gives the Simpson paradox. For a long time I did not understand the argument the authors give for average versus sum, but now I think I do. If infinitely repeated choices, the act with highest average is best. For one single choice now, the info it gives for all future choices is infinitely more important than the preference value it yiel[s] for this one time. So, one is only out for finding
the best average in repeated choice, and only for the info-part. In one-time choice one may prefer a first act with a somewhat lower positive average but more info, because a second act with higher positive average one may have less info about so, it is plausible that its real utility will be lower than its average up to now.

P. 75 explains that the additive combination axiom A2 (p. 66) is reasonable only if the memories considered are complete, and have no implicit background memory that in fact makes them non-disjoint. The latter is the case in statistics where two disjoint sets of observations give no rejection of H0, but their combination does. Violations are further discussed on pp. 174-181.

Pp. 93-95 that CBDT is less hypothetical than EU.

Pp. 133, 148 ff. on zero level of utility.

Pp. 158 ff. on sum versus average. %


{\% coherentism: Argue that nonbehavioral, “cognitive,” inputs are desirable.
Evaluate consumption streams (x1, …, xn), with n variable, through:
There exist real numbers w1, w2, … and s_{it} (1 \leq i < t) s.t.
\[ \sum_{1 \leq t \leq T} (w_t(x_t^T - a_t(x_T))) \]
with \[ a_t(x_T) = \sum_{1 \leq i \leq t-1} s_{it}x_i^T \]
evaluates the consumption stream (x_1^T, …, x_T^T).

G&S relate the different coordinates to “facts” and not to time points. The fixed ordering of the facts would fit well with time points also. One can interpret \[ a_t(x_T) \] as aspiration level at time point t.

For each fixed n the representing function is a linear form, and the authors give the classical additivity preference axioms to justify this form for each fixed n. Then they add existence of a neutral outcome x_{n+1} (depending on x_1 … x_n) to make the n+1 tuple indifferent to the n-tuple, probably to fix the location constant of each representation. They give many interpretations of the form regarding aspiration, self-deception, social influence (x_2 can describe the income of your neighbor), etc. %}

{% CBDT The cognitive foundation is how past cases in memory, using the 
techniques of case-based decision theory. It leads to probability judgments. The 
result is related to Gilboa & Schmeidler (2003 Econometrica). %}


{% Assume a particular game matrix given. Then assume that for player 1 all (or 
many) probability distributions over strategy choices of opponent are 
conceivable, and take all rankings of player 1’s strategies given all those 
probability distributions as input. Provide representation theorem for this, using 
CBDT techniques (with varying probability distributions iso varying frequencies 
of cases in memory). The paper is somewhat like Aumann & Drèze (2008). 
Kadane & Larkey (1982, 1983) and ensuing discussions also discuss the issue. 
(game theory can/cannot be viewed as decision under uncertainty) %}

Maximization in the Context of a Game,” *Games and Economic Behavior* 44, 
184–194.

{% CBDT; For each choice object x, \( \sum_{c \in M} v(x,c)n(c) \) is its value, with n(c) the 
number of times case c appears in memory, and v(x,c) the support of case c for 
object x. So, for every x it is an x-dependent repetitions approach ( Wakker 1986) 
evaluation. It is so in the CBDT dual theory (requiring diversity) for each choice 
object. The result is related to Gilboa & Schmeidler (2003 Methods of Operations 
Research). %}


{% %}

Decision* 56, 345–357.
Theory selection based on finite data sets is axiomatized. Generalizes the Akaike criterion.


*https://doi.org/10.1006/jeth.2001.2858*

**CBDT; tradeoff method** used for theoretical purpose.


[Link to paper](#)
[Link to comments](#)

(Link does not work for some computers. Then can: go to Papers and comments; go to paper 02.2 there; see comments there.)

**conservation of influence:** There is a special status for a status quo option. The agent primarily distinguishes between sticking with the status quo or deviating, and only secondarily with how to deviate. Case-based reasoning and maximum likelihood are used to decide whether or not to deviate from the status. The very fact that something is status quo provides info that it probably is good, corresponding with a theory saying that it is better than all alternatives. New info/theories must come to overrule it.


**foundations of quantum mechanics**


**foundations of probability**

{% Assume disappointment aversion, modeled as loss aversion, in game situations. It is essential that reference points are endogenous. Subjects take expected gain as reference point, and they instantaneously adapt it to their own, and their opponent’s, moves. This is what their experiments find. Expectations may be salient when in competition. %}


{% three-doors problem; Contains many nice references on the topic, and nicely discusses the role of the host’s strategy in case he has to choose from two doors not containing the prize. But the paper starts very unfortunately in the abstract by giving (citing) a description where an essential piece of information is missing: that the host should always open a door with no prize. %}


{% An overview of regressions where the independent variables also have errors. %}


{% The paper introduces a method (“ORIV”) for handling error in measurement that, apparently, is new. It is something like doing a measurement twice and then using each as an instrumental variable for the other. A specialist in econometrics explained the basic idea of this paper to me as follows: “The way I think about this method intuitively is that you look at the correlation between X (psychological concept of interest) and Z (IV, other way of measuring the same psychological concept). Let’s say this is 0.5, then it must be the case that there is 50% measurement error since Z and X should measure the same concept (i.e. the correlation should be 1 in theory). What you then do is assuming that there must also be 50% measurement error in the relationship between Z and Y (the outcome). So effectively you multiply the coefficient of Z on Y by 2 to account for the fact that X and Z are also only 50% correlated.” My worry here is that by getting much noise in Z, you can boast your correlations much.

When the authors reanalyze existing data, and replicate experiments (with N=786 subjects), they invariably find way higher correlations than was done
before. For instance, they find high correlations between different measurements of risk aversion. And they do so with Halevy (2007) on violation of RCLA and ambiguity aversion and find an almost perfect correlation. An “uncorrected” correlation of 0.65 is increased into 0.85 using their correction (p. 1857). This is potentially very interesting, shedding new light on many phenomena, and the paper received much interest.

I did not come to understand the authors’ method (colleagues told me that p. 1850 is clear), but I feel doubts because I think that violation of RCLA and ambiguity aversion are just different things. Even exact replications of subjective attitude variables half an hour apart have low correlations usually. Could it have to do with joint variances all being maximally ascribed to what gives correlations? Often, econometric techniques take errors of different actions within one individual as independent, an assumption that I dislike. (Clustering helps.)

Two econometrics specialists told me that the orthogonality assumption on p. 1831 l. 14 is very restrictive.

The paper often writes as if most past papers did not reckon with measurement error at all, suggesting that this paper is among the first. For instance, p. 1828 top: “In contrast, we find that many commonly used measures of risk attitudes are highly correlated once measurement error is taken into account.” Or p. 1833: “It emphasizes, as we do, the ubiquity of measurement error, and the paucity of concern about it.” Or p. 1844: “However, none of the studies on which this conclusion is based account for measurement error.” This is misleading. EVERY statistical test and reported p-value is based on an underlying assumption of measurement error, including every t-test and Wilcoxon test etc. The authors probably have in mind only the sophisticated measurement error models with quite precise quantitative assumptions and parametric assumptions about them that are commonly used by econometricians, and they ignore everything else. Sometimes econometricians are narrow on such things. For instance, they often take t-tests just as special case of regressions, not knowing that t-tests need milder assumptions than regular regressions.

suspicions under ambiguity: I did not find a control against suspicion mentioned on pp. 1835-1836.

random incentive system: apparently they paid for all choices (p. 1838 top), which I regret.

p. 1844: Allocations of assets (called “projects”) seem to better measure risk
attitudes than choice lists. My gut feeling suggests that it is opposite. P. 1845 end of 1st para suggests that in the projects no risk seeking is possible, which makes me worry about it. %)


{% Playing with probabilities and odds. %}


{% foundations of probability %}


{% %}


{% %}


{% Motivated Bayesian is a broad term to designate the following concept: a person, when gathering info, will be biased in believing more in info that supports morality of the person. So, it is a form of self-deception, similar to the confirmatory bias (cited by the authors) and, in psychology, rationalization and cognitive dissonance. Bayesian here does not refer to expected utility or even much to updating, but is just the general point that people process info properly in a general informal sense. Motivated is not general motivation but the very particular motivation of self-deception to think to be more moral than is real. One challenge for studying this is that self-deception is a subtle concept, not easy to induce or find. One has to induce a sort of split-personality of on the one hand}
knowing but on the other not. An even challenge is to empirically isolate self-deception from other factors, in particular deception of others. I read a few experiments reviewed in the paper, but disappointedly came to think that none handles these two challenges.

P. 192 last para: Subjects had to allocate a nice (incentivized) and nonnice (nonincentivized) job, one to themselves and the other to a partner. They could just do it, or flip a coin to decide. They described what they did to the experimenter. But it was unverifiable what they had done, e.g. if they had flipped a coin at all, and if they had, what the result had been. Of the subjects who said they had had a coin flip decide, 90% ended up taking the nice job themselves, as much as the noncoin flippers. The authors interpret this finding as self-deception and motivated Bayesianism. But I take it as the opposite: The subjects only want to deceive the experimenter and possibly the partner, and not themselves. Those who claim to have tossed a coin but lie, add immorality by not only taking the nice thing themselves but by also lying. And they know so, and do and cannot deceive themselves. I have the same problem with the experiment on p. 193 bottom (Figures 1 & 2).

Pp. 199-200: Some subjects are told that endurance to stand cold water predicts longevity of life duration. Others are told the opposite. (Entails deception but so, be it.) The former endure more. Alternative explanation: Subjects are seduced to misperceive the causal relation, and in the second group reason: if I do a big effort then I get punished by living shorter. So, I don’t do a big effort.

P. 200 2nd para: a winner does not critically investigate own performance. Alternative explanation: because no need, as things are going well anyhow. A loser has to search for changes.

The paper opens with “A growing body of evidence,” with “growing literature” in its concluding sentence, opens many sentences with “importantly,” repeats its main hypothesis prior to any discussion, mentions “important” implications for economics and policy (p. 191 end of intro), and ends the conclusion with it being desirable to have more future investigations. %}

{% Nice study on illusion of control. Show that this may just be regression to the mean. Only thing is that people do not exactly know their control. They overestimate it in situations of low control (usually studied in the literature), but underestimate it in situations of high control (shown in this paper). %}


{% loss aversion: erroneously thinking it is reflection: p. 25 erroneously writes that the difference between risk aversion for gains and risk seeking for losses is due to loss aversion. %}


{% Seem to show, in an intercultural study, that the ambiguity aversion typically found with students does not generalize to general populations in the European union. But stimuli seem to be problematic for the purpose of finding ambiguity aversion. %}


{% Found different neural localizations for regret and disappointment. %}


{% Considers a variation of the smooth model, or recursive utility. In the second stage there is not a nonlinear utility transformation, but, instead, there is a nonadditive measure. (event/outcome driven ambiguity model: event-driven) §1.1 discusses the smooth model, including Epstein’s (2010) criticism. The paper follows papers by Gajdos et al. in having sets of information variable as inputs of decisions. A person may have to choose between f given info set I1 or g given

}
info set I2. It considers general functionals and does not commit to pessimism or optimism or so.


N = 12, so, not many subjects. Incentives: Subjects got a show-up fee, but 6 choices were implemented for real, generating an income effect. Nonzero outcomes were either $1 or $2.

Subjects do decisions under risk from description, with probabilities given,
and from sampling, where they observe iid repetitions of a random event and have to guess frequencies (updating under ambiguity with sampling). The latter is similar to Wu, Delgado, & Maloney (2009) with a big difference though: Now subjects cannot influence the random event, unlike Wu et al. where it is a skill task. The latter study found the opposite of inverse-S (inverse-S; maybe due to disliking small probability of succeeding in task), but this study finds regular inverse-S also for the sampling task. Utility was mostly concave, as is usual for gains.

The lotteries considered had only one nonzero outcome, implying that the joint power of utility and probability weighting is unidentifiable. It is identified here in the sense that the authors used the T&K'92 weighting function, which kind of imposes a scaling convention on probability weighting. The authors are apparently unaware of this problem. Note that while power does affect risk aversion, it need not affect the degree of inverse-S.

uncertainty amplifies risk: They find this because probability weighting is more pronounced inverse-S under sampling (which has some ambiguity) than under given probabilities. %}


{ small probabilities %}


{ That classical economic assumptions have been modified, not eliminated, by behavioral economists. %}


{ producing random numbers: If animals must play in situations where their opponent tries to predict their choices, then they produce random behavior. Author seems to suggest that the animals have some kind of pseudo-random
number generator. Seems to claim to have found the parts in brains corresponding with probability weighting and utility maximization. %}


{% coherentism: %} Seem to write, optimistically:

“The available data suggest that the neural architecture actually does compute a desirability for each available course of action. This is real physical computation, accomplished by neurons, that derives and encodes a real variable” (p. 220). %


{% In this paper the authors show great enthusiasm for their field of research. They argue that psychology, economics, and neuroscience should converge to one field, neuroeconomics (which is the authors’ field), and that this new field will better answer all questions in economics, psychology, neuroscience, and so on, than anything existing before (ubiquity fallacy). %} Abstract: “Economics, psychology, and neuroscience are converging today into a single, unified discipline with the ultimate aim of providing a single, general theory of human behavior … by revealing the neurobiological mechanisms by which decisions are made.”

P. 448, 2nd column, last para: “once this reconstruction of decision science is completed, many of the most puzzling aspects …that economic theory, psychological analysis, or neurobiological deconstruction have failed to explain, will become formally and mechanically explainable.” [italics added]

P. 448, 3rd column, last para:

“We believe that this [not considering subjective preferences] has been a critical flaw in neurobiological studies.”

P. 449, 2nd column, below figure: “Platt and Glimcher found that some parietal neurons did indeed encode the value and…”

The authors express the same enthusiasm in many other places and were rewarded for these repeated expressions with a science publication. %

Test the priority heuristic of Brandstätter, Gigerenzer, & Hertwig (2006). Find that prospect theory does way better. Their abstract concludes, very negatively on the priority heuristic: “The findings indicate that earlier results supporting the PH might have been caused by the selection of decision tasks that were not diagnostic for the PH as compared to PT.”


Do decision from experience, and don’t find the DFD-DFE gap, but the opposite: more inverse-S for DFE rather than less. (DFE-DFD gap but no reversal)


Real incentives: random incentive system (p. 26 penultimate para) & losses from prior endowment mechanism (p. 26 1st para)

reflection at individual level for risk: Have data but do not report it.

They test all kinds of versions of PT (they write CPT) to risky choices of subjects, to see which and how many parameters work best. Measure subjects’ choices twice, one week apart, with different stimuli, to test stability and predictive power. Take wide variety of gain-, loss-, and mixed prospects. P. 27 describes limitations that they imposed on parameters.

Introduction is on pros and cons of free parameters, explaining well but only didactical because standard; maybe because of journal.

They use power utility when estimating loss aversion. Wakker (2010 §9.6) describes analytical problems for it, unless the same power for gains and for losses. The latter is exactly what the authors do here.

Pp. 23-24 cites studies on stability of risk attitudes over time, pointing out that instability of preference may be caused by instability of some parameters while stability of some others.
Use two indexes of fit. One is percentage of choices predicted right. Other is loglikelihood distance.

**concave utility for gains, convex utility for losses**: They only consider models where utility for losses is the reflection of that for gains, with the same power (p. 25 1st column penultimate para, also for EU (p. 25 Eq. 8), and with power between 0 and 1 (p. 27 last para).

P. 27 bottom has nice optimization method for data fitting.

Pp. 28-29: In general, increasing the number of parameters of PT led to a better fit which is obvious, although not much better. The increases did not lead to better or worse predictions (latter could very well happen if overfitting). So, the data are not very informative on predictive performance. Some modifications: 2-parameter probability weighting did not improve 1-parameter (2-parameter utility was not considered); EU and EV can be considered to be special cases of PT, with restrictions on parameters, but their fits and predictions were seriously worse (the authors did not incorporate loss aversion in EU although one could argue for it given fixed reference point). EV did better than Gigerenzer’s heuristics (p. 29 end of §3). Individual parameters are better than group medians (could have been the other way around if overfitting), but they were better than the T&K’92 parameters (p. 29). Loss aversion ranged between 1.05 and 1.99, quite smaller than the 2.25 of T&K’92, and loss aversion was most volatile.

As regards stability, they found clear and significant correlations between choices separated by a week, but not very strong.

**loss aversion: erroneously thinking it is reflection**: p. 30 middle of 2nd para: “prediction, differences between gains and losses seem to be sufficiently represented by having a loss aversion parameter”%


{% https://doi.org/10.1007/s11238-020-09761-5

**coalescing**: the authors fit probability weighting with coalesced and noncoalesced presentations of lotteries. The former finds more nonlinearity. %}

{% conservation of influence: her poem “Nostos” in this book has, as last lines: “We look at the world once, in childhood. The rest is memory.” %}


{% foundations of probability: argues that in deterministic world, objective nonepistemic probabilities can still exist. %}


{% Topic; see title. %}


{% Seems to show that subjects like to answer truthfully, and not lie, also if no incentive. %}


{% Assume EU for risk and use a choice list to estimate the power of a log-power (CRRA) utility function. Then use this in two-color Ellsberg urns where the outcome of the known color is matched (using choice list) to get indifference. Then use an $\alpha \min(U) + (1-\alpha)\max(U)$ representation to estimate an $\alpha$ to index ambiguity aversion. They call the representation $\alpha \maxmin$ (using the complete set of all priors) but it is the more general biseparable utility which can be many things, such as RDU or PT, just as well. %}


Discuss/review this phenomenon for many contexts. The concluding para summarizes the contribution well:

“Our message is that when economists discuss incentives, they should broaden their focus. A considerable and growing body of evidence suggests that the effects of incentives depend on how they are designed, the form in which they are given (especially monetary or nonmonetary), how they interact with intrinsic motivations and social motivations, and what happens after they are withdrawn. Incentives do matter, but in various and sometimes unexpected ways.”


PT, applications, loss aversion, equity premium puzzle


crowding-out: show that pupils collecting donations for charity perform worse when receiving a small payment than when receiving no payment at all (perform OK again when receiving considerable payment), and similar findings. Gneezy, Uri, & Aldo Rustichini (2000) “Pay Enough or Don’t Pay at All,” Quarterly Journal of Economics 115, 791–810.

proper scoring rules: in intro mention as fields of application of proper scoring rules: weather and climate prediction, computational finance (Duffie & Pan 1997), and macroeconomic forecasting (Garratt, Lee, Pesaran, and Shin 2003; Granger 2006).

This paper analyzes proper scoring rules on general event spaces.

Theorem 1 relates proper scoring rules to convex functions.


common knowledge? Footnote 48 (cited by Feferman, 1989):

“true reason higher types can be continued into the transfinite.”


Rudy’s blog (Rudy Rucker), August 1, 2012, reporting conversations with Kurt Gödel, ascribes the following words to Gödel: “The illusion of the passage of time arises from the confusing of the given with the real. Passage of time arises because we think of occupying different realities. In fact, we occupy only different givens. There is only one reality.”

*free will/determinism*

Rephrasing in my own words: “free will makes us believe that there are more realities, but in reality there is only one reality.”

Appeared in the magazine *Science* 82 in April 1982, and in Rudy’s 1982 book “Infinity and the Mind.”
Gödel, Kurt


In several experiments show deviations from Nash equilibria that are bigger the lower the costs.

ambiguity seeking for unlikely: seems that they find that unlikely events are overweighted, where the unlikely events concerns strategy choices of others.


Quantal Response Equilibrium (QRE) is explained in my annotations to McKelvey & Palfrey (1995).

It is a highly desirable step forward in game theory that not just expected value, but more general risk attitude models, are used for evaluations of strategies given others’ choice probabilities. For the future of prospect theory etc., it is necessary to find applications in other domains such as here in game theory.

The precise working of the models, and the precise estimations of individual risk evaluations from the findings from game theory, are still complex. The only observable from behavior is the choice probabilities. To what extent these can be ascribed to individual evaluation, expected utility, prospect theory, or whatever the considered theory is, or some transformation of such an evaluation, and to what extent they can be ascribed to the noise parameters and other aspects of the strategic situation, depends on the models and parametric families chosen by the experimenters. That the choice probabilities depend on probabilities/ utilities only through the EU or prospect theory of a prospect, so that this functional form is separable, is already a heavy assumption. As another example, in the middle of p.
255, the authors write that overbidding by some players will enhance overbidding by the others, in other words, overbidding is a self-reinforcing effect. However, in the analysis of this paper stronger overbidding leads to higher estimates of individual risk aversion. Thus, estimates of individual risk attitudes are affected by strategic aspects of the game. One observable (choice probability) is used to estimate two or more parameters.

Another difference between these games and usual individual decision theories is that these theories consider decisions that are repeated many times, with repeated payoffs, income effects, etc. We must assume that in each repeated game, a strong isolation effect takes place, where the players forget about all other games. In spite of these difficulties, this is a highly intriguing attempt to apply individual risk theories in other domains.

When they do expected utility with power utility as index of risk aversion, they estimate the coefficient of RRA as 0.52 (so, power 0.48), which is similar to other findings in the literature. (PT falsified) When they do rank-dependent utility with linear utility, and Prelec’s two-parameter family, they find convex and not inverse-S weighting functions. This puts the ball in the court of the inverse-S advocates. To maintain their hypothesis, they have to find other explanations for the strategic behavior of subjects than put forward in this paper.


(PT falsified): Find S-shaped rather than inverse-S shaped probability weighting. P. 105 2nd para reports evidence against the procedure of paying in probabilities.

For the risk aversion assessment in the games as in §4, there is only one nonzero outcome, and then the problem is that a common power of utility and probability weighting is unidentifiable without further assumptions. The lottery-choice data in §5 have more variation in outcomes and there the problem does not arise.

The paper assumes that Nash equilibrium is what should/will happen under EU and no probabilistic choice. Many people, including me, do not find this a plausible assumption. %}

Nash equilibrium discussion: much literature on its empirical failure.


Part of letter cited by Mandelkow (1968 p. 254): “I am inclined to offer Mr. Vieweg from Berlin an epic poem, Hermann and Dorothea … Concerning the royalty we will proceed as follows: I will hand over to Mr. Counsel Böttiger a sealed note which contains my demand, and I wait for what Mr. Vieweg will suggest to offer for my work. If his offer is lower than my demand, then I take my note back, unopened, and the negotiation is broken. If, however, his offer is higher, then I will not ask for more than what is written in the note to be opened by Mr. Böttiger.”

Goethe, Johann W. (1797).

QALY overestimated when ill: P. 100, first give references to works suggesting that people’s values for generic health states are remarkably consistent. However, the bottom gives four references to papers finding that people in an impaired health state value it more positively than others.

Intertemporal separability criticized: p. 100 (quality of life depends on past and future health)


Consider the trolley problem, where you can save five lives by sacrificing one
other life. When judging morality of others’ decisions, people are more permissive in doing the sacrifice than when deciding by themselves. %}


{% In letter to Euler he proposed (roughly) the conjecture that every even number > 2 can be written as the sum of two prime numbers. It has been $4 \times 10^{18}$ numbers in July 2019. %}

Goldbach, Christian (1742)

{% http://dx.doi.org/10.1037/h0026206

intuitive versus analytical decisions

seems to argue that some simple averaging formula have higher clinical validity than clinical expert judgments. %}


{% Mathematical Review 48 (1974), No. 2, # 2919. %}


{% Mathematical Review 52 (1976), No. 5, # 11763. %}


{% dynamic consistency %}


{\% dynamic consistency \%}


{\% I guess it was hypothetical choice (not explicitly stated as far as I saw but it usually concerned future events); the paper only gives verbal reports of results; a detailed report of the experiment was planned but never completed. ambiguity seeking for unlikely;\}

For ambiguous events, subjects are asked to give subjective probability judgments, but then also 2nd order probability judgments (second-order probabilities to model ambiguity). So, the latter are subjective, and introspective.

Their theory (hypothesis) H1: either ambiguity aversion or ambiguity seeking. Their theory (hypothesis H2): likelihood insensitivity.

inverse-S: Study A (N = 20) considers gain prospects and loss prospects but not mixed. For gains 8 subjects are ambiguity averse throughout, 7 are a(ambiguity-generated) insensitive (then inflection points between 0.05 and 0.45; p. 465 top), and 5 unclassified. For losses 7 are ambiguity seeking, 9 are a-insensitive (then inflection points between 0.05 and 0.65; p. 465 top), and 4 unclassified.

ambiguity seeking for losses: study A supports it.

reflection at individual level for ambiguity: no info is given on it; i.e., how gain-patterns go together with loss patterns.

P. 464, 3rd (last) para, nicely indicates that H2 (likelihood insensitivity) is unaffected by reflection (taking dual weighting function under modern RDU).

Studies B and C (each N = 20) consider mixed prospects have no unambiguous options, to avoid contrast effects (à la Fox & Tversky 1995), but relate ambiguous prospects (with second-order subjective probabilities) probably to their 1st order expectations. Study B and C have in total 10 subjects ambiguity averse, 1 ambiguity seeking, 17 a-insensitive.

Throughout, verbal reports of subjects nicely support a-insensitivity.
More details on the experiments seem to be available in papers “Do Second-Order Probabilities Affect Decisions?” and “Second-Order Probabilities and Risk in Decision Making,” but those papers have never been completed. 


R.C. Jeffrey model: the value of a prospect is the sum of its instrumental value, determined by its outcomes, and its intrinsic value, determined by its probabilities.


Probability elicitation: This paper provides a very good method, however, only if it is for guessing a true existing underlying objective probability distribution. If there is no clear such, and probabilities are purely subjective, it is not easy to explain to subjects what they are supposed to do, let be to incentive/score it.

Five sets of 100 balls, numbered 1-10, were created, with different beta distributions of 1,…,10. Subjects could see the result of a 100-fold sample with replacement, quickly within one minute presented to them one by one. Then they had to predict the distribution of a next sample of size 100 with replacement. That is, their subjective probabilities were measured. Two different methods were used: (1) the more common one of asking some statistics such as quantiles and means. (2) A method where 10 bins were given to subjects, clearly on a computer screen, and they had to distribute 100 markers over the 10 bins to reflect the right distribution (the histogram method). §1.1 reviews the literature, citing four or so surveys, and also discussing preceding implementations of the histogram method. It also cites decision from experience (DFE). There haven’t been comparative...
studies yet it seems, and this paper is the first.

The histogram method performed superior to the other methods, with fewer biases and no overconfidence, and greater general accuracy. This is in a way unsurprising because the visual histogram is more natural and clear. An additional advantage is that subjects are then thinking in terms of frequencies rather than probabilities. P. 11 writes: “To get accurate estimates about various statistics of a subjective probability distribution, our findings suggest it may be better to elicit the entire distribution graphically and compute arbitrary statistics, rather than asking about the statistics directly.”

There were no real incentives but it was flat payment (p. 4 §2, beginning). Real incentives can easily be implemented here by paying some distance function to the true distribution (as with expectations of proper scoring rules).

The method only clearly works if there is a clearly defined underlying frequency-based true probability distribution. For natural events with no known probabilities it will be harder to implement. How to pay then if no reference to a true distribution? Some scoring rule I guess. Ambiguity theories complicate life here. One other problem can then be what partition one then takes (with the 10 numbered balls the basic partition was obvious). Studies by Craig Fox suggest that a bias toward uniform distribution will result. %}


{\% PT, applications: Seems to show that prospect theory is applied in many fields. Is more popular press \%


{\% updating: discussing conditional probability and/or updating: “We prove that the result EX = E(E(X|Y)) is true, for bounded X, when the usual concept of conditional expectation or prevision is replaced by an alternative definition reflecting an individual’s actual beliefs concerning X after observing Y.” %}

Suppose you’ll observe E (or not E) in two days from now. P(H|E) is conditional probability of H given E today. You think that tomorrow P(H|E) need not be the same as today. But, Goldstein argues, the expectation of your tomorrow-P(H|E) should be today’s P(H|E). He calls this requirement temporal coherence. Lindley, discussing the paper, argues that P(H|E) tomorrow will differ because of further info received and that that further info should then be expressed by writing an additional conditioning event.

P. 233: “Subject to the conditions of coherence you have complete freedom of choice in evaluating previsions.”

P. 232 2nd para: there is not only the info that E happens, but also the “meta-info” that that info was received, which distorts conditioning.


{\% Seems to examine the weakenings of triple cancellation à la Vind. Got this reference from Bouyssou & Prilot (2002, JMP). \%}


{\% P. 251: utility elicitation, some words on that. Eq. (1), p. 240, is biseparable utility. Eqs. 22-24 already give the two-parameter extension of Karmarkar that is often ascribed to Lattimore et al. (1992).

P. 240 Eq. 1: biseparable utility!

Analysis on pp. 242-243 makes strange assumptions about the f and g function. So does p. 25 2nd column.

Experiment 3 shows violation of monotonicity resulting from neglect of zero-outcome that was studied extensively in several papers by Birnbaum; it’s actually dual to Birnbaum’s finding; i.e., replacing a zero outcome by a negative outcome increases the valuation of the lottery. Birnbaum explained to me by email that that may be caused because participants take a different range of outcomes to refer to. G & E ascribe the idea to Slovic (1984, personal communication). Slovic found it but did not publish.

The family if Eqs. 22-24 is the most popular one today (Oct. 2020) together with Prelec’s (1998) CI family. However, the family here is a bit better than Prelec’s. In his CI family, the two parameters are not very well separated. The α parameter, supposed to capture insensitivity, also somewhat affects elevation. This can be seen from Wakker (2010 Figure 7.2.2). For the figures with β = 1, the fourth (outer right) figure with α = 0.35 has the curve on average lower than the second figure with α = 1 (EU). So, with β fixed, lowering α led to some decrease of elevation. In this regard the Goldstein-Einhorn (1987) family is better (Wakker 2010 Figure 7.2.3). \%\%}


{\% measure of similarity \%}

{% Say that long-shot effect (overbet on outsiders, underbet on favorites) can be reconciled with risk aversion because love for skewness drives it. Unfortunately, I did not find a definition of risk aversion. Apparently, the authors identify risk aversion with a negative weight of variance in the regression. %}


{% %}


{% Economists often use representative agent with average income. If, in reality, there is inequality of income, will average of risk aversion be bigger or smaller than risk aversion of average? Under linear risk tolerance (HARA family including exponential, power) it’s the same, under concave absolute risk tolerance the risk aversion is bigger, under convex it is smaller. Some numerical suggestions give a doubling of the equity premium. \textbf{decreasing ARA/increasing RRA:} P. 182 and §4 criticize increasing-RRA by mentioning empirical economic findings contradicting it. P. 187 says that the relative share of stocks in total wealth increases with the latter. P. 58 seems to also doubt it.

I am not sure here what the role of consumption of basic is, if that should first be subtracted.) %}


{% Book assumes expected utility throughout, and studies how uncertainty affects welfare and equilibria. Analogy with time preferences is pointed out. There are 26 chapters, each centered around some theoretical finding from the literature, many results on background risks etc. Exercises at the end of the chapters.}
§11.2.3 gives a sufficient condition for young people to be more risk averse. Pp. 11-12, §1.4.2, treats my dynamic discussion of the Allais paradox. HARA utilities play a central role. Ch. 5 is on the equity premium puzzle, which is presented as a central problem for the field. Proposition 11 on p. 83 in §6.1 gives the appealing diffidence theorem of Gollier & Kimball, the application of the separating hyperplane theorem.

Ch. 19 is on the Samuelson-Merton result for saving-portfolio.

**source-dependent utility**: Ch. 20 gives an elementary treatment of the Kreps & Porteus (1978) model.


Ch. 23 is nice, on the nontrivial derivation of the representative agents’s characteristics from the characteristics of the individual agents. The average behavior need not result from the average of the individual risk parameters. Sometimes, the absolute risk tolerance of the representative agent equals the average absolute risk tolerance of the individual agents, but such a result does not hold for prudence.

Ch. 24 is on the **value of information**, Blackwell theorem etc.

The concluding sentence is: “Far from that I believe that this book calls for another round of theoretical and empirical research.”

Epilogue, p 424ff., argues that it is remarkable that there are so few studies into risk aversion (he means utility curvature). %


{% Discounting: P. 150 explains why saving money yields profits: because we expect that future consumption will be better than past consumption. Paper shows that uncertainty about growth rate, plus prudence, reduces the optimal discount factor.

P. 163: French Commissariat au Plan recommends to use 8% discounting, most developed countries do between 5% and 8%. Author suggests 5% for periods between 50 and 100 years, and 1.5% for over 200 years. %

When growth is almost surely nonnegative, the yield curve is decreasing if and only if RRA is decreasing with wealth.


Net present value can give phenomena on increasing/decreasing discounting that are different than net future value. Paradox is resolved by having risk aversion and reckoning with consumption stream.


Two-good multiperiod model with substitutability between goods and uncertainty, and then what optimal discounting is. Can be really different for the different groups. The author, based on data, proposed 3.2% as discount rate for consumption and 1.2% for biodiversity.


Application of ambiguity theory;

Uses the smooth ambiguity model to investigate the effect of increase in ambiguity aversion on the standard portfolio problem of dividing money to be invested over a safe and an ambiguous asset. Increasing ambiguity aversion is by making the 2nd order utility transformation $\varphi$ more concave while keeping 1st order utility $u$, and keeping first- and second-order probabilities fixed. In general, increased ambiguity aversion need not always reduce investment in the portfolio. It does so mostly, e.g. if utilities are power/exponential for normal distributions, or if the set of priors can be ranked according to maximum-likelihood ordering.

When choosing between several prospects, the maximum outcome possible is given a special role, and regret is taken with respect to it. Aversion to risk of regret then leads to risk seeking for small-probability gains (increasing the highest outcome enhances regret elsewhere) and can on restricted domains be related to optimistic probability weighting (maybe more than inverse-S weighting) in RDU.


General recursive methods to generate high degrees risk.


decreasing/increasing impatience: if all individuals have constant discounting but are heterogeneous, then the representative agent will have decreasing impatience, if decreasing absolute risk aversion holds for all.


This paper uses the information gap theory, introduced by two of the authors (Golman & Loewenstein 2018), to shed new light on ambiguity attitudes. Intrinsic value of information gaps can indeed lead to source preference and other ambiguity attitudes. The authors take ambiguity in a narrow sense, i.e., they assume that it is always multistage probabilities with reduction of compound lotteries violated.

The paper considers intrinsic value of information. It extensively reviews cases and literature of this phenomenon, and its many implications. 


The paper presents a psychological theory for it. An information gap is when a person becomes aware of missing relevant information and develops ideas and emotions about it. Information is not only instrumental in getting better outcomes but also has intrinsic utility.

A question can have countably many possible answers, one being correct and the others not. It is much like Savage’s state space. A subject faces n questions. \((a_1, \ldots, a_n, x)\) denotes a situation where the answers are \(a_1, \ldots, a_n\), and a prize \(x\) results. A cognitive state is a probability distribution over such \(n+1\) tuples. The subject is assumed to maximize EU over cognitive states. The authors then formulate seven conditions that imply a particular shape of utility \(U(a_1, \ldots, a_n, x)\), a sort of weighted average attribute-utility, with also attention weights for the questions coming in.

An information gap means that an agent does not know the correct answer for sure, and feels that lack. Thinking about an information gap has intrinsic utility. Some are nice and others are not. Subjects can face several questions at the same time.

The authors also consider compound questions, which are like Savagean multistage acts.

In general, thinking about very nice questions brings positive utility. But the authors also discuss the ostrich effect.

A section on p. 157 discusses ambiguity attitudes, which, according to the theory of this paper, may be driven by information gaps. The authors have a separate paper on risk and ambiguity (Golman, Russell, & Gurney (2016), and this section summarizes only. See my annotations there. 

Belief consonance: people dislike situations where they have different views than others, and try to avoid those.


Test and confirm their theory. Demand for information depends on importance, salience, and valence, also if not decision-relevant.


CBDT: They consider choices between stocks using case-based decision theory. Take CBDT as to be used if we do decision under uncertainty but don’t know the states, similarly as Gilboa & Schmeidler often take it (e.g., p. 731, beginning of Conclusion). They pay much attention to the choice of an aspiration level. Given that similarity weights need not always sum to the same, the choice of utility level 0 is crucial. This is what the aspiration level serves for. It can be compared to the reference point of prospect theory.

In Eq. 8 they, more or less ad hoc, choose a parametric family of similarity functions, and use this to fit data.

Pp. 730-1, correctly, points out that if with case-based reasoning one could make profit in the stock-exchange market, then the market would be predictable and arbitrage would be possible. Rest of p. 731 has far-reaching conjectures on CBDT thus improving market efficiency.


Asked one time preference question to 13-year olds in longitudinal Swedish data set. Find negative relationship between discounting and school performance, health, labour supply, and income. Males and high-ability children gain more from being future oriented. Measured cognitive spatial ability.

{\% This paper is the introduction to an impressive special issue on how psychologists and economists can learn from each others’ measurements of subjective decision attitudes or personality traits.

P. 2 middle is strange on defining versions of validity differently than I think they should be. For instance, different questions measuring into the same underlying construct is convergence validity and not construct validity, and so on.

Pp. 2-3 point out that test-retest reliability, and predictive tests are more common psychometric requirements for personality traits in psychology than for subjective decision attitudes in economics. Then it continues that economists may have fewer anchoring biases because their outcomes (e.g. monetary reward) are more objectively defined.

§3 is on stability of decision attitudes. Economists may sometimes be too easy going in assuming such stability. The third para, that psychologists define stability in a rank-order sense and not in a cardinal or absolute way, was strange to read for me. Then several studies into stability are cited.

To have clearcut language, the authors often omit nuances. Much so. Thus, they often just state plainly that economists assume that preferences are stable over time. In some other places they may add nuances. In general, as they point out, economists can learn from the advanced knowledge of psychologist on classical test theory, for instance, with factor analysis, test-retest reliability, and so on, and psychologists from economists’ ways to get less ambiguous measures. %}


{\% Propose a new discount function for discrete time, and argue through examples that it has reasonable implications. It is a common generalization of constant discounting and quasi-hyperbolic discounting, and can accommodate increasing impatience. Central is the exponential discounting bias, that people even if
wanting to do exponential discounting numerically underestimate how fast this decreases over time. 


Ch. 11 presents MadMax, a program for eliciting additive utilities. 


The results of Gonzales (1996, JMP), which were derived under unrestricted solvability, are generalized here to the case of restricted solvability.


PT falsified: find deviating kinds of reflection effects and different parameters when fitting. Main point of this work: propensity to show risk aversion/seeking depend on actual lottery pairs and person’s proclivity.

Experiment 1 considered hypothetical choice, Experiment 2 real prizes (possibly given to charity). Stimuli were formulated as investments in the stock market (with selling short also).

**risk averse for gains, risk seeking for losses**: is found. Further, there is more risk aversion for gains than risk seeking for losses:

- See Fig. 1: Above 0.5 on y-axis risk seeking is found. Highest 80% risk seeking for losses, lowest 5% risk seeking (so, 95% risk aversion) for gains. For most gamble pairs in Appendix C (all with $d \neq 0.5$) risk aversion is more pronounced than risk seeking.

- Table 2 on p. 948: More risk aversion for gains than risk seeking for losses, because always the loss- and gain percentage sum to less than 100%, so that for gains we are closer to zero (total risk aversion) than for losses we are to 100% (total risk seeking). Average 57% risk seeking for losses, $100–35 = 65\%$ risk aversion for gains.

**reflection at individual level for risk**: no clear pattern, depending much on particular prospects
- Personal communication (email of Claudia of April 7 '04): in total, 87% of participants have risk aversion for gains, 63% have risk seeking for losses.


**losses give more/less noise:** Show that people have more difficulties choosing between losses than between gains. fMRI gives that sure choices for gains require less effort than risky choices, but for losses both kinds of choices require the same effort.


There have been many papers on decision from experience, but when it comes to quantitative modeling and prediction there have only been some ad hoc parametric fittings in choice competitions organized by Erev and others. This paper probably presents the first psychologically founded theory to do so. It is the instance-based learning theory of Gonzalez et al. It predicts, and data confirm, that DFE with repeated payments and DFE with prior sampling and only one payment give the same learning and risk taking decisions, but with sampling there is double more choice switching suggesting there is more exploration there which is natural.


[https://doi.org/10.1177/0894439312453979](https://doi.org/10.1177/0894439312453979)

{% inverse-S; published as Gonzalez & Wu (1999, Cognitive Psychology) %}


{% I often cite this paper because it has a very good discussion of likelihood insensitivity as discriminatory power (cognitive ability related to likelihood insensitivity (= inverse-S))

**PT: data on probability weighting:** inverse-S: Does nonparametric fitting of PT for 10 participants, using choice-derived certainty equivalents for 2-outcome lotteries. Finds inverse-S for all 10 participants! They do not explain how they sampled the 10 participants, but it seems that they took 10 well behaved participants from a larger pool. Their purpose is to illustrate that their method can give nice measurements at the individual level, and not to do statistics with a representative sample.

P. 136 and else: Nicely, uses the expression diminishing sensitivity also for probability weighting w, although they use the cavexity concept that I think is not very good to capture it.

P. 140: “Because the weighting function is constrained at the end points (w(0) $\leq$ 0 and w(1) $\leq$ 1), an independent separation of curvature and elevation is not possible due to the “pinching” that occurs at the end points.”

P. 142 discusses pros and cons of parametric fitting.

Real incentives: ) random incentive system

They tested the lower- and upper SA conditions of Tversky & Wakker (1995) and found them well confirmed.

P. 157 seems to report that there are substantial interactions between the PT parameters on parametric interaction.

The authors claim, in the appendix, an axiomatization of the Goldstein & Einhorn (1987, Eqs. 22-24) weighting family (also ascribed to Lattimore et al. 1992), but this is not correct. P. 163 l. 1 has the problem that they did not get it
for all x,y, but only for x=y. A corrected axiomatization is in Nascimento & Tat Ng (2022 JMP). In my annotations there I give detailed explanations of the math.


{https://doi.org/10.1007/s11238-022-09873-0

**bisetaparable utility; binary prospects identify U and W**

I use the term CPT (1992 cumulative as the authors do and most others, although I prefer the term PT. The paper and I here focus on gains.

**SPT iso OPT:** What the authors call OPT is not really 1979 OPT (original prospect theory), but it neither is separable prospect theory. Instead, they do a mix. For two-outcome prospects they do real OPT, which deviates from separable prospect theory (if both outcomes are nonzero, because then it is rank dependence). But for three-outcome prospects they do separable prospect theory, which deviates from real OPT (if all outcomes are nonzero because real OPT does not want the outcome closest to 0 to be weighted; see Wakker 2022). They point this out in footnote 2. I will use the term OPT henceforth as the authors do.

They use two-outcome prospects, where CPT and OPT agree, and which suffice to measure/identify probability weighting. Then they see which better predicts for three-outcome prospects. CPT does bit better although a close call. CPT underestimates, and OPT overestimates, certainty equivalents. The concluding para of the paper favors CPT. I want to add a strong further argument supporting CPT: OPT has been targeted towards two or three outcomes, but goes nowhere for more outcomes, grossly overestimating their values. Hence, this paper tests the two theories in the domain most favorable to OPT, the only domain where OPT has any chance at all. 


{probability intervals; Introduced the α-maxmin model but only for statistical info.}

{\% Discusses, a.o., Wald’s maxmin EU. Calls all kinds of things rational. P. 112 middle, nicely, puts forward that logarithmic payment gives proper scoring rule! \%


{\% \%


{\% Seems to have introduced the term “Johnstone’s sufficientness postulate.” \%


{\% value of information; Shows that under EU info can never have negative info. This was also noted already in Savage (1954) (\?); and even by unpublished Ramsey (see Sahlin, 1990) \%


{\% \%


{\% \%

Good, Isidore J. (1983) “Good Thinking.” University of Minnesota Press, Minneapolis, MN.

§1.3 has a few remarks on the use of the likelihood ratio test.


People have special preferences to bet on particular random numbers more than others. Not (only) for illusion of control but also because of pleasure of how numbers fit into scheme etc.


Seems to write, on p. 54: “A rule is amended if it yields an inference we are unwilling to accept; an inference is rejected if it violates a rule we are unwilling to amend. The process of justification is the delicate one of making mutual adjustments between rules and accepted inferences; and in the agreement achieved lies the only justification needed for either.”
citation resembles a bit the interaction between decisions derived from a decision analysis and direct intuitive decisions. %}


{\% foundations of statistics: The author, properly I think, criticizes another paper that, blinded by the follies of hypothesis testing, does the wrong thing of saying meta-analyses should reduce the impact of studies that stopped before the originally planned stopping. %}


{\% https://doi.org/10.1126/science.aaf5406
foundations of statistics: Criticizes p-values and hypothesis testing, following up on the recent ASA statement. This author has deep understanding, understanding Fisher and Neymann-Pearson well. P. 1180 points out that p-value has interpretation as frequentist probability, to which I add that that is probably why the statistical world erred in taking it as criterion. Nice text on p. 1181 3rd column end of 2nd para on no author ever (being able to) argue for p-value chosen. Nice references, e.g. p. 1181 3rd column on different significance levels in different fields. %}


{\% Beginning, pp. 6-10 (“Een Belangrijk Misverstand: ‘De Ziekte van Alzheimer is één Ziekte’ “) nicely shows how the disease of Alzheimer is not one existing disease, but a product of the sociology of medical research. Rest, as usual for inaugural lectures, pleas for more attention and money for own research, and less for any other. %}


{\% If a risk measure for RDU is additive w.r.t. independent risks, then w must be linear (EU) and E exponential. %}

{\% Risk measures and decision models, such as maxmin EU, are very similar in a mathematical sense. Conceptually, they are not meant to be the same. Risk measures are supposed to measure only the downside of risk, and to be only one ingredient in decision making. This paper nicely explains this point and discusses all kinds of concepts from the two perspectives. \%


{\%

Gorbatsjov, Michael. “I have hundred economic consultants at my disposal, and I am sure that one of them is right; if I only knew which one” Citation translated from Dutch, as given in the “Volkskrant” of August 27, 1992.

{\%


{\% Gorman 1968 in Econometrica is less general. Murphy (1981) (RESTUD) showed that Gorman’s assumption of arcconnectedness can be weakened to connectedness. \%


{\% Blackorby, Charles, Russell Davidson, & David Donaldson (1977) refer to this paper as the first to show that quasi-concave additively decomposable function has only one nonconcave additive value function; already Stigler (1950) had that in footnote 82, saying that Slutsky already had it. \%}


A theory that could, as the author writes, be called ordinal cumulative prospect theory.

Outcome set is $\{x_{-k}, \ldots, x_{-1}, x_0, x_1, x_k\}$. Is ordinal but, $x_{-j}$ is $-x_j$, so, distances to $x_0$ can be compared. Then defines symmetric Sugeno integral also for negative values, so, the analogue of the Šipoš (Sipos) integral. Essential step is definition of symmetric maximum, assigning to $\{a, b\}$ the one farthest from zero, but zero if they are equally far from zero and of opposite sign.

He also suggests an asymmetric extension which kind of normalizes, mapping minimal outcome to zero and maximal to one.%


A kind of follow-up on Denneberg (1994).%


Paper considers the measurement of weighting functions for uncertainty. It explains how software developed by the authors and made publically available can be used to best fit data. It does not formulate the context as uncertainty, but as general aggregation, as multiattribute utility. Uncertainty is an important special case though. Then each attribute refers to a state of nature and $(x_1, \ldots, x_n)$ is a prospect yielding $x_j$ if state $j$ obtains. In general multiattribute utility, to define a ranking of the attributes, they must be commensurable, so that values at different attributes can be compared (p. 767). They assume utility identified. P. 771: They take indifference if the functional-difference is closer to 0 than some threshold $\delta_C$. §4 considers all kinds of distance measures to be minimized, usually in utility.
units. §5 illustrates an application of choosing between students based on their grades.

Several approaches in the paper consider data not only of the kind of choices and indifferences between n-tuples, but also data such as “the weight of attributes 1,2,3 should be at least 0.3.” P. 778 bottom explains that their LP, minimum variance, and minimum distance approaches work when data are only preferences between n-tuples, as mostly considered in decision theory. %


{% Use term multicriteria decision making for the general problem of aggregation, so that decision under uncertainty is a special case.

nonadditive measures are too general: Sections 2.7 and 7

§2.7 presents several special cases of the Choquet integral meant to make it more tractable than the (overly) general general case. %


{% %}

Grabisch, Michel, Jean-Luc Marichal, Radko Mesiar, & Endre Pap (2009)


{% A (first part of a) survey of many generalized mean-type aggregator functions and their characterizations in terms of functional equations. These can generate preference representation theorems by interpreting these functionals as certainty equivalents.

Definition 20 is multisymmetry.

Remark 7 references early studies of the symmetric Choquet integral. %

Grabisch, Michel, Jean-Luc Marichal, Radko Mesiar, & Endre Pap (2011)

The second part of their survey, showing primarily how to define and get many aggregator functions and discussing conorms.


Study several equivalent ways of describing nonadditive set functions, Möbius inverses but also several different ways.


https://doi.org/10.1016/j.disc.2007.09.042

A function is called k-additive if its Möbius-inverse assigns value 0 to all sets of more than k elements. So, there are no interactions involving more than k elements. For each game, a k can be established such that the generalized CORE, containing dominating k-additive functions, is nonempty. A trivial result is k = N with N the total number of elements. But k < N can often be.


*state space derived endogeously*: Shows that for every complete transitive monotone preference on a finite set, always a Savage-type state space can be constructed with SEU maximization. One, trivial, way to do this is take a singleton state space $S = \{s_1\}$ and then the outcome set is the above finite set.


{Hahn-decomposition theorem can be formulated as: For all measures \( v, u \), there exists a set \( A \) such that \( v \) is absolutely continuous with respect to \( u \) on \( A \), and \( u \) is with respect to \( v \) on \( A^c \). This condition is generalized in some sense to capacities. §5 defines conditional expectation for capacity \( v \) w.r.t sigma sub-algebra \( S \): For every regular function \( f \) there exists \( S \)-measurable \( g \) s.t. \( \int_B f dv = \int_B g dv \) for all \( B \) in \( S \). Under some richness (at least four disjoint nonnull sets or something similar) \( v \) has a conditional expectation for every sub-sigma algebra if and only if \( v \) is a measure. %}


{I read this interesting paper, probably given to me by Stef Tijs when I was a Ph.D. student in the early 1980s, before I started to write this annotated bibliography, made handwritten annotations, and “refound” them 06Nov2016. Many of “my” opinions are written in this paper. P. 33 argues that game theory should specify the info that players have, for otherwise it is just individual choice. P. 36 last para: conservation of influence (essentially redefining choice as influence), as I pointed out around 1983. %}


{foundations of statistics: the paper cites Evans et al. (1986). %}


{https://doi.org/10.1007/s11229-019-02164-2 free will/determinism %}


{% information aversion;
Basic paper that starts their work on intrinsic preference for information.

dynamic consistency: favors abandoning RCLA when time is physical.
This can be caused by an intrinsic value of information, even if no better decisions can be made with it. Derive logical relations between preference or dispreference for information and quasi-convexity/concavity of prior/posterior preferences. Use term recursivity for what Luce calls consequence monotonicity, what Segal calls compound independence, what is similar to what was called substitution, etc. %}


{% dynamic consistency; information aversion; assume that timing of resolution of uncertainty matters (is crucial for their SAIL = Single-Act-Information-Loving).
Have results on betweenness and RDU very similar to what Sarin & Wakker (1998, *Journal of Risk and Uncertainty* 17) get with sequential consistency, implying EU in one stage but not the other. We are not aware of logical relations between the results. %}


{% dynamic consistency; value of information; DC = stationarity: end of §4 before appendix. %}


{% source-dependent utility; game theory for nonexpected utility & dynamic consistency: Dixit & Skeath (1999) suggested that with high stakes more risk averse strategies in a two-outcome game is more plausible, but EU says the
height of stakes shouldn’t matter. This paper shows that giving up RCLA and using recursive utility, and not other aspects of nonEU, can resolve the paradox. The authors are in fact using (as they properly reference) the Kreps & Porteus (1978) model.%


{% Harsanyi's aggregation; source-dependent utility: This paper characterizes the Kreps & Porteus (1978) model, well-known nowadays (2005-2023) for its use in the KMM smooth ambiguity model, and also analyzed by Grant, Kajii, & Polak (2001). However, it does so not for the Anscombe-Aumann model, but for the more general Harsanyi (1955) model, but the latter in an extended sense. To see the former point (Harsanyi 1955 more general than Anscombe-Aumann):

Harsanyi has a set of outcomes $X$, with generic element $x$. Can write $x$ as $(x_1, \ldots, x_n)$ with $x_j$ denoting what $x$ means for individual $j$. If $y = (y_1, \ldots, y_n)$ has $y_j \sim_j x_j$ then we identify $x_j$ and $y_j$. That way, Harsanyi’s $X$ becomes an arbitrary subset of a product set $X_1 \times \cdots \times X_n$. A Harsanyi probability distribution over $X$ thus becomes an Anscombe-Aumann probability distribution over $X_1 \times \cdots \times X_n$. In this way Anscombe & Aumann (1963) becomes a corollary of Harsanyi (1955).

Whereas Harsanyi, implicitly, has $1/n$ probabilities over being individual $i$, in which case different subjective (endogenous) weights for different individuals can be interpreted as different welfare weights rather than probabilities, this paper adds an extra structure, making it different (not more or less general than Harsanyi): It additionally assumes probability distributions over the set $I$ of individuals. Thus the choice set is a product set $\Delta(I) \times \Delta(X)$, where $\Delta$ designates set of probability distributions. On p. 1953, beginning of §6, the authors write that Harsanyi worked with $\Delta(I \times X)$, deviating some from the $\Delta(X)$ that I assumed above. I took weights over $I$ in Harsanyi as endogenous and not exogenous. Harsanyi does not write very explicitly about domain, and one can view it in different ways. %}

{% Harsanyi’s aggregation: Generalize Harsanyi by using only subset of lotteries, involving less imagination of the social planners, by considering only lotteries over the identities the observer may assume independent of the social alternative. %}


{% For the same preference domain as in their Econometrica (2010) model, they provide a representation with a dual treatment of the stages (intersecting with the Econometrica paper only in EU), dealing with Fleurbaey’s objection to Harsanyi, getting inequality aversion ex post. %}


{% %}


{% %}


{% Application of ambiguity theory; Intro nicely relates ambiguity of decision theory to linguistic ambiguity. %}

This paper considers robustness of experiments w.r.t. small probabilistic perturbations. For example, an agent exhibiting the typical Allais paradox might in fact maximize EU, be almost indifferent between the options provided, but slightly misperceive the probabilities. A theory is developed of experiments robust against this (being in topological interiors), and many paradoxes are discussed using this criterion.


Game theory can/cannot be viewed as decision under uncertainty: the paper models game theory as Savagean decision under uncertainty.

The authors consider general games. They define states of nature that describe all uncertainties, being not only moves by nature but also all moves of players. For a player an information event is one that she can observe and condition strategy choice on. The authors emphatically assume NO randomization device, which I like. This is the main novelty relative to some preceding general modelings of game theory with ambiguity (discussed on p. 669). They only assume general preferences of players over outcomes, which can be state-dependent (Axiom A1 on p. 648). In fact, they only assume preferences over own strategies when the strategy choices of all others are fixed (sounds normal-form like). This fits with the idea that players choose their strategies independently and cannot influence each other, but not with the idea that in a meta-sense players can still influence each other (“if I come to conclude that x is optimal for me then player 2 will come to conclude that y is optimal for him”). Without further info, it also does not (yet) allow for comparisons of different equilibria. Outcomes can be general combinations of strategies.

A difficulty is that the revealed preference approach to observe preferences over own strategies given strategy choices of all others does not work well in games. It involves problematic thought experiments as in Aumann & Drèze (2008): “imagine that I can only choose between x and y, but my opponents continue to think that I can choose from all my strategies.” The authors write that they will not discuss this issue.

The authors derive the existence of an equilibrium (Theorem 1, p. 656), which
requires richness, more or less a continuum of states. They assume such Savage-type richness of nonatomicity. As they emphasize, their model does not use randomization and does not need expected utility in any sense and can allow for general ambiguity attitudes (p. 642 end of 1st para). The absence of randomization and absence of commitment to expected utility for risk add to the generality of their approach. They do assume many conditionings on events that are observable to a player and there assume something like Savage’s sure-thing principle, or backward induction (p. 650 l. 1). So, it is not a universal sure-thing principle, but still it is a restriction.

It is useful to have a general framework for game theory without commitment to randomization and expected utility, allowing for ambiguity all over the place, and this is the first paper to do so. There is a price to pay of complex richness, general complexity of model, and still a sure-thing principle at some places.

P. 643, end of 2nd para: “It allows us, as well as behooves us, to model equilibrium behavior without the usual technical paraphernalia of convexity or monotonicity of strategies and preferences, and the related praxis that seems to have arisen more from considerations of analytical tractability rather than motivated by, for example, behavioral properties of the underlying preferences.”


They consider sequential observations and then ambiguity with learning. New states may come in as with Karni & Vierø (2013).


Nice generalization of Machina & Schmeidler (1992) by using P4 and a weaker analog of Savage’s P2.


Propose a generalization of mean-variance where the combination of mean and variance is linear. The main contribution: It goes for uncertainty/ambiguity rather than for risk. Assume Anscombe-Aumann. The mean is mean Anscombe-Aumann-EU. Instead of variance they take a generalized dispersion measure, satisfying conditions specified below. The measure of dispersion is the subjective EU an agent would be willing to give up to achieve constant EU over the state space. A generalization relaxing constant absolute uncertainty aversion will be in Chambers, Grant, Polak, & Quiggin (2014 JET).

A probability measure $\pi$ on the state space $S$ is derived subjectively à la Savage (or Anscombe-Aumann). The model is very general and encompasses Siniscalchi’s (2009) vector utility, variational, multiplier, and many other models. The authors share with variational a sort of constant absolute uncertainty aversion. They point out that absolute uncertainty aversion need not always be constant, but they just focus on this case. They axiomatize it in general, given a few inequalities specified below. P. 1363 penultimate para (& p. 1367 5th para): In the models assumed to be special cases, they incorporate Choquet expected utility, apparently implicitly assuming Anscombe-Aumann.

P. 1365: the general form is

$$V(f) = E_\pi(U \circ f) - \rho(U \circ f)$$

where $E_\pi(U \circ f)$ denotes the subjective Anscombe-Aumann EU, and $\rho$ captures dispersion about $E_\pi(U \circ f)$, and $\rho(0) = 0$ for acts with constant k-utility level at every state.

P. 1366 lists axioms. A4 is unrestricted solvability and implies unbounded utility. A5 is constant absolute uncertainty aversion:

$$\alpha f + (1-\alpha)x \geq \alpha z + (1-\alpha)x \Rightarrow \alpha f + (1-\alpha)y \geq \alpha z + (1-\alpha)y$$

for constant acts $x$ and $y$, and also constant act $z$. The latter is immaterial, and
could have been any act g, as the authors point out p. 1366 bottom. Hence the axiom is equivalent to weak certainty independence.

P. 1367 para −4 (also p. 1364 2nd para): without further assumptions, the model is too general to, for instance, have π identifiable. Theorem 1 is called too general to be very useful. (P. 1372 3rd para: in general, any π is possible and π is completely unidentifiable.)

They next consider properties called desirable such as uncertainty aversion (A6 p. 1368: convexity, or A6*: preference for complete hedges, or A7 (p. 1368): certainty betweenness, or A8 (p. 1368): Siniscalchi’s complementary independence, and positivity of ρ, properties that rule out likelihood insensitivity (inverse-S) and, hence, will not work well empirically. Theorem 2 (p. 1368) gives the equivalent properties of ρ.

P. 1373: π is identifiable if local smoothness. Problem is that this is a mathematical notestable condition. P. 1374 5th para: Siniscalchi’s symmetry makes π identifiable.

P. 1375 considers (2nd order) probabilistic sophistication. 2nd order because we have not only π on S but also the Anscombe-Aumann objective probabilities. %


A footnote points out that Epstein & Zhang (2001, Econometrica, second part of Corollary 7.4(a) on p. 287) is incorrect.

{\% Generalize Gul & Pesendorfer’s (2014; GP14) Expected Uncertain Utility Theory by having probabilistic sophistication rather than expected utility for the ideal events. Call their theory Generalized Uncertainty utility (GUU). Another deviation that I think is good is that they do not commit to the ideal events being endogenous, but allow them to be exogenous, and commit to neither. In these annotations, I criticize GP14 for claiming to accommodate the Allais paradox but not really doing so. This paper escapes from that and can really accommodate the Allais paradox.

**event/outcome driven ambiguity model: outcome-driven:** like GP14, almost entirely outcome driven.

They share with G&P the central role of diffuse events, which I think is highly problematic. A big problem is that the exchangeability of diffuse events (Gul & Pesendorfer Axiom 3) leads to violations of dominance. The Grant, Rich, & Stecher (2022 p. 10) were forced by a referee (not me) to discuss this issue. I disagree with their defensive text. Their point that this violation of monotonicity comes from geometric reasoning and not from measure-theory reasoning is completely irrelevant to me. So, I agree much with their referee. Another problem is that diffuse events are often unobservable and even nonconstructive (Brouwer; see Birkhoff 1967 Theorem 13 and Cohen 2008). Roughly, it means that no explicit formula can describe them. And, further, the extreme total-absence-of-info \( \alpha \)-maxmin type behavior towards diffuse events, violating some forms of dominance (p. 10), is not close to any empirical or normative behavior. For example, a diffuse event \( D \) can be a joint union of two disjoint diffuse events \( D_1 \) and \( D_2 \), all three nonnull, and all gambling-equivalent. The authors defend by calling this argument “geometric” and then saying that they do measure theory and not geometry, but I disagree with this defense. Anyway, this is essential in GP14 and cannot be avoided when generalizing GP14.

P. 2 cites papers that have NonEU jointly for risk and uncertainty, and writes as aim that any risk attitude can be combined with any ambiguity attitude. This has been achieved before in Choquet expected utility and its generalization of
(cumulative) prospect theory, for instance in my 2010 book, which, as most of my papers, argues that one better avoid committing to EU for risk (and the Anscombe-Aumann framework). Tversky & Kahneman (1992) is one of many papers in this stream. This stream is not cited here; oh well. %}


{% About Babyloniers and so on. %}


{% principle of complete ignorance: & ordering of subsets: This paper considers rankings of finite subsets of some “motherset,” that is a connected topological space so that it is infinite and even a continuum. They consider all finite sets of size n, for each natural n, so, all finite subsets. They interpret sets as choice objects, let me say prospects, as resulting from decision making under complete ignorance. You know that you get one element from the finite set, but you know nothing more. In a preceding paper they axiomatized maximization of average utility. For what they axiomatize in this paper, first note that sets can be reinterpreted as probability distributions assigning the same probability 1/n to each of the n elements of an n-element set. This way the domain becomes all simple equal probability distributions with the restriction that each outcome can appear only once. Thus we, for instance, do NOT get all simple rational-probability distributions. Anyway, here they characterize a generalization of rank-dependent utility (RDU), where for every fixed n all n-outcome sets are evaluated by an RDU functional, but the weights for different n are completely unrelated. The end of the paper gives some restrictions. In this, they use the tradeoff method. This case has the popular α maxmin models, taking a convex
Gravel, Nicolas & Thierry Marchant (2022) “Rank Dependent Weighted Average Utility: Models for Decision Making under Ignorance or Objective Ambiguity,” working paper.


{% information aversion: poem of 1742; ends with:

   “where ignorance is bliss, ‘Tis folly to be wise”%}

Gray, Thomas (1742) “Ode on a Distant Prospect of Eton College,”

{% Nice early (1960!) application of decision analysis to drilling oil. First part is
descriptive, considerations made with actual decisions, and second part is
prescriptive, doing an actual decision analysis. He assessed utility functions using
the PE method (hypothetical) of many oil prospectors. One person, William
Beard of the Beard Oil Company, had a utility function that could very well be
approximated by \( \ln(y + 150,000) \) on the domain \([-150,000, 800,000]\).

   A simplified didactical version is in Winkler (1972, Example 5.10). Seems he
measured the risky utility function of the owner of an oil exploration company
twice, three months between, finding greater risk aversion the second time but
with reasons of changed circumstances to justify the change. %}

Oil and Gas Operators.” Arno Press, New York; first version 1960, Harvard
Business School.

{% Seems to already have derived Schmeidler’s 1986 representation theorem for
Choquet integral functionals, according to Denneberg (1994). An earlier and
more general result was given by Anger (1977). %}

Greco, Gabriele (1982) “Sulla Rappresentazione di Funzionali Mediante Integrali,”

{% They propose a generalization of the Choquet integral that can be interpreted as
having state-dependent utility or as having outcome-dependent weighting
function. They cite Green & Jullien (1988) and Segal (1989) for a similar
functional for decision under risk. They do not know Chew & Wakker (1996)
who, more generally, consider such functionals also for a state space and who
consider connected topological spaces (in their appendix) generalizing the reals,
and allow for nonlinear, continuous, utility functions. This paper concerns the
special case of the Chew & Wakker (1989) functional for the reals and with
utility the identity.

This paper takes the functional as primitive when axiomatizing its form, whereas Chew & Wakker (1996) did it with the represented preference relation as primitive. Chew & Wakker also point out that 1992-prospect theory is a special case, but, unlike this paper (§9), do not note that the Sugeno integral is also a special case.

P. 15 l. –3 correctly points out that the functional in itself is too general to be very useful. They also analyze the Möbius transform (§8.1), and bipolar generalizations.

I next show briefly how the characterization provided in this paper in Theorem 1 is related to Theorem B1 of Chew & Wakker (1993). Their main characterizing condition, cardinal tail independence (p. 9) implies ordinal independence of Chew & Wakker (Remark A1). The other axioms in Theorem B1 of Chew & Wakker (1993) are implied readily, mainly by the assumed existence of the functional. Thus this Theorem B1 implies the existence of the functional of Chew & Wakker, and all that remains to be proved is that their utility function is the identity, which follows from cardinal tail independence. %}


{\% Into 2nd page or so, about the Sugeno integral: “It appears, however, that this operator has some unpleasant limitations: the most important is the so called co-commensurability; i.e., the evaluation with respect to each considered criterion should be defined on the same scale.” \%}


{\% \%}


{\% Bipolar is the mathematical way of saying sign dependence. \%}

{\% Distinguish between necessary preferences, that are felt with certainty, and possible preferences. Sets of additive value functions represent it. Similar to Gilboa, Maccheroni, Marinacci, & Schmeidler (2010). \%}

{\% \%}

{\% Generalizes PT by dropping gain-loss separability. So, no additive decomposability between gains and losses. \%}

{\% \%}

{\% criticisms of Savage’s basic framework: Argue that of the three concepts states, consequences, acts, it is not self-evident that the former two are given first and that then the third is a mapping from the first to the second. Do a kind of state-dependent version of Ansmcombe-Aumann; argue in favor of EU. \%}

**Dynamic consistency**


A “Birmingham screwdriver” seems to be an expression already used before 1860, indicating a hammer but with the interpretation of the habit of using the one tool for all purposes. *(ubiquity fallacy)*


Seems that they use hypothetical choices; no assumptions needed about utility functions (even though they might not have realized this) they do use the assumption of linear utility in arguing that the intercept changes as the amounts change, while keeping the ratio of amounts constant. It is not the ratio of amounts that they should hold constant, but the ratio of utilities.

Median data reject exponential and hyperbolic discounting; there is decreasing impatience but not hyperbolic discounting.

{\% No new experiment; seems that they don’t fit data at the individual level, only at group level. \%


\% Survey of intertemporal choice together with risky choice. They consider only one nonzero outcome and mostly take linear utility. Then risk attitude is entirely driven by probability weighting, which the authors also call discounting. They consider exponential functions \(\exp(-bx)\), hyperbolic functions \(A/(1+kx)\), and what they call hyperbola-like \(A/(a+kx)^s\). In intertemporal context they take time \(t\) for \(x\), and in risky choice they take odds ratio \(p/(1-p)\) for \(x\) (then the hyperbola-like family is the same as the one used by Goldstein & Einhorn (1987). Why odds ratio would be the analog for time is not clear to me, even if it does cover the same range. So, different behavior of utility for one than for the other (a finding presented in several places) is not clear to interpret, the more so as transaction costs work differently for one than for the other. The authors find that both for intertemporal choice and for risky choice the hyperbola perform better than exponential, and the extra parameter \(s\) improves the fit. From no more than this usefulness of extra parameter \(s\) for time as for risk the authors again and again derive the far-fetched conclusion that the mechanisms for time are the same as for risk, making this the main message of their paper.

They say they find support for inverse-S but this is little surprise if only functions are fit that are inverse-S.

P. 774 claims that hyperbola-like functions fit well at individual level for ALL individuals. P. 774: When they find that the extra parameter \(s\) is worthwhile both for children and for elderly people this is what they conclude: “These findings demonstrate that the hyperbola-like discounting function (Equation 3) is extremely general in that it describes temporal discounting in individuals from childhood to old age.” Variation in payoff (p. 781, top of 2nd column) amounts to tests of constant relative risk aversion.

**loss aversion: erroneously thinking it is reflection:** p. 768 3rd para thinks that loss aversion generates different predictions for losses than for gains, not realizing that loss aversion is only about exchanges between gains and losses.
real incentives/hypothetical choice: for time preferences: they have several references on it on p. 775. %}


{ % Seems that they use Mazur discounting and linear utility;
Choice task between delayed reward (with fixed amount) and immediate reward. Immediate reward was adjusted to find indifference point. Delays between 3 months and 20 years. Delayed rewards between $100 and $100,000.;
Hypothetical questions. Larger amounts are discounted less than smaller amounts. This could be explained by convex utility (and not by concave). Hyperbolic discounting fits data better than exponential, which could also be explained by convex utility (possibly also by concave utility).
Authors give an overview of explanations for the fact that discounting varies with reward size: overview of magnitude effect.
Data of 4 of the 24 subjects plotted at the individual level. %}

{ % Seems that they use exponential, Mazur, and general hyperbolic discounting; hypothetical questions; assume linear utility; fit data at individual level; fix delayed amount, 8 delays per subject and find immediate amount; claim that for children in 2 out of 12 cases exponential and hyperbolic discounting could not fit the data (R² less than (???) or equal to 0), for young adults also 2 out of 12, for older adults 2 out of 32; Fig 1, 2, and 3 may show some concave parts of the discount functions. %}

{ % %
Green, Paul E. (1963) “Risk Attitudes and Chemical Investment Decisions,”
Chemical Engineering Progress 59, 35–40.


The authors seem to think that all violations of EU are due to misunderstanding utility.

**risky utility** \( u = \) **strength of preference** \( v \) (**or other riskless cardinal utility, often called value**); Participants did direct quantitative judgments of utility. Next they did welfare evaluations, and risky decisions (sure vs. two-outcome gamble) where outcomes were money and where outcomes were their own utility assessments. For utility outcomes, risk aversion remained though less pronounced than for monetary outcomes. For welfare, similar aversion to equity. The result is plausible if risky utility = direct assessment and there is extra risk aversion because of nonEU, say probability transformation. However, the authors never consider the possibility that the subjects may deviate from EU (and additively-separable utilitarianism). Instead they argue that all deviations are caused by misunderstandings of the concept of utility.

P. 245 4th para, about participants facing outcomes in terms of their own direct assessments of utility, and nicely and appropriately suggesting that the participants just treat these as monetary outcomes:

“In making such esoteric judgments, do they take the pains necessary to exclude whatever momentarily inappropriate intuitions they have developed over a lifetime of reasoning about the goods of everyday life?”

P. 246 first half gives informal version of the aggregation argument. %} 


{| survey on nonEU: Well on EU that is. Gives nice survey of empirical risk studies up to that point, especially regarding relations with demographic variables.  
**questionnaire for measuring risk aversion:** Uses it. No significant correlation between risk attitude measurements and general insurance questions. Maybe because former are for mixed prospects, and latter for losses. |


{| https://doi.org/10.1007/s10654-016-0149-3
**foundations of statistics:** Discusses p-values. The paper does not bring new insights but does an exceptionally thorough job. Especially impressive is that it has 100 or so references on the topic. I kept track of such references all my life and the keyword “Foundations of Statistics” gives about 120 references at this moment of writing (01Nov2016).

The paper many times repeats that p-values and the like are only valid if all assumptions made are valid, which I do not find very informative. Only point to note is that p-value is probability conditional on $H_0$ being true.

P. 338 2nd column 1st para: “Many problems arise however because this statistical model often incorporates unrealistic or at best unjustified assumptions. This is true even for so-called “non-parametric” methods, which (like other methods) depend on assumptions of random sampling or randomization.”

P. 338 2nd column 2nd para points out a problem of classical methods that is avoided under the likelihood principle: “There is also a serious problem of defining the scope of a model, in that it should allow not only for a good representation of the observed data but also of hypothetical alternative data that might have been observed.”

P. 338 2nd column 2nd para “many decisions surrounding analysis choices have been made after the data were collected—as is invariably the case [33].”

P. 339 1st column 3rd para “In conventional statistical methods, however, “probability” refers not to hypotheses, but to quantities that are hypothetical frequencies of data patterns under an assumed statistical model. These methods are thus called frequentist methods, and the hypothetical frequencies they predict are called “frequency probabilities.”"
P. 343 the 16th common misinterpretation of P value comparisons and predictions:

“16. When the same hypothesis is tested in two different populations and the resulting P values are on opposite sides of 0.05, the results are conflicting.

No!" So, if one test rejects a null hypothesis $H_0$, and another does not, then this is not inconsistent because accepting $H_0$ does not mean much.

P. 343 the 17th common misinterpretation of P value comparisons and predictions: “17. When the same hypothesis is tested in two different populations and the same P values are obtained, the results are in agreement. No! Again, tests are sensitive to many differences between populations that are irrelevant to whether their results are in agreement. Two different studies may even exhibit identical P values for testing the same hypothesis yet also exhibit clearly different observed associations. For example, suppose randomized experiment A observed a mean difference between treatment groups of 3.00 with standard error 1.00, while B observed a mean difference of 12.00 with standard error 4.00. Then the standard normal test would produce $P = 0.003$ in both; yet the test of the hypothesis of no difference in effect across studies gives $P = 0.03$, reflecting the large difference $(12.00 - 3.00 = 9.00)$ between the mean differences.”

P. 347 penultimate para sings the usual song of statistical analyses. %)


{%= Pp. 36-37: “The term “uncertainty” is meant here to encompass both “Knightian uncertainty,” in which the probability distribution of outcomes is unknown, and “risk,” in which uncertainty of outcomes is delimited by a known probability distribution. In practice, one is never quite sure what type of uncertainty one is dealing with in real time, and it may be best to think of a continuum ranging from well-defined risks to the truly unknown.”

P. 37: “In essence, the risk-management approach to monetary policymaking is an application of Bayesian decision-making.”

P. 37: “Given our inevitably incomplete knowledge about key structural aspects of an ever-changing economy and the sometimes asymmetric costs or benefits of particular outcomes, a central bank needs to consider not only the most likely future path for the economy, but also the distribution of possible outcomes about that path. The decision-makers then need to reach a judgment about the probabilities, costs, and benefits of the various possible outcomes under alternative choices for policy.”}
P. 37: “The product of a low-probability event and a potentially severe outcome was judged a more serious threat to economic performance than the higher inflation that might ensue in a more probable scenario.”

P. 38 suggests ambiguity aversion: “When confronted with uncertainty, especially Knightian uncertainty, humans beings invariably attempt to disengage from medium- to long-term commitments in favor of safety and liquidity.”

P. 38: “In pursuing a risk-management approach to policy, we must confront the fact that only a limited number of risks can be quantified with any confidence.”

(P. 38: “…how … the economy might respond to a monetary policy initiative may need to be drawn from evidence about past behavior during a period only roughly comparable to the current situation.”

P. 39, that subjective info cannot be ignored: “Yet, there is information in those bits and pieces. For example, while we have been unable to readily construct a variable that captures the apparent increased degree of flexibility in the United States or the global economy, there has been too much circumstantial evidence of this critically important trend to ignore its existence.”

P. 39: “Thus, both econometric and qualitative models need to be continually tested.”

P. 40: “In fact, uncertainty characterized virtually every meeting, and as the transcripts show, our ability to anticipate was limited.”


{\% foundations of statistics; shows many biases in research results that result from statistical hypothesis testing. Superficial reading suggests it is a nice paper. \%}


{\% Points out that within-subjects has more power. Gives a balanced account of pros and cons of within- and between-subject designs. \%}


{\% \%

“Few studies attempt to estimate $\alpha$ though.”

Using comments by Frans van Winden of March 16, 2005:

On Table 4: Dividing the implied average coefficients of relative risk aversion, mentioned below the table, by the estimates of absolute risk aversion (alpha-hat in Table 4), I get an estimate of mean consumption that is (roughly) between 1.3 (167/130) and 2 (209/104). Is this 1300 and 2000 dollar, respectively? If so, is it then correct to say that the alpha-hat is between 0.08 (104/1300) and 0.05 (104/2000) in dollars (and somewhat higher if we use 130 instead of 104 as estimate of alpha-hat)? %}

Gregory, Allen W., Jean-François Lamarche, & Gregor W. Smith (2002)

{Cited by Schkade on SPUDM ’97: Preference elicitation should be architectural rather than archaeology. It seems that they wrote on p. 179: “not as archaeologists, carefully uncovering what is there, but as architects, working to build a defensible expression of value.”%


{natural-language-ambiguity: Seem to investigate tolerance of ambiguity (in general natural-language sense) only from negative perspective regarding threat, discomfort, and anxiety, and not regarding positive aspects such as curiosity and attraction toward ambiguous situations. %}


{ % %}


Examine big data set on people’s estimates of their survival probabilities. Inverse-S fits the data well. Likelihood insensitivity correlates well with direct measurements of cognitive ability, supporting its cognitive interpretation. 

(\textbf{cognitive ability related to likelihood insensitivity (= inverse-S)}).

I would reinterpret this study as one on ambiguity using the source method (Abdellaoui et al. 2011). People face uncertain probabilities and the probability weighting function is a source function. %}


\% updating: testing Bayes’ formula: Descriptively examine Bayesian updating. Distinguish between strength of evidence, which is what probability it would generate if there were no other evidence (or if its “weight” were infinite), and weight of evidence which is how much this evidence will weigh relative to other
(say, prior) evidence. For example, if we make a number of observations strength
is the observed relative frequency, and the number of observations is the weight.
The authors conjecture that subjects are not sufficiently sensitive to the weight
dimension, and treat weights as all the same, “average,” which means
underestimating large weights and overestimating small weights. Verify it in a
number of experiments. It explains patterns of both over- and under-confidence
found in the literature. %}


{% They compared betting odds of people with frequency of winning. The former is
interpreted as derived from decision weights, the latter as objective probability.
For example, for horses with betting odds derived from decision weight .10 the
frequency of winning is smaller, say .08, suggesting that objective probability .08
is transformed into decision weight .10.

inverse-S: Racetrack betting finds nonlinear probability inverse-S weights.
These data from a different domain do corroborate Preston & Baratta (1948) with
intersection of diagonal around .18. Main drawback of horse racing data is that
the population is more risk seeking than average people are.

P. 290 argues that people perceive probabilities nonlinearly. %}


{% Seems inverse-S.; not in Holland %}

Kentucky Academic Science* 22, 78–81.

{% Asks subjects (two population samples of each ±10,000) hypothetical choices
between (now: $1000) vs. (in 2 years: $1500) and (in 5 years: $1000) vs. (in 7
years: $1500), as tests of patience and one test of stationarity. Relates it to
smoking. Present-biased people do not smoke more, but have harder times
quitting. %}


First editions of the book were in 1812 (Vol. 1) and 1814 (Vol. 2). The 7th was final. They died after. conservation of influence: “Hans im Glück” %


People must choose between risky allocations over themselves and others, so that risk attitudes and fairness both play a roe. %


On disposition effect: people hold on to losing stocks and sell gaining stocks. %


foundations of quantum mechanics %


SPT iso OPT: Eq. 13 %


CBDT; do one numerical specification of CBDT, and compare it to one other predictive model invented by the authors themselves (a MAX heuristic). They find that CBDT better predicts choices if current info is available, but that their model invented by themselves does better otherwise. A difficulty is how to, when implementing a second memory, make the info of the memory first implemented disappear. The authors do so by telling subjects that for the second memory they should take the info of the first memory as irrelevant.


intertemporal separability criticized; seems to question additivity of disjoint time periods.

This paper shows that subjects have a preference for skewness (always taken to be positive skewness), citing preceding literature finding this too. The paper only considers gains. It presents choices between prospects that have the same expected value and variance (taken as riskiness), but differ in skewness. If subjects positively evaluate skewness, they are of course willing to take some extra risk so as to get extra skewness, as this paper shows empirically. Importantly, §4.5, p. 213, shows that preference for skewness is indistinguishable from the overweighting of small probabilities. Thus preference for skewness amounts to the same as inverse-S probability weighting. Prudence amounts to the same. Unfortunately, the authors only cite 1979 prospect theory for it, and not the many more recent papers showing it. The keywords “inverse-S” and “risk seeking for small-probability gains” in this annotated bibliography give many papers on it.


Intuitive versus analytical decisions; Mechanical Prediction means based on quantitative (statistical, computer, etc.) analyses, and clinical means direct intuitive judgments by specialists (unfortunate term, originated from medical domain and now has become generally accepted). This meta-analysis finds that in most cases the mechanical predictions did better.

I agree that mechanical does better than commonly thought, and deserves more attention. The work done in decision theory can be considered to be one big attempt at promoting quantitative analyses. Still, mechanical will not be preferable in most cases.

Concerning a different but more interesting question, when can mechanical
analysis contribute something at all to other such as clinical analyses, I guess that it can in 1 out of 10,000 cases. 1 out of 10,000 is so much that it is worth dedicating one’s life to. So, how come about the finding of this meta-analysis? I think that it was subject to a selection bias. Published studies concern those rare and interesting cases where mechanical can do something. The obvious point that mechanical mostly doesn’t work is too trivial to be published. \%


\%


\%


\%


\%

Argues against libertarian paternalism, that it is manipulative, deliberately circumventing people’s own deliberations, deliberately not making clear to people what they do, and that it will certainly not work if people see through it. I disagree with all these views. \%


\%

[https://doi.org/10.1214/16-STS561](https://doi.org/10.1214/16-STS561)

{\% Seems to show relations between proper scoring rules and convex functions. A person in proper scoring rule is as if minimizing a convex function over convex set of probability measures. \%


{\% three-doors problem; updating: discussing conditional probability and/or updating: Many papers have discussed the issue that conditioning on an observed event can only be done under a ceteris paribus assumption, entailing that the observation does not carry other information, and does not affect anything conditional upon the event. This paper provides mathematical conditions and formulas stating when exactly Bayes formula for conditioning holds and when not, referring to some other recent papers, and many statistical papers, on similar issues. The mathematics by itself is not particularly hard, but is illuminating by bringing in the right concepts. The three-doors problem provides a good illustration of when a naïve version of Bayes formula need not hold. No one will, after reading this paper, ever again fall victim to forgetting the ceteris paribus condition of Bayes’ formula. The precise mathematical statements work better than vague philosophical discussions.

Nice concept: The naïve [state] space contains only the states that determine the consequences resulting from acts. There are also observations, which do not directly affect consequences of acts, but only indirectly through their influence/information about the naïve state space. To condition upon information often more than just the naïve state space is required. We also need to know the probabilities of the “sophisticated” state space, which describes both the naïve states and (part of) the observations; i.e., what Shafer called the protocol. In the three-doors problem, you also need to know what the jailor does when he has a choice which of the other two prisoners to indicate, before you can calculate posterior probabilities. The sophisticated space should also describe those things. \%


I spent several hours (spread out over years, starting from Gudder’s paper) on finding out if not the axiom M5, cancellation, was implied by the others, M1–M4 and M6. It almost is, but not completely. I did observe a possible weakening of M5 in the presence of the other axioms. It can be derived (took me some hours) from Axioms M1–M4 and M6 that [ApC = BpC for some 0 < p < 1] implies [ApC = BpC for all 0 < p < 1]. So, then only for p = 1 we may have inequality. Hence, Axiom M5 may be weakened to: if ApC = BpC for all 0 < p < 1, then A=B. Examples violating this condition, but satisfying M1–M4 and M6, can be constructed.

An open question to me is if in the axioms, in the presence of the full force of M5, the ‘three-dimensional’ associativity can be weakened to the ‘two-dimensional’ associativity as has been used by von Neumann & Morgenstern and others.”

foundations of quantum mechanics; notion of probability in quantum theory; compares quantum-probability theory with Kolmogorov-probability theory. %)


CBDT: Analyzes optimality results when the similarity function is concave in a Euclidean distance measure. Some anomalies of nonexistence can be resolved by allowing convexities in the similarity function. %)


Application of ambiguity theory;
Analyze market populated with EU maximizers and smooth ambiguity maximizers, who will survive in the long run under all kinds of assumptions and who will affect market prices. %)


Social planner trades off preference for flexibility against ambiguity aversion of individuals in a society; axioms are given. %)


A theoretical paper on auctions with EU, showing that in general the utility function is not identifiable, but it is under some exclusion restrictions. %)

Multiattribute utility à la Keeney & Raiffa, with attributes referring to time points. A nice weakening of utility independence, referring only to preceding time points, leading to semiseparable utility.

Appealing case of Keeney & Raiffa’s (1976) utility independence: Attributes 1,...,n refer to time points. Each timeset \{j,...,n\} is utility independent from past consumption iff a “semi-separable” utility \( U(x_1,...,x_n) = \sum_{j=1}^{n}(u_j(x_j) \prod_{i=1}^{j-1} c_i(x_i)) \).)


Defines more risk averse in the smooth ambiguity model, applying the Yaari technique to the vNM utility function. Say it becomes more risk aversion by a concave utility transformation h, replacing u by h(u). Then the smooth ambiguity aversion function \( \phi \) has to be replaced by \( \phi(h^{-1}) \). So, risk and ambiguity attitude are not well separated.


Happiness depends on income but also on reference level. Reference level has negative effect on utility in Western Europe, but positive in Eastern Europe, probably in being predictor for future utility.


small probabilities; anonymity protection

{% Application of ambiguity theory; Survey of the use of ambiguity models in finance. %}


{% CBDT %}


{% https://doi.org/10.1162/JEEA.2008.6.6.1109
 linear utility for small stakes: This is how they justify, in §2, why they use a hypothetical question with a large amount. In this, they correctly specify that they assume expected utility.

 decreasing ARA/increasing RRA: this is what they find.

 Use household survey data of 8,135 subjects of 1995 Bank of Italy Survey of Household Income and Wealth (SHIW). Risk attitude is measured through the following question, presented “unprepared”:

 “We would like to ask you a hypothetical question that you should answer as if the situation were a real one. You are offered the opportunity of acquiring a security permitting you, with the same probability, either to gain 10 million lire or to lose all the capital invested. What is the most that you would be prepared to pay for this security?” Here 10 million lire is about $5000. I am afraid that the question leaves many ambiguities. The authors have in mind that it designate a 50-50 prospect. Problem 1. However, one thing unclear is whether not also other outcomes might occur. In practice that will always be the case, so that it is very likely that subjects will assume that there could be other outcomes.

 Problem 2. A second difficulty is the vagueness in “with the same probability.” In practice, people never have probabilities given for securities, so, the subjects won’t know what probability is being referred to, and will have a hard
time picking up that these probabilities are the same.

Problem 3. A third difficulty is that the subjects don’t know what guarantee they have that their money will be treated in a fair way. If you invest in stocks you may lose all money, but you will read in the paper that that was the “fair” outcome that the bank had to offer you. If you just give money to a stranger under the terms that maybe the stranger will not return the money, and you don’t know the rules of the game, you just will not do it because you don’t trust the stranger.

The data, indeed, are bad. Of the 8,135, more than half, 4,677 subjects, were either not willing to pay any positive amount for the security. 3,091 wanted to pay only 0 for it, and 1,586 said they did not know. Only 3,458 were willing to pay a positive amount. The authors argue that it is because of the “complexity” of the question and that it is good to get rid of those who don’t understand, but I think that the security is way more unfavorable than the authors take it. It is also unfortunate that the subjects dropped are not randomly misunderstanding, but comprise the most risk averse and ambiguity averse among the subjects.

Despite the above problems, the data set is so very nice that it is still interesting to analyze the relation between the answers given and demographic variables etc., among the 3,458 that did want to pay a positive amount.

In this group, the young take less risks than the old.


{% Idea of the model: To prepare, first consider traditional EU for \((p_1:x_1, \ldots, p_n:x_n)\), with \(x_1 \geq \ldots \geq x_n\). Then CE (certainty equivalent) satisfies, with \(x_k \geq CE \geq x_{k+1}\),

\[
\text{SUM}_{i \leq k} p_i(U(x_i) - U(CE)) = \text{SUM}_{j > k} p_j(U(CE) - U(x_j)).
\]

This paper considers a generalization of EU where there exists a \(\beta > -1\) such that the CE satisfies

\[
\text{SUM}_{i \leq k} p_i(U(x_i) - U(CE)) = (1 + \beta) \text{SUM}_{j > k} p_j(U(CE) - U(x_j))
\] (*)

That is, the disappointing outcomes (worse than the lottery, so, than its CE) are reweighted by a factor \(1+\beta\). \(\beta > 0\) is in the spirit of loss aversion. In his equation on top of p. 673, the weights are \(\alpha/(1+(1-\alpha)\beta)\) and

\[(1+\beta)(1-\alpha)/(1+(1-\alpha)\beta),\]

so, the bad outcomes are indeed overweighted by \((1+\beta)\) relative to the good outcomes, confirming my Eq. (*). Eq. (*) is easiest to understand and analyze the model, I think.

P. 670 above Def. 1 for once and for all imposes that big sure money amounts are preferred to small ones, which will imply that utility is strictly increasing. Stochastic dominance can readily be inferred from Eq. (*) above, where by transitivity it suffices to consider only improvements that do not cross the \(u(CE)\) level: If one outcome is increased then, both if \(\text{SUM}_{i \leq k} p_i(U(x_i) - U(CE))\) was increased and if \(\text{SUM}_{j > k} p_j(U(CE) - U(x_j))\) was decreased, to maintain the equality, the CE value has to increase too. Thus we get classical weak stochastic dominance (increasing any monetary outcome weakly improves the prospect).

**biseparable utility:** p. 677 points out that for two-outcome lotteries this theory is a special case of rank-dependent utility, with probability weighting function (I write \(p\) for probability where Gul writes \(\alpha\))

\[p \rightarrow p/(1 + (1-p)\beta).\]

If the probability of the worst outcome is \(1-p\), then its weight is \((1-p)(1+\beta)/(1 + (1-p)\beta)\). In other words, we at first leave the good-outcome probability \(p\) unaffected but give the bad-outcome probability \(1-p\) and extra weight factor \(1+\beta\). Then we normalize. This means that the Wakker & Deneffe (1996) **tradeoff method** also measures utility for Gul’s disappointment aversion theory. Pity I did not know this before Sept. ’98, so could not mention it in the 96-paper.

Disappointment aversion is a betweenness model, having linear indifference sets and EU within each indifference set, and satisfying quasi-convexity and quasi-
concavity w.r.t. probability mixing. (It is not a special case or Chew’s (1983) weighted utility.) I guess that Gul did not know these models when inventing his theory, but with his creativity just automatically invented the best and nicest model that can be. %}


{% Gives a mixture-like axiom (Assumption 2, nowadays (1995-2023) called act-independence) to characterize proportionality of additive value functions. Faruk told me how the paper came about: He had to teach Savage (1954) to students, but thought it was too difficult and that he wants something simper. His way of getting vNM-type mixture independence in the uncertainty model is very appealing, to the extent that I find it brilliant. %}


{% %}


{% Aumann (1987, Econometrica) introduced correlated equilibria but based it on an, I think, unsound application of Savage’s (1954) model. For instance, Aumann had states of the world describe acts and probabilities which cannot be because probabilities and acts can be defined only if first already states of the world have been defined, in Savage’s model. In this paper, Gul also criticizes Aumann’s model. A reply by Aumann follows. %}


{% %}


Faruk listed “at least 5 ways to deal with the problem” [of time inconsistency] and listed the following five, where I added texts between square brackets.

Strotz (forever game yourself) [sophisticated]
Rabin-O’Donogue (forever disappoint yourself) [naive]
Machina (don’t backward induct; bygones are not bygones) [resolute]
Epstein-Schneider (only use the clock at 9pm and 9am) [only in particular informational situations satisfy particular conditions]
Kreps-Porteus (1978) (the two problems are intrinsically different) [give up RCLA]


Dynamic consistency; all conditions concern sets of optimal probability distributions in a choice situation and, thus, within equivalence classes, which is equivalent to betweenness.

If agents can choose their time of decision, these points seem to be clustered together, because they can anticipate about each others’ information in some sense. 


https://doi.org/10.3982/ECTA16190

**value of information**

An evolving lottery means a probability distribution at each timepoint. A random evolving lottery is a probability distribution over those. This is like the original Anscombe-Aumann framework, which had lotteries both before and after the horse race. One thing studied is the preference for nonintrinsic info.


**dynamic consistency**: Seem to argue against the multiple-agent view of dynamic decisions. Dynamically consistent agents may prefer that some ex ante inferior options are deleted.


**dynamic consistency**: In dynamic decisions, planned choice usually plays a big role. But we cannot observe plans. This paper does not have plans in the formal model. At time point 1 we choose between decision problems at time point 2.
this they apply principles of revealed preference, and signals of lack of self-
control in case of strict preference for subsets, etc. {%


{%
A preference axiomatization of random expected utility for random choice: A
probability distribution over vNM utilities leads to random choice. Preference
axioms: Mixture continuity, monotonicity (adding prospect to choice set of
feasible prospects does not increase probability of choosing another prospect) and
independence. {%

*Econometrica* 74, 121–146.

{%
dynamic consistency: compulsive consumption: if deviating from prior-
commitment consumption. Addiction: If consumption leads to more compulsive
consumption. They do dynamic model with cycles of addiction and voluntary
commitment to prohibition. {%

Economic Studies* 74, 147–172.

{%
Endnote 3 explains why the authors avoid the term behavioral economics. They
focus on the issue of using choiceless inputs in economics, departing from the
revealed preference paradigm. However, they then unfortunately mostly focus on
one small subset of choiceless inputs: Neuro-economics inputs, and often seem to
take the latter as fully capturing the former. (P. 9 middle calls “psychology and
economics,” their term for behavioral economics, a predecessor of
neuroeconomics!?). This is because they react much to a Camerer, Loewenstein,
& Prelec (2005) paper that greatly overstates the role and potential of neuro-
economics.

They take a very strict and I think overly dogmatic revealed-preference
viewpoint. (The famous Becker & Murphy 1977 is another example of a paper
with such overly dogmatic viewpoints.) Again and again they argue that
economics can ignore choiceless inputs, because, as they argue, those are defined
to be outside of economics. But it cannot be denied that sometimes choiceless
inputs can better predict consumer choices or, say, patient preferences, than choice-based inputs. The authors never take issue with this point, leaving me puzzled. The real reason why the ordinalists in the 1930s chose to go this way is that it gives unambiguous clear definitions, as a pro, with the con of losing inputs and info. The tradeoff between this pro and con cannot be judged on methodological arguments, or in an ivory tower. It came from over half a century of experience, showing that the con of losing inputs and info is too big. Such arguments are not found in this paper. To understand such points, it is better to have worked in a hospital for a year (one can never explain doctors that they should ignore info they read from the faces of patients, also for economic decisions on which money to spend on which treatment …) than to have proved theorems in an ivory tower. 😊

Typical is p. 2 3rd para, on subjective states and hedonic utility being legitimate topics of study. “This may be true …” So, about the whole field of psychology, they don’t say that it is legitimate, but only that it may be legitimate. %


ABBREVIATIONS:

GP: Gul & Pesendorfer
GP14: Gul & Pesendorfer (2014), being this Econometrica paper
GP15: Gul & Pesendorfer (2015), being the JET paper

GP14: This paper is close to Jaffray (1989) (see below), only cited on p. 20. Would have been more appropriate to cite Jaffray in the intro.

SUMMARY PART 1. This paper (GP14) considers a Savage framework with acts mapping state space $\Omega$ to outcome space $X = [\ell, m] \subset \mathbb{R}$. The paper considers all maps from $\Omega$ to $X$, and imposes no measure-theory restrictions here. (Non-
measurable sets will be crucially used.) A sub-$\sigma$-algebra of events (called ideal), and acts measurable w.r.t. them, satisfy all of Savage’s axioms and has SEU, with utility $v$ and subjective probability measure $\mu$. It is atomless and countably additive, so that it has the full richness of the continuum with ample space for nonconstructive concepts, and those will be heavily used through diffuse events for instance. Anyway, GP do not want to commit to taking the ideal events being risky with known probabilities. (GP15 p. 469 calls them least uncertain.) These events are characterized by satisfying the sure-thing principle, thus allowing for conditioning, also for their complement. All such events are ideal. (In general, the collection of events with SEU maximization need not be intersection-closed. In this respect this paper is restricted, but it is OK that one doesn’t always maximize generality.)

For all non-ideal events, the inner and outer measure are taken w.r.t. $\mu$. For each act $f$, a tightest ideal lower bound $[f]_1$ and a tightest ideal upper bound $[f]_2$ exist with the pair $([f]_1,[f]_2)$ called the *envelope*.

GP14 P. 5 Theorem 1 gives the representation of their expected uncertain theory (EUT)

$$\int u([f]_1,[f]_2) d\mu$$

where the bivariate $u$ is *interval utility*: $u(x,y) = \alpha_{x,y}v(x) + (1-\alpha_{x,y})v(y)$ with $0 \leq \alpha_{x,y} \leq 1$ (always $x \leq y$) and $\alpha_{x,y}$ depends on $x$ and $y$ but, as appears from notation, does not depend on $f$ or on events otherwise. $u$ is continuous and monotonic and $\mu$ is countably additive (with sigma-algebra complete). GP interpret $\mu$ as uncertainty perception and $(\alpha_{x,y},v)$ as uncertainty attitude. GP15 p. 470 interprets $v$ as “risk attitude for ideal events,” but the authors use the term risk very differently than I do (I discuss this point at GP15).

As for axioms, the usual weak ordering and monotonicity in outcomes (Savage’s P3) are imposed, and pointwise convergence continuity, giving countable additivity of $\mu$ and also continuity of $u$. For ideal events we also have Savage’s P2 (sure-thing principle), P4 (more likely than) and P6 (tight and fine), giving SEU there. For nonideal events, complete absence of info à la Jaffray (1989) and others is imposed through Axiom 3 (called interchangeability of diffuse events by GP15), with weak monotonicity and the symmetry that
necessitates violation of strong monotonicity (betting on D₁ is equally good as on D₃ ∪ D₄ but then also as good as on D₁ ∪ D₂). It implies that only the infimum and supremum outcomes matter there, leading to the interval utility. Diffuse events are maximally nonideal, with inner measure 0 and outer measure 1, nonnested with every nonnull ideal event. Axiom 3, the only nonEU axiom, is only imposed on diffuse events, implying it for all nonideal events through the other axioms.

**SUMMARY PART 2.** Then the paper gives several comparative results in §3 (pp. 8 ff) and later. I find the following text on p. 8 misleading. The authors claim that EUU achieves separation between attitude and perception, but in reality their result only compares attitude assuming the same perception. The authors suggest that they can handle different perceptions but this is just by equating them across agents, which involves not-directly-observable theoretical constructs. It is like me claiming that I can compare agents with different utility functions of outcomes by simply replacing outcomes by their utility values. Here is the text:

|“Lemma 3, below, shows how the EUU model achieves separation between uncertainty perception and attitude. Consider two EUU agents with identical priors. How these agents rank acts depends only on their uncertainty attitudes (i.e., interval utilities). When the two agents have different priors μ, μ-bar, we can still isolate the uncertainty attitude by controlling for the uncertainty they perceive (λµ = λµ-bar). Lemma 3 establishes that two agents have the same uncertainty attitude if and only if one’s interval utility is a positive affine transformation of the other’s interval utility.” [italics added] |

They provide the following results:

(1) Agent 2 is more cautious than agent 1 if, for the same interval lottery (probability distribution over outcome intervals) the former has lower certainty equivalents than the latter, which holds iff v₂ is more concave than v₁ and each uncertain interval [x,y] has a lower certainty equivalent for agent 2 than for agent 1. (Theorem 2, p. 9) This condition suggests to allow for different μ’s, but I disagree (see above).

(2) Agent 1 is more uncertainty averse than agent 2 if she compares interval lotteries less favorably to noninterval (μ) lotteries. It is equivalent to being more cautious but having the same v (up to level and unit). (Corollary 1, p. 10)

(3) There is also a comparison of one event being more uncertain than another, which happens iff its probability interval is a superset of the other’s. (Theorem 3
p. 10) Corollary 2 in §4 relates it to a greater gap between belief and plausibility of Dempster-Shafer belief functions.

Theorem 5 (p. 14) considers $\alpha$ independent of $x$ and $y$ and shows that the EUU model then becomes a special case of CEU/RDU and $\alpha$ maxmin. Then it is tractable. But it is the topic of GP15, called HEU, and, more there.

§5, p. 14, turns to Ellsberg, so, source dependence (they only consider source preference). It considers urns with finitely many balls and several possible compositions (so, several possible relative frequencies—my term). An event is experimentally unambiguous if it has the same relative frequency for each composition. Here is the only interpretation of ambiguity in GP14. It gives a lambda system, but not a sigma algebra of experimentally unambiguous events, and they can be different from ideal events. A finite source is a collection of experimentally unambiguous events if any pair of them with the same relative frequency is exchangeable. So, it is like a finite exchangeable partition. It is a special case of “local” probabilistic sophistication. P. 17, 2nd displayed eq., states that the relative frequency then is the betting preference, but I think that that should be a possibly nonlinear transformation (depending on the source) of that relative frequency. The paper then defines as Ellsberg experiment a source preference for the experimentally unambiguous events over corresponding other events. P. 21 (Conclusion) and throughout say that ideal events are perfectly quantifiable and diffuse events are completely unquantifiable.

EVALUATION

GP14, and especially its followup GP15, model ambiguity (they mostly write about uncertainty, which is more correct but less fashionable) similarly to the source method, which I most like to work with. In this sense it is the model in the literature by others than my friends/co-authors that is closest to my interests and opinions. For instance, it also puts source dependence (introduced by Tversky but discovered independently by Ergin & Gul 2009) central, and does not focus on uncertainty aversion but explicitly allows for insensitivity. (GP15 p. 467 2nd para lists these views, and on p. 473 uses the expression “uncertainty loving at poor odds” to capture insensitivity).

On many details I have different interpretations (see later). The violation of
monotonicity, mentioned below GP14 Axiom 3, is a very serious problem. I think it should have been discussed more rather than almost being put under the cover. Further, the use of nonconstructive mathematical tools such as the continuum hypothesis used to show the existence of many diffuse events, used in the only nonEU Axiom 3, is very unsatisfactory for an empirical theory (but can be fixed—see below). Especially for someone like me coming from the Holland, the country of Brouwer. The assumed preference conditions for nonideal (e.g., diffuse) events are also too extreme and unrealistic both empirically and normatively (in a way similar to $\alpha_{\text{maxmin}}$ (p. 7), but more extremely). They, for instance, rule out expected utility maximization, which is necessarily violated in this model. (They have countable additivity and atomlessness of $\mu$ on the ideal events, which means that the ideal events cannot comprise all events (Banach & Kuratowski 1929; Ulam 1930).) As regards this deviation from EU, it is also impossible to have it gradually. Lemma 2, that every lottery over outcome intervals is present in the domain, also crucially depends on the assumed continuum hypothesis, unfortunately.

Another difference is that my papers are explicitly descriptive and seek much to link with data. GP14 are not explicit on it, but, as mostly in theoretical papers on ambiguity, do not try much to link to data, only Ellsberg and a Machina paradox. Yet, GP do better than almost any other theoretical paper in this regard in GP15 p. 467 2nd para, where they well seek to accommodate the main empirical findings. Jaffray in his related model clearly wanted to be normative, but few will follow his extreme aversion to using subjective inputs to model uncertainty (only utility of outcomes can be subjective for him).

The axioms of Theorem 1 (on the general theory) are admirably efficient, staying close to Savage’s with the variations easy to understand. The handling of nonideal events through sups and infs is rigid but in return tractable. The rigidity concerns that we don’t use any likelihood info other than what can be captured through the additive (even in SEU) probability $\mu$. The whole work transpires great creativity.

Unfortunately, the comparative axioms involve theoretical constructs such as $\mu$ and are not directly observable from preferences. Thus, GP give mathematical theorems that can serve in derived-measurement analyses where one can use
utility and so on as inputs, but they cannot qualify as good (preference-foundation) decision-theory results. Papers co-authored by Gul often have this.

==================================

ABSENCE OF MEASURE THEORY, AND NONCONSTRUCTIVE INPUTS (E.G. FOR DIFFUSE EVENTS)

It is common in probability theory to impose measure-theory structure, with (sigma)-algebras of events and measurability restrictions, because, without those, weird events and random variables (acts) exist. For instance, it is impossible to have a countably additive atomless probability measure on a power set (Banach & Kuratowski 1929; Ulam 1930).

Savage (1954) did not impose measure-theory restrictions, but did so only for didactical reasons, as he explained on pp. 40-43, §3.4. Everything in his analysis remains unaltered if he had imposed measure theory, and then the probability measure could have been countably additive.

With GP things are less good. They do not impose measure theory either, but for their analysis as written it is crucial that they do not have it. Axiom 3, the only nonEU axiom, is imposed only on diffuse events. To prove that diffuse events exist, GP use the absence of measure theory and the aforementioned “weird” events. They need the mathematically controversial continuum hypothesis for it. (Shown in Lemma 1, p. 5, with footnote 5 mentioning the continuum hypothesis.) I find it unsatisfactory to use such nonconstructive mathematical technicalities to suggest empirical implications. For example, GP assume the agent to bet on events that no mathematician knows how to construct, that some mathematicians think do not exist, and that other mathematicians can prove to exist only if they assume the controversial continuum hypothesis.

P. 3 ll. –9/–6 tries to defend, but this text (reproduced next) does not make any sense to me: “Note that Savage’s theory allows for a similar possibility for infinite collections of sets. Diffuse sets are limiting events that play a similar role in EUU theory as arbitrarily unlikely events do in Savage’s theory. They allow us to calibrate the uncertainty of events.” I do not know what “arbitrarily unlikely” events would be in Savage’s model. Null events won’t do. There is no event for Savage that has the status “arbitrarily unlikely” similarly as any one diffuse event has the status of arbitrarily unmeasurable. Sequences of events decreasing to null are something different. I also do not understand “possibility for infinite collections of sets,” or why these
events could be used to calibrate the uncertainty of events. Maybe GP refer to finite additivity of P in Savage, where countable partitions of S consisting of only null events can exist, but this is something different. It seems that GP want to suggest that diffuse events are no more artificial than events used in Savage’s model, but there is no analogy here. Their axiom 3, and the violation of strict dominance mentioned in the lines below, is unsatisfactory both normatively and descriptively. Grant, Rich, & Stecher (2022 p. 10) were forced by a referee (not me) to discuss this issue. I disagree with their defensive text, and agree much with their referee.

I conjecture that the non-measurability problem is not crucial, and does not affect the essence of the theory. That it could have been avoided by imposing measure theory, and imposing Axiom 3 on nonideal events in a modified manner and also for nondiffuse events. The existence of all warranted diffuse events can be imposed as an extra axiom. For instance, the state space could have been taken as a product space where the first-stage events satisfy the Savage axioms and the second-stage events (that occur conditional on the first-stage events) are diffuse, as I learned from Jaffray. It is a kind of Aumann-Anscombe model, where conditioning on the first-stage events is plausible because they are ideal. The violation of monotonicity then remains as a serious problem.

FURTHER COMMENTS

The set of ideal events, where we have EU maximization, is taken endogenously given, with an event ideal iff it satisfies the sure-thing principle. This makes the axioms referring to them less observable, referring to endogenous objects as inputs. But, because the ideal events are readily identified through the sure-thing principle, this is not very bad and is acceptable. Irrespective of observability, for studying ambiguity I prefer to assume unambiguity exogenously given rather than endogenously, and, then, if one wants to assume EU somewhere (for empirical purposes this is better not done at all), then do it on the exogenously unambiguous events. The ideal events are the ones with minimal, not at all, vagueness, so, they are the ones maximal regarding sensitivity.

The set of ideal events is intersection-closed, leading to them being a sigma-algebra, because of Gorman’s (1968) theorem.
GP claim that they can accommodate not only Ellsberg but also Allais, and put this central. But I disagree (see below). GP14 cite the 2013 working paper version of GP15 for elaboration and I will discuss the point more at GP15.

**event/outcome driven ambiguity model:** almost entirely outcome-driven, through the bivariate function $u$ with parameter $\sigma_{x,y}$. GP15 let $\sigma_{x,y}$ be independent of the outcomes $x$ and $y$, taking out all outcome dependence, and then only a bit of event-dependent utility remains, although not much and their model is close to expected utility.

§3, p. 8 ff. gives comparative results, all of the Yaari type where either all the components not compared have to be assumed identical by mere assumption (ideal would be by directly observable preference condition), or these theoretical constructs are used as inputs in the axioms, which is what GP usually do, and which is undesirable in decision-theory theorems.

§5 (p. 14 ff.) discusses the separation of uncertainty perception ($\mu$) and attitude ($u$), mentioned before on p. 2.

P. 17 uses the term and concept of source introduced by Tversky, imposing probabilistic sophistication as with the uniform sources of Wakker (2008 New Palgrave) and Abdellaoui et al. (2011). However, they only cite Epstein & Zhang (2001) here. I disagree with this reference because Epstein equated probabilistic sophistication with unambiguity (criticized by Wakker 2008) and did not have the general concept of source. This concept was introduced by Tversky in the early 1990s, with Heath & Tversky (1991) and Tversky & Kahneman (1992) already mentioning the concept and Tversky & Fox (1995) and Tversky & Wakker (1995) developing it.

P. 17 last displayed Eq. shows that here the authors are completely focused on ambiguity aversion, as most researchers in the field, defining only that as Ellsberg paradox. No more consideration of ambiguity seeking or insensitivity, which becomes relevant if $|a|$ and $|b|$ there are small.

DETAILED DISCUSSION OF OVERLAP WITH JAFFRAY (1989)

The remainder of my annotations for GP14 compares with Jaffray (1989 *Operations Research Letters*). This paper is an intriguing variation of Jaffray’s model of decision under uncertainty. A detailed explanation of Jaffray’s ideas is
in Wakker (2011, Theory and Decision). In short, Jaffray adopted a philosophy of complete absence of information, applying to events that I, following GP, call diffuse here. Consider a partition of the state space $S$ into diffuse events \{${D_1, \ldots, D_n}$\}. Such $D_j$’s are exchangeable (interchanging outcomes of two does not affect preference). But even no statement of $D_1$ being less likely (in gambling on sense) than $D_2 \cup \cdots \cup D_n$, or, for that matter, than $D_1 \cup \cdots \cup D_{n-1}$, is accepted. Thus, with 100\$D_0$ meaning that 100 results under event $D$ and nothing otherwise, the problematic indifference

$$100_{D_0} \sim 100_{D_1 \cup \cdots \cup D_{n-1}}$$

follows (Wakker 2011 Figure 4.1). (Cohen & Jaffray (1980) take another route by giving up completeness, but we maintain completeness here.) This violation of strong monotonicity is the price to pay for avoiding any subjective commitment about uncertainty. GP treat their diffuse events the same way, mainly through Axiom 3. Under weak monotonicity, it follows that an act conditional on the above uncertain partition is completely characterized by its inf. outcome and its sup. outcome.

Continuing on Jaffray’s model, he also assumes unambiguous events (similar to the ideal events of GP except that Jaffray’s events are objective and exogenous) that have objective probabilities. He allows for conditioning on unambiguous events (Wakker 2011 p. 18 l. 1). Jaffray’s model considers acts conditioned on unambiguous events $E_1, \ldots, E_n$ that have probabilities $p_1, \ldots, p_n$, resulting in a probability distribution ($p_1: (m_1, M_1), \ldots, p_n: (m_n, M_n)$) and utility $p_1U(m_1, M_1) + \cdots + p_nU(m_n, M_n)$. Jaffray gave a preference foundation based on an independence axiom imposed on what amounts to probabilistic mixtures of the above kinds of general acts.

GP generalize Jaffray’s model by not assuming the objective probabilities $p_1, \ldots, p_n$ of unambiguous (ideal) events given beforehand, but deriving the probabilities $p_i$ subjectively from the Savage axioms. They specify this relation with Jaffray’s model on p. 20: “Hence, EUU theory and Jaffray’s model stand roughly in the same relationship as Savage’s theory and von Neumann-Morgenstern theory.”

The job of GP’s generalization of Jaffray is less trivial than may seem from the above. Several problems to be solved are solved cleverly, leading to tractable modeling. Thus the separation between ideal and nonideal events is obtained
endogenously, through the sure-thing principle (allowing conditioning) in their definition of ideal. Mostly by imposing pointwise continuity (Axiom 6, p. 4; they don’t use this term) they ensure at the same time that the probability measure will be countably additive, and that an algebra of ideal events can be extended to a sigma-algebra (and that \( u \) is continuous). And, the sigma algebra need not be all subsets, avoiding the problems demonstrated by Banach & Kuratowski (1929) and Ulam (1930). GP need not commit to a product structure of ideal/diffuse or these being given a priori, because the ideal/diffuse separation follows naturally from the axioms. I expect that Jaffray would have been delighted to see this work. For one, it revives his ideas, in a refined version. What deviates from his views is that Jaffray really only wanted objective probabilities, and not any subjectivity in beliefs such as with the subjective Savage probabilities of GP. %}


{% ABBREVIATIONS:
  GP: Gul & Pesendorfer
  GP14: Gul & Pesendorfer (2014), being the Econometrica paper
  GP15: Gul & Pesendorfer (2015), being this JET paper

SUMMARY

This paper follows up on GP14. In my annotations there, Summary Part 1 was written also for this GP15 paper and I assume it read henceforth. Several other issues discussed for GP14 also pertain to GP15, but will not be repeated here. One is: that their model violates dominance, through their Axiom 3 of interchangeability of diffuse events (even if one is a superset of the other).

**event/outcome driven ambiguity model: event-driven:** Relative to GP14, this GP15 paper reinforces axiom 4, Savage’s (1954) more likely than axiom P4, from the ideal events to all events. This axiom is the dividing line between event-based ambiguity theories and utility-based or more general ambiguity theories. GP14 was mostly utility based but, by adding full-force P4 here, it becomes utility/outcome independent so only event-dependent or, one might even argue, everything-independent, being constant (for a given agent). Now that \( \alpha_{x,y} \)
becomes independent of $x$ and $y$, the generality of the model is greatly and conveniently reduced making it tractable. In fact, given SEU on the ideal events (see below), all deviations from SEU are captured by only one number, $\alpha$. This achieves an incredibly high level of parsimony and efficiency, reminiscent of Gul’s (1992) disappointment aversion model (also one number $\alpha$ only to deviate from expected utility), mathematically brilliant. But at the same time it is too rigid to connect with empirical reality and this model will never work neither empirically nor normatively.

The authors assume a source (sub-sigma algebra satisfying local probabilistic sophistication) of ideal events, that are least uncertain. For these they assume SEU, axiomatized à la Savage but with pointwise monotonicity, so, countable additivity, which makes it more convenient and efficient. The also assume completeness of the subjective probability measure $\mu$ (all subsets of null sets are contained). In their overall model, an event is ideal if and only if it, and its complement, satisfy the sure-thing principle. It is very natural, and in agreement with most papers in ambiguity theory today (2022), to assume that the ideal events are what I call risky, meaning they have exogenously determined objective probabilities. GP emphasize that they do NOT assume so and that they can be different. I think that there is little interest in this generalization because usually SEU is violated the least for risky events.

GP assume further sources beyond the ideal events, being groups of events with local probabilistic sophistication. There, GP take the inner and outer measure. The event’s weight then is an $\alpha/1-\alpha$ convex mixture of the inner and outer measure, and RDU holds for that source. Here $\alpha$ depends on the agent but not on the events or acts, and is an index of pessimism or ambiguity aversion or “universal” source-independent source dispreference. The resulting basic model of Hurwicz expected utility (HEU) is

$$W(f) = \alpha \min_{\pi \in \Pi_\mu} \int v \circ f d\pi + (1 - \alpha) \max_{\pi \in \Pi_\mu} \int v \circ f d\pi.$$

(*)

It is a special case of $\alpha$ maxmin. It is also a special case of CEU/RDU, being where the nonadditive weighting function is a convex combination of an inner and outer measure derived from a countably additive and complete $\mu$ on a sub-sigma-algebra. GP show that the weighting functions resulting this way are always a power series with positive weights that sum to 1. They show,
remarkably, that for every power series there exists a source with that power serious as weighting function. Here, they heavily use the axiom of choice (i.e., continuum hypothesis), implying that there exist all kinds of the most weird nonmeasurable subsets of a continuum. These things are nonconstructive objects, meaning, roughly, that we have no formulas or even words to describe them, making them, in my words, very nonimplementable and empirically irrelevant. The power series if taken in full generality involve infinitely many parameters which is not so nice, and the parameters have no clear interpretation which is also not so nice. In fact, it is all determined, given EU on the ideal events, by one parameter that is only one number: $\alpha$.

Given $\mu$, inner and outer measures are uniquely determined and in this sense do not add extra parameters, so, in this sense, do not reduce tractability. But they may be hard to calculate and in this sense they do reduce tractability.

The model is a special case of Jaffray & Philippe (1997), who considered CEU/RDU with weighting functions that are convex combinations of convex weighting functions and their duals. This paper is the special case where an additive $\mu$ with SEU is available and the convex weighting function comes from extensions/inner measure of that additive $\mu$.

Because nonadditive event-weighting functions of CEU/RDU (and also CPT/PT) are too general, Abdellaoui et al. (2011) introduced the source method, in which the weighting function is a transformation of an additive probability in subcollections of events called uniform sources. The weighting functions are called source functions by Abdellaoui et al. (2011). (GP use the term source utility for the whole preference functional defined relative to the source.) A source function depends on the source, accommodating Ellsberg. GP here go the same way, using the term source iso uniform source, and also putting such sources and their transformation functions central. So, they are the special case of the source method where the source function is a convex combination of an inner and outer measure, $\alpha \gamma + (1-\alpha)\gamma'$ ($\gamma'$ is the dual of $\gamma$). $\gamma$ is convex (mentioned on p. 476 two lines below Proposition 6). Thus, within a source GP15 have an RDU representation with as weighting function an $\alpha/1-\alpha$ mixture of a convex weighting function and its dual. (Stated again in Proposition 6.)

§4 starts comparative results that, as with GP14, use theoretical constructs as
inputs. Thus, while mathematically true, they cannot be considered preference axiomatizations, which limits their usefulness in decision theory. Typical is for instance that they define risk aversion as aversion to mean-preserving spreads, but those concern the subjective probabilities.

P. 472 Proposition 3 gives more uncertainty aversion of one agent over another iff bigger $\alpha$, related to more favorably comparing bets on ideal events to bets on other events. As stated on p. 470 in the middle, just once in the flow of the text and not displayed, they assume the same $\mu$ for throughout. Although they do not say it very explicitly, this is assumed to be the same $\mu$ for all agents.

P. 472 Proposition 4 gives more uncertainty of one source over another iff the source function (I prefer this term for the probability weighting function to the vague term source of GP) pointwise dominates (which I would take as source preference). It involves a quasi-preference-condition, called source preference by GP, that for two events from the two sources with the same a-neutral probability (again, my term), always the one from the preferred source is preferred for betting on, next related to being “more uncertain.” Proposition 5 will show that a more uncertain source can be preferred at low likelihoods, à la insensitivity, if for the uncertainty aversion $\alpha$ we have $\alpha<1$.

P. 475 §5 continues on sources. Here the general HEU model, which is CEU/RDU for uncertainty, becomes like Quiggin’s RDU with a source-dependent probability transformation that I already referred to above as source function (my term). Proposition 6 states it explicitly, where the source function now is an $\alpha/1-\alpha$ convex combination of a convex function $\gamma$ and its dual. Proposition 7 states that bigger aversion to mean-preserving spreads iff $\nu$ more concave and $\alpha$ bigger. For this, it assumes the same $\gamma$. Mean-preserving spreads involve subjective probabilities here and, hence, are also not directly observable, again, reducing the interest of this result.

The top of p. 471 shows that insensitivity can be accommodated.

Proposition 8 shows that the functional is concave in source-function units iff $\alpha=1$ and $\nu$ is concave.

COMMENT ON USE OF TERM RISK

GP take the term risk attitude in an uncommon manner. $\mu$ and the implied $\pi$
and so on are uncertainty perception, which could have potentially been source- and not person dependent (as assumed in many other papers) were it not that they are subjective. \((\alpha, v)\) is uncertainty attitude, apparently person-dependent but source-independent. But now risk attitude is to capture it all (p. 468 3rd para), and also \(\mu\). Whereas for me uncertainty is the encompassing term capturing risk and ambiguity, for GP risk is the encompassing term. Risk attitude is taken source-dependent (in conclusion called context-dependent). There is a discussion of this in the para on pp. 467-468:

“Allais-style experiments confront subjects with lotteries; that is, acts that depend on a roulette wheel, on the draws of a card from a deck, or on some other objective randomization device. … In a subjective model such as ours, the randomization devices in Allais-style experiments are a source like any other; randomization devices need not yield the least uncertain or most preferred source nor do all randomization devices necessarily yield the same source. Indeed, Heath and Tversky (1991) provide experimental evidence showing that agents may not favor sources based on randomization devices. … In addition, the experimental literature has found that measured risk attitudes vary with the experimental technique used to measure those attitudes. Thus, subjects differentiate among seemingly objective sources.” [italics added here]

I have a different opinion on the first italicized text because, in practice, randomization devices, exogenously determined, ARE a special source. I make a big distinction between (very) subjective probabilities and objective ones (they are limiting cases of subjective ones). Objective probabilities are usually, surely by me, taken as ambiguity-neutrality calibration point.

I have a different opinion on the relevance of the second italicized part. Most researchers can think of only one thing as regards ambiguity, and that is ambiguity aversion. They often equate ambiguity with ambiguity aversion. GP are broader in several places, understanding that there is systematic ambiguity seeking and insensitivity (my term) in an absolute sense. But they don’t yet come to a full comparative treatment of it. Given that GP take \(\alpha\), reflecting ambiguity/uncertainty aversion, source independent, they will not be very open to source-dependent ambiguity aversion.

As for the third italicized part, this is true, although the Dave et al. (2010) reference given by GP is not relevant here (they are indeed about different elicitation methods but that is irrelevant here), the keyword “violation of risk/objective probability = one source” in this bibliography gives references showing it. However, this dependence is too weak to incorporate, and for
tractability reasons I favor taking risk as one source, and assume one risk attitude (following Tversky’s preference here) (modulo utility for different kinds of outcomes). Risks with unusual emotions (e.g., due to complexity) give deviations but are to be taken as exceptions. Risk is less rich than ambiguity. One further point: ambiguity = uncertainty - risk, but this can no more be defined well if risk is not one thing.

Speaking of source-dependent risk attitude may work easiest when first presenting to uninitiated audiences. But this terminology cannot survive. Not so much risk attitudes, but rather ambiguity attitudes, are a rich domain and are source-dependent. Kilka & Weber (2001) used the same unfortunate terminology of source-dependent risk attitude. It is so confusing that I usually avoid citing K&W, even though it otherwise has many great ideas. Chew, Li, Chark, & Zhong (2008) used the same unfortunate terminology.

COMMENT ON ACCOMMODATING ALLAIS OR NOT

GP15, and also GP14, claim that they can accommodate not only Ellsberg but also Allais, and put this central, but I disagree with the Allais claim for two reasons listed below. Like most other papers on ambiguity, GP do assume EU, only, not necessarily for objective probabilities but for what they call ideal events, which in their analysis can be “less uncertain” than objective probabilities.

(1) For the ideal events, GP cannot accommodate the Allais paradox. Thus, if the Allais paradox is taken as a general certainty effect for all events (this is how I prefer to take it; it speaks to uncertainty as much as to risk), then GP cannot accommodate it.

(2) The generalization that ideal events need not be risky (in my terminology) events but can be different, is of very little interest, both normatively and descriptively. If they are different, objective known probabilities would be more uncertain than some subjective probabilities, which is very implausible. Also, the common finding is that EU is more violated for unknown probabilities than for known (see the keyword uncertainty amplifies risk). Fox & Tversky (1995) and Tversky & Fox (1995) found source preference for football/basketball events over risky events among football/basketball fans, but this is not the most relevant component here. Ideal events are optimal regarding sensitivit/perception, and Fox
& Tversky (1995) and Tversky & Fox (1995) find higher sensitivity, so better understanding, for the risky events than for the football/basketball events.

At the background here is that GP seem to dislike using exogenous concepts such as objective probabilities, which they share with Epstein (1999) but not with me.

p. 466 1st para writes that GP accommodates Ellsberg, Allais, and source preference. As for general aim, this is another aim that GP share with the source method and CPT/PT, making the approaches close. My 2010 book writes on p. 2, penultimate para: “At this moment of writing, 30 years after its invention, prospect theory is still the only theory that can deliver the full spectrum of what is required for decision under uncertainty, with a natural integration of risk and ambiguity.” In many places in my book and papers, and in many applications of the source method, it is emphasized that there is no commitment to EU for risk (or unambiguous events). Wakker (2010 §11.6) discusses the different roles that the Allais and Ellsberg paradox have in uncertainty.

FURTHER COMMENTS

biseparable utility: satisfied.

event/outcome driven ambiguity model: event-driven: Relative to GP14, the parameter $\alpha$ is independent of outcomes here in GP15, so that the theory is no more outcome driven. It is in fact close to expected utility, with only a bit of event dependence.

The authors use the outdated and inefficient terms rank-dependent EXPECTED utility and RDEU iso RDU.

P. 466’s functional formula (Eq. * in my annotations above): I do not understand how it is defined if $f$ is not measurable with respect to $\pi$. Given that this paper does not impose measurability (Borel or Lebesgue or anything), so, considers all subsets of $\Omega$ and all $f$ (and that is even crucial for its results), that no sigma-additive $\pi$ can be defined on all subsets of $\Omega$ (Ulam 1930 and others), this will surely happen.

Note that, with expected utility available on a Savage-type rich domain as is the case here, RDU can easily be axiomatized, for completely general outcomes, by cumulative dominance (Sarin & Wakker 1992).
P. 466-467 para is confusing to me, because it seems to have in mind a group of agents rather than one. Their 2020 paper may clarify.

The paper defines sources as countably additive probabilities on complete sigma-algebras where “local” probabilistic sophistication holds, which the source method calls uniform source. One difference is that GP take sources entirely endogenous, whereas the source method takes a source as exogenous (like commodity), and only uniformity is endogenous.

Given that \( \alpha \) and \( \nu \) are assumed source-independent, source-dependent utility is related to the source functions of the source method.

P. 468 last 4 lines discuss the source method: “Abdellaoui et al. (2011) study source specific lottery preferences and estimate source-specific RDEU utility functions. Our model exhibits related source utilities and, in addition, provides a utility function for arbitrary multi-source acts.” [italics added here]

The italicized claim as a suggested difference with Abdellaoui et al. (2011) is not correct. GP have the general HEU theory that compares all acts. This justifies their italicized claim. In some subcases they have (uniform) sources, with a convenient special structure. Entirely the same way, Abdellaoui et al. (2011) have the general CPT/PT that compares all acts. In some subcases they have (uniform) sources, with a convenient special structure. Because of the bold sentence, Abdellaoui et al. (2011) as much satisfy the aforementioned italicized claim of GP. GP missed that Abdellaoui et al. (2011) is a special case of CPT/PT, or of RDU/CEU if one prefers. GP repeat this omission in footnote 22 p. 477.

P. 467 2nd para lists major empirical findings and, to my joy, and unlike most theoretical papers, seeks to link with them. P. 473 will use the expression “uncertainty loving at poor odds” to capture insensitivity.

P. 469: “A prior is a countably additive, complete, and non-atomic probability measure on some \( \sigma \)-algebra of subsets of \( \Omega \).”

P. 469: “The \( \sigma \)-algebra \( E_\mu \) consists of the events the decision maker perceives to be least uncertain.”

P. 470 middle, in the flow of the text, states an assumption crucial for all results to follow: “For the remainder of this paper, we fix \( \mu \), the agent’s uncertainty perception, and let \( W=(\alpha, \nu) \) denote an HEU.” As stated before, I regret that the authors use the theoretical construct \( \mu \) in this assumption and, hence, in all following results.
P. 471 l. 5 gives a sort of preference condition excluded by probabilistic sophistication within a source, i.e., excluded by uniformity of the source. Unfortunately, contrary to what I automatically thought it must be until August 2018, it is not excluding source-preference within a source, which exclusion would lead to Wakker’s (2008) uniform sources. Instead, it involves two different preference relations, a maximally pessimistic ($\alpha = 1$) and a maximally optimistic ($\alpha = 0$) one, and gives a condition involving these two different hypothetical agents, which cannot serve as a good observable preference condition.

P. 471: Unfortunately, the authors use the term power series in an unconventional manner. Usually, it means a polynomial where the coefficients can be any real number. But the authors do it only for coefficients from $[0,1]$ summing to 1, meaning convex combinations (of powers). There is a Weierstrass theorem saying that each continuous function on a compact interval (e.g., $[0,1]$) can be written as a power series (in the traditional meaning), in which case the claim of the authors would be vacuously true and uninformative, if traditional terminology. The weights adding to 1 follows from normalization $\gamma(1) = 1$. Nonnegativity of the weights implies convexity of $\gamma$. Unfortunately, the authors do not discuss if their power series is more restrictive than general convexity, so, if their condition is vacuous or not. Well, it is not vacuous, and is more restrictive than convexity. For example, $1.1 \times t^2 - 0.1 \times t^3$ is strictly increasing and convex and continuous, but is no power series in the authors’ sense. I do not find power-series a convenient family. First, it has infinitely many parameters (if not restricted to be derived from $\mu$ by only the parameter $\alpha$.) Second, the parameters have no clear interpretation—at least, no such is given. This result is a mathematical fact but I do not see empirical interest.

P. 472 Proposition 2: Every $\gamma$ (prior) is a power series. And, every power series occurs for some prior on some sigma-algebra. This does not illustrate attitudinal richness for the agents, because here the model in fact is extremely parsimonious and nonrich where, given EU and $\mu$ on the ideal events, only one number $\alpha$ determines the whole nonEU attitude. Instead, it illustrates the mathematical richness of nonmeasurable (nonconstructive!) events. The idea that every attitude would appear for every agent is weird I think. So, for every agent every situation of ambiguity perception would exist!? This is hard to imagine if
ambiguity perception is subjective. Mathematically, it follows from the authors not having imposed measure theory restrictions, so that weird and nonconstructive things exist. This needs the continuum hypothesis, making it nonconstructive and empirically unsatisfactory.

P. 472: for the comparative results that follow in §4 and further, the restriction of same μ, stated before (p. 470), is restrictive (and is formulated using theoretical constructs).

P. 472 Proposition 4 gives more uncertainty of one source over another iff the source function (I prefer this term for the probability weighting function to the vague term source of GP) pointwise dominates. So, this is what I would take as source preference (implicitly assuming same insensitivity). GP have a quasi-preference-condition, (informally?) called source preference by them, that for two events from the two sources with the same a-neutral probability (again, my term), always the one from the preferred source is preferred for betting on. Here the requirement of same a-neutral probability involves a theoretical construct. They use this as input in a definition of “more uncertain” that is a bit complex and at any rate not easily observable, involving existence and for all quantifiers over different HEU models, so, not one agent. Proposition 4 shows that they equate more uncertainty with what I would call source preference. It shows that here they only think of ambiguity aversion and not of ambiguity seeking, and that they ignore insensitivity here. Although the authors show awareness of insensitivity in several places, in many other places they still think the limited way of only aversion/seeking.

P. 473 last para: as a nostalgic typo, the authors here still twice use the term issue, which Ergin & Gul (2009) used iso source.

P. 476 Proposition 7 can be derived from Chew, Karni, & Safra (1987). More aversion to mean-preserving spreads iff utility v is more concave and probability weighting is more convex. Given that the authors have fixed the theoretical construct γ there, more convex probability weighting is equivalent to α being bigger.

Bleichrodt, Grant, & Yang (2022) claim to have empirically measured HEU. However, as I explain in my annotations there, HEU is totally and completely
unobservable. As brilliant as HEU is mathematically, so ivory tower and disconnected it is from reality. %}


{\% Ambiguity = amb.av = source.pref, ignoring insensitivity
Unfortunately, the authors do not number definitions, making it harder for others to cite them.

P. 4 specifies that they have single-stage, and not two-stage as in Anscombe-Aumann.

Unambiguous events are often taken as risky events (e.g. by me although not necessarily by these authors), which has an objective status. Objective means something like all clever people agreeing on it. This paper does seek to get objectivity in, and formalizes this concept, similarly as Gilboa et al. (2010 ECMA). There is a group of decision makers (DMs). For events A, B, A\PRECEQ_j B means the usual thing: Agent j prefers betting on A to betting on B. We write A\succeq B if all DMs agree. Then this preference is objective and taken as unambiguous. It is, obviously, incomplete. It is called qualitative uncertainty assessment (QUA). It is meant to work for all ambiguity attitudes, which are all assumed present in the population. (Given that they take ambiguity of info objectively available, we can just calculate what preferences result from ambiguity attitudes and assuming that available is not restrictive.) For any individual j and any ambiguous event, whether A\PRECEQ_j B depends the agent’s ambiguity attitude.

The ambiguous info is assumed to be objectively available. The quantitative model of this info/belief, a capacity \( \pi \) on the events that will be a Dempster-Shafer belief function, is as follows. There is, first, a *risk measure* \((\mu, \mathcal{E})\). Here \( \mathcal{E} \) is a subsigma-algebra of unabiguous events, and \( \mu \) is an atomless probability measure (countably additive). For these, \( \pi = \mu \). Second, there is an *ambiguity measure* \((\nu, \Sigma)\). Here \( \Sigma \) is the overall sigma-algebra (of which \( \mathcal{E} \) was a sub-sigma-algebra). And \( \nu \) is a probability measure. Because of ambiguity, \( \nu \) is sort of discounted by a factor \( 0 < \delta < 1 \), and only \( \eta = \delta \nu \) is used. So, \( \eta(\Omega) = \delta \). Note that this is a purely pessimistic ambiguity attitude. They satisfy some regularity (p. 5 bottom point (iii)). Then
\[ \pi(A) = \max_{E \subseteq \Omega, E \in \mathcal{E}} (\mu(E) + \eta(A \setminus E)) \]

Roughly, not precisely, they first take the largest unambiguous subset \(E\), and its \(\mu\) measure, and of the rest take the \(\nu\) measure. (This would hold if \(\mu\) and \(\nu\) in a way were orthogonal, as in the example below.) This is close to taking inner measure. \(\pi\) is indeed a belief function.

Their Example 1:

**EXAMPLE 1:** \(\Omega = [0,1] \times [0,1]\). First coordinate is unambiguous with \(\mu = \lambda\) (Lebesgue measure), second coordinate has \(\nu = \lambda\). If \(\delta\) were 1 we’d have the product measure, but it is different and \(\delta = 0.5\). Take

\[ A = [0,1/3) \times [0,1] \cup [1/3,2/3) \times [0,3/4] \]

\[ \pi(A) = \mu([0,1/3) \times [0,1]) + \eta([1/3,2/3) \times [0,3/4]) = 1/3 + 0.5 \times 1/3 \times 3/4 = 1/3 + 1/8. \]

We can sandwich any ambiguous event \(A\) by an interval \([E_1, E_2]\) with \(E_1\) and \(E_2\) unambiguous and closest with \(E_1 \subset A \subset E_2\), called a tight window. It gives a probability interval \([\pi(A), \bar{\pi}(B)]\) with the upper and lower probability, as usual for belief functions. They take this as a measure of ambiguity.

\(\pi\) represents \(\succ\), the unambiguous ordering of events, with \(A \succ B\) iff \(\pi(A) \geq \pi(B)\) and \(\bar{\pi}(A) \geq \bar{\pi}(B)\). Next the authors give a preference axiomatization for \(\pi\). To this effect, they first consider only two fixed outcomes, i.e., only a qualitative ordering of events. To get probabilistic sophistication on the unambiguous events, they use an unambiguity axiom as in Epstein & Zhang (2001), which calls \(E\) unambiguous if, kind of, \(Ec\) is separable w.r.t. more-likely-than. (Their double expected utility model of §5.1 gives complete separability so that an Aumann-Anscombe model results, with first lottery events and then horse events.) Wakker (2008) mentions drawbacks of this condition. For instance, in any Anscombe-Aumann framework with exactly two horses, both ambiguous, this definition, in the corresponding one-stage state space, implies that the two horses are unambiguous, and this is undesirable. Further, it does not work well for general (betweenness-type) ambiguity, but only for Savage-P4-type ambiguity, as the online appendix of Wakker (2008) shows. As for structural richness, they use
Savage-type, efficiently so that it also incorporates the ambiguous events. They use matching probabilities, which they call risk equivalent, one for each probability interval, specifying the ambiguity attitude of an agent. They assume that this is the same for all events with the same probability interval through their range dependence axiom (p. 9).

Proposition 3 separates ambiguity perception, captured by the probability intervals and objective, and ambiguity attitude, captured by the matching probabilities. For every individual agent, the ambiguity preferences uniquely determines ambiguity perception and $\Rightarrow$.

P. 15 1st sentence of §5 incorrectly write that Machina & Schmeidler (1992) introduced probabilistic sophistication. This concept had been standardly known long before. See, for instance, Cohen, Jaffray, & Said (1987, p. 1).

The authors give a weak and strong version of more ambiguity averse than. The weak one has systematic more dispreference for ambiguous relative to unambiguous. The strong one is more restrictive (more incomplete) and has systematic more preference for dispreference for more ambiguous versus less ambiguous (the latter tighter upper and lower probabilities). They have a quantitative representation for it, capturing more overweighting of the bad probability, but it uses derivatives which is not very tractable. It is extended to general acts in §5.2.

They extend the qualitative ordering theory to general decision theories for many-outcome acts in three ways. In the first, they assume EU for risk. The second is a generalization of (special versions of!) Choquet expected utility with a clear separation of QUA (belief), risk attitude, and ambiguity attitude. The third is most general. The authors suggest almost complete generality there, but I do not agree with that. Their Epstein-Zhang definition of unambiguous does not work for betweenness-type ambiguity (Wakker 2008 online appendix) but only for Savage-P4-type ambiguity.

Pp. 18-19, end of paper, argue that common definitions of ambiguity in the literature require EU for risk and can be conflated by deviations from EU under risk. This paper brings separations for those also if nonEU for risk. However, they have EU-type for the least uncertain events, the ideal events. %

updating: nonadditive measures: The authors start from a static CEU model of
decision under uncertainty model with Dempster-Shafer belief functions. That is,
these are extremely pessimistic. And, they are a special case of maxmin EU. Then
they consider updating. Whereas much literature is sloppy in implicitly assume
backward induction for instance, the authors very carefully discuss this point and
make clear that and how they assume backward induction with dynamic
consistency and consequentialism, but violating independence of order of
resolution of uncertainty (like RCLA for risk), that is, the law of iterated
expectation. After updating, the model is no more CEU/RDU. But it still is
maxmin EU, because the updating is like the Epstein-Schneider (2003)
rectangular updating, called the reduced family by Sarin & Wakker (1998, JRU),
although it is more general (p. 4 §1.1).

P. 2 Figure 1 has the nice Raiffa-type problem where hedging against
ambiguity or not just depends on the order of resolution of updating/conditioning.

Their Theorem 3 is a reverse to Sarin & Wakker (1998 Theorem 2): a maxmin
evaluation can be approximated by a general compound evaluation.

The conclusion (p. 17) points out that, whereas most of the paper takes the
order of resolution of uncertainty as given, things could be reversed and the
preference model satisfied could be used to reveal the order of resolution of
uncertainty as endogenous. %}

Variables from Choquet to Maxmin Expected Utility,” Journal of Economic
Theory 192, 105129.

Economies with Asymmetric Information,” Econometrica 60, 1273–1292.


Redo a Dutt et al. (2014) study with some modifications. Dutt et al. generate ambiguity through second-order probabilities. But in the DFE treatment they let subjects sample only the outcome with no knowledge of the 2nd order process, so that subjects in fact sample a fifty-fifty 1st order process. This paper lets subjects sample from the 2nd order distribution; i.e., lets them sample what the 1st order composition is. Thus the subjects experience the 2nd order distribution. The subjects know it is one of three, one dichotomous (1st order p is 0 or 1), one normal, and one uniform. Experience reduces ambiguity aversion relative to description. I agree that this paper better brings out the 2nd order distribution. But a problem is that for all 2nd order distributions, the 1st order distribution is 1/2. If subjects understand this, then they know that it does not matter what the 2nd order distribution is. Both Dutt et al. and this paper, in the experienced ambiguity treatment, renew the procedure each time so that the previous observations don’t inform about the actual process faced next.

It is natural that the 50% of subject for whom sampling from ambiguous happened to come out favorably, prefer ambiguous (as reported in last sentence of abstract), and the other 50% disprefer ambiguous. %}


https://doi.org/10.1002/bdm.1840

second-order probabilities to model ambiguity; updating under ambiguity with sampling;
Proposes theory to reconcile preference reversals with procedure invariance. Unknown risk attitude can trigger deliberation. An experiment seems to confirm.


**preferring streams of increasing income**

*intertemporal separability criticized: sequence effects*


Use hypothetical choice. Given that they consider serious time delays and losses, I agree with their decision. **dominance violation by pref. for increasing income**: Not exactly that, but general preferences for sequencing effects, which do imply **intertemporal separability criticized**. Discuss discrepancies between matching vs. choice. They do not consider binary choice but rankings of multiple alternatives. They are maybe the first to investigate the choice-matching discrepancy in intertemporal choice within subjects.

**decreasing/increasing impatience**: find no evidence for decreasing (or
increasing) impatience (p. 245, 2nd column, 2nd para: it is interesting to observe that short/long term asymmetry did not surface in our within-subjects design for either elicitation technique.” %)


{% Seems to have used VAS to measure discounting. %}


{% discounting normative: seems to argue against discounting. %}


{% The author expresses an extreme econometric viewpoint in preface 2nd para: 

“The method of econometric research aims, essentially, at a conjunction of economic theory and actual measurements, using the theory and technique of statistical inference as a bridge pier. But the bridge itself was never completely built. So far, the common procedure has been, first to construct an economic theory involving exact functional relationships, then to compare this theory with some actual measurements, and, finally, “to judge” whether the correspondence is “good” or “bad.”

Tools of statistical inference have been introduced, in some degree, to support such judgments, e.g., the calculation of a few standard errors and multiple-correlation coefficients. The application of such simple “statistics” has been considered legitimate, while, at the same time, the adoption of definite probability models has been deemed a crime in economic research, a violation of the very nature of economic data. That is to say, it has been considered legitimate to use some of the tools developed in statistical theory without accepting the very foundation upon which statistical theory is built. For no tool developed in the theory of statistics has any meaning—except, perhaps, for descriptive purposes—without being referred to some stochastic scheme.” %}


{% Presidential address, meeting of Econometric Society, Philadelphia, Dec. 29 1957; P. 351: “econometrics is something that should be done, rather than talked
about." P. 354 warns against first using deterministic models and only then bringing in randomness/error (usually my preferred approach):

“Sometimes the introduction of reasonable random elements into an originally "exact" theory changes the observational implications of a model very profoundly. This is one reason why one might well doubt whether the kind of "division of labor" between pure theory and econometrics, which we have been relying on, is practical and fruitful. It has become almost too easy to start with hard-boiled and oversimplified "exact" theories, supply them with a few random elements, and come out with models capable of producing realistic-looking data. At the same time the introduction of random elements in the theories has made it possible to account for seemingly rather puzzling phenomena”

The author pleads for the use of subjective probability. “are realities in the minds of people” and “ways and means can and will be found to obtain actual measurements of such data.”

P. 357: “I think most of us feel that if we could use explicitly such variables as, e.g., what people think prices or incomes are going to be, or variables expressing what people think the effects of their actions are going to be, we would be able to establish relations that could be more accurate and have more explanatory value. But because the statistics on such variables are not very far developed, we do not take the formulation of theories in terms of these variables seriously enough. It is my belief that if we can develop more explicit and a priori convincing economic models in terms of these variables, which are realities in the minds of people even if they are not in the current statistical yearbooks, then ways and means can and will eventually be found to obtain actual measurements of such data.”


[http://dx.doi.org/10.1111/risa.12025](http://dx.doi.org/10.1111/risa.12025)

Present subjects with hazards and their objective probabilities, and then ask them to express subjective degrees of likelihood/probability. The severity of the hazard does not affect the expressed degrees.%


Chapters on cognitive neuroscience, attention, recognition and action, representation of knowledge: neural networks, learning and memory, language,
reading and writing, problem solving, reasoning and choice, and applications.

Final page, p. 440/441, discusses whether it is better to investigate cognitive psychology in the laboratory or in the real world. (cognitive ability related to risk/ambiguity aversion)


This paper investigates if a status quo, or an expectation just prior to it, serves as reference point.

In the first (“indirect”) experiment, a choice list determines the CE (= certainty equivalent) of (0.5: CHF10, 0.5: 0). Payment is in Switzerland CHF. This determines the risk aversion of N = 121 subjects, with the random incentive system used to implement real incentives. This is done for a control treatment and for two experimental treatments. This first receive a sure prior endowment of CHF4, the second receive (0.5: CHF4, 0.5: CHF8), and the third receive (0.75: CHF4, 0.25: CHF12). The two experimental groups have expected prior endowment CHF6. The prior endowments were carried out prior to the choice lists, that is, the lotteries of the two experimental groups were carried out before the aforementioned measurement of risk aversion. For the subjects who received CHF4 as prior endowment in the control groups, we can see if they take that 4 as reference point so, behave as in the control group, or if they take the CHF6 expectation as reference point and behave differently. It turns out that they, for both experimental groups, are somewhat less risk averse than the control group. (The evidence for group 1 is not so strong, p = 0.04 one-sided.) The two experimental groups are mutually similar. Had they taken the expected CHF6 as their reference point, then the prospect would have been perceived as mixed leading to greater, and not smaller, risk aversion for the experimental groups. So, other things must be going on.


Despite the broad title, they only investigate the Asian disease problem with militaries, to find that those are generally risk seeking.


How can we see how people learn from experience if they get no feedback on results? Their cognitive ability will be informative. This paper shows that meta-cognitive ability can also help. It seems that the authors’ term sensitivity is like discrimination in proper scoring rules. The authors correct for the cognitive accuracy of prediction. It was not clear to me how meta-cognitive and cognitive are separated otherwise.


Application of ambiguity theory;

*ambiguity seeking:* dictators prefer ambiguous unfair allocations to unambiguous unfair allocations because then their selfishness is harder to criticize.


*Dutch book:* Under arbitrage, which is the same as a Dutch-book, your neutral decisions can be combined into a sure loss, which is bad. The paper opens with a purported counterargument: Your neutral decisions then can also be combined into a sure gain, and isn’t that something very good for you? Oh well … It continues with many arguments in the same spirit. P. 801: “I have not seen any argument that in virtue of avoiding the inconsistency of Dutch-bookability, at least some coherent agents are guaranteed to avoid all inconsistency.”


*Dutch book*
Logarithmic utility seems to be induced by a growth-rate optimal model (p. 350); argues strongly against mean-variance, that it violates stoch. dom. etc. 


dynamic consistency


Dynamic consistency condition definition seems to comprise RCLA, and is restricted to fixed counterfactual strategies.

Uses a “generalized conditional dominance condition”: “If, given every element of a partition, I prefer replacing f by g only given that one element of the partition, then I prefer replacing f by g in total. Given dynamic consistency (which is defined in this paper to imply reduction of events), the condition is weaker than forgone-event independence but is “in that spirit.” The condition was introduced independently by Grant, Simon, Atsushi Kajii, & Ben Polak (1999) “Decomposable Choice under Uncertainty,” 


Considers an experiment with four urns with each 10 balls of two colors, red and black.

- Urn 1 is fifty-fifty;
- Urn 2 is unknown composition

**suspicion under ambiguity:** as it should, subjects can choose the color on which to gamble, so, no suspicion.

**second-order probabilities to model ambiguity:** Urn 3 is two-stage, first stage randomly chooses one of the 11 compositions of the urn and then stage two carries out the drawing of the ball from that composition.

Urn 4 is also two-stage, but chooses randomly only a 0-10 or 10-0 composition. So, urn 4 is quite like urn 1.

The author compares the explanation of ambiguity aversion through violations of probabilistic sophistication (Epstein 1999) with the one of Segal that assumes that for the ambiguous urn 2 the subjects subjectively assume a two-stage uncertainty with the first stage uncertainty about the composition of the urn, coupled with violations of RCLA. He makes the plausible but debatable
assumption that probabilistic sophistication assumes no violation of RCLA. The two theories then differ regarding predictions about urn 3:

The probabilistic-sophistication explanation says urns 1, 3, 4 all have known probabilities and will be treated alike, with only urn 2 valued lower.

The RCLA-violation-explanation says that urns 2 and 3 will be treated similarly, and will be valued lower than urn 1.

The data find the latter prediction, with urns 2 and 3 valued lower than urn 1. At group average level urns 2 and 3 are treated alike, but I guess there remain many differences at the individual level. The author distinguishes two subgroups with different attitudes.

Urn 4 also seems to be treated like urns 2 and 3. Subjects may simply have a general dislike of complex urns. %)


{% Assumes consumption stream \((c_0,c_1, \ldots)\). Assumes that for each time point there is an \(r\) probability of death (“implicit risk”), to be modeled as the 0 consumption outcome from there on, so that the probability of consumption of \(c_t\) (and then all preceding consumptions) is \((1−r)^t\). In some formal results (Theorem 1) conditions are assumed over all values of \(r\). Risk is processed using nonEU. Each consumption \(c_t\) is assumed nonnegative; i.e., it is at least as good as death (stated on p. 1152 2nd para l. 2).

The representation is of the form

\[
\text{SUM}_t g((1−r)^t)\beta^t u(c_t)
\]

where \(u\) is utility (with the scaling \(u(0) = 0\)), \(\beta\) is intertemporal discount rate, and \(g\) is a probability weighting function. Thus, constant discounting results iff \(g\) is linear (EU, discount rate being \((1−r)\beta\)), diminishing impatience corresponds with convex \(g\) and increasing impatience corresponds with concave \(g\). In this way the immediacy effect of intertemporal choice becomes the certainty effect of decision under risk. This analogy has been alluded to many times in the literature but this paper gives a formal model capturing it.

The author uses “diminishing impatience” for the immediacy effect and otherwise uses the expression strongly diminishing impatience. I next discuss separability issues, resulting from emails with the author in March 09.
Saito (2011) will show that there is a confusion of these concepts and that in Theorem 1 there (p. 1150) diminishing impatience (in Halevy’s terminology) does not imply common ratio, but instead is equivalent to the certainty effect, and it is strong diminishing impatience (in Halevy’s terminology) that is equivalent to the common ratio effect.

OBSERVATION 1. The SUM representation above can be obtained by first aggregating risks at each time point, and only then aggregating over time. At each time point \( t \), the probability of consuming \( c_t \) is \((1-r)^t \) and the probability of consuming 0 is \( 1 - (1-r)^t \). The RDU value at time \( t \) is \( g((1-r)^t u(c_t)) \). Next these RDU values are aggregated over time, discounted by \( \beta \), giving the above SUM.

OBSERVATION 2. The SUM representation above can also be obtained by first aggregating over time, i.e., by considering all consumption paths and their probabilities, and then calculating RDU. This is explained in §4, in particular Theorem 2, p. 1154. This is the author’s interpretation in the paper.

The two observations displayed here imply that we have weak separability of time points (even strong, additive) and also weak separability of the risky events. It is well known, by applications of Gorman's (1968) theorem, that this implies strong complete additive separability of time and risk. So, a puzzle for the readers maybe, how can we then still have nonEU? The answer is that we are considering a restricted, comonotonic, domain. For two uncertain events always the one with the longest life duration has the best outcomes. The events always have the same ranking position and we look at RDU within one comonotonic set. Thus, even the sure-thing principle holds for uncertainty, and replacing a common outcome on an uncertain event by another one will not affect preference. The model very efficiently combines aggregation conveniences of classical expected utility and discounted utility models (making the model tractable) with empirical features of nonexpected utility.

This paper carefully distinguishes the three concepts and tests them separately, in particular, employing the longitudinal data required for testing time consistency (also known as dynamic consistency). It is very similar to Casari & Dragone (2015), but the two studies were done independently and do not cite each other.

The paper uses the common term time consistency for what could be called decision-time independence (the calendar time of consumption remains fixed, but the calendar time of decision-taking is changed; it is a between-preference-relations condition if we take preference relations at different times as different preference relations), the common term stationarity for what could be called consumption-time independence (the calendar time of decision remains fixed, but the calendar time of consumption is changed; it is the only within-preference-relation condition), and the term time invariance for what could be called age independence (the whole decision situation, with both time of decision and time of consumption) shifted in time. Time invariance means that we can use stopwatch time. Although the terms by themselves do not describe the concepts, and could from this perspective be interchanges, they have several advantages:

- they have all been used before in the sense used here;
- they are short;
- time consistency can be argued to be normative, so, the strong term consistency works well;
- time invariance is not normative but is empirically plausible as ceteris paribus; causes of violation can be taken as distortions; here the immediacy effect does not imply violations; the neutral term variance fits well with this role.

The definitions are in §3, p. 341.

P. 341 Proposition 4 states that every two conditions implies the third. I once jokingly said that this result is a corollary of transitivity of the identity relation. This claim is clearest in Fact 5: Stationarity holds iff \( x_2 = x_1 \); time invariance iff \( x_{21} = x_1 \), and time consistency iff \( x_{21} = x_2 \). One can also do it by each condition requiring that choices in two of three choice situations are the same.

As argued above, violations of time invariance are a bit like violations of ceteris paribus. This paper finds that mostly time invariance is violated. It may be because the late time points in the experiment were close to the end of the term, or because students had then gotten used to the experiment, or built up confidence
seeing that experiment did pay in early times.

P. 342 following Proof of Proposition 4 points out that much of the literature has taken time invariance implicitly. This annotated bibliography has a keyword **DC = stationarity**: for studies that made this confusion, and studies that did not.


\%*\%biseparable utility violated;* Considered a combination of the models of Seo (2009) and Ergin & Gul (2009). Use a domain similar to Seo (2009), with a state space and then objective probabilities both before and after the states. Their domain is actually smaller, with compound lotteries and Savage acts. Thus they can use the prior probabilities to calibrate subjective probabilities over the state space with matching probabilities as Seo did, and they need not invoke the second-order acts of KMM. They generalize Seo’s model by not assuming expected utility within each stage, but only probabilistic sophistication, similar to Ergin & Gul (2009). Their model is supported empirically by evidence from Halevy (2007).


\%*\%biseparable utility violated;* Consider unknown urn of Ellsberg as second-order probability distribution. In repeated choice, if the compositions of the various unknown urns are positively correlated, then aversion to mean-preserving spreads will imply aversion to repeated choices + repeated payments on the unknown urn versus the known (would be opposite if the urns are negatively correlated). In single-choice situations people may have been conditioned to act as if repeated. Thus, ambiguity aversion could be generated by aversion to mean-preserving spreads.

This paper provides a general preference axiomatization for two-stage probabilistic sophistication where RCLA is abandoned. For this, it is a sort of analog of what Machina & Schmeidler (1992) is for probabilistic sophistication. However, the two-stage model is way more complex and less nice, unavoidably, with, for instance, no uniqueness. Further, it needs the extra assumption of objective two-stage lotteries available in the preference domain.

We assume a Savage framework of decision under uncertainty, with acts mapping states to outcomes. For simplicity, assume only finitely many states $s_1, \ldots, s_n$. However, we add objective probability distributions to the preference domain. This also happens in the Anscombe-Aumann framework, but that is more complex by assuming more than one stage. We assume only one stage.

To prepare, I first consider probabilistic sophistication à la Machina & Schmeidler (1992). It holds if and only if there exists an objective probability vector $(p_1, \ldots, p_n)$ such that every act $(s_1:x_1, \ldots, s_n:x_n)$ is indifferent to the objective lottery $(p_1:x_1, \ldots, p_n:x_n)$. So, the agent does not distinguish between objective and subjective probabilities. One might take this as a Version-1 preference axiomatization, be it trivial and ugly because of the “there exists” clause. We can do better because for each uncertain event $s_j$ we can readily calibrate the objective matching probability (gambling-equivalent) $p_j$ and that is $s_j$’s subjective probability $p_j$. So, here we used only two outcomes. Subjective probabilities are readily observable this way and can be used as input in preference axioms, making the above axiom nicer, giving a nicer Version-2 preference axiomatization. Sarin & Wakker (1997) did a similar thing for subjective expected utility iso probabilistic sophistication, which I consider to be better than Anscombe & Aumann’s (1963) axiomatization of subjective expected utility.

This paper does something related for two-stage probabilistic sophistication where RCLA is abandoned. Now the preference domain consists of Savage acts and objective two-stage lotteries. We can obtain, trivially and ugly, a Version-1 axiomatization by simply assuming an isomorphic, preference-equivalent, objective two-stage framework. (Details: we consider all first-stage probability distributions $(p_1, \ldots, p_n)$, and then a second-stage distribution over them. Then each act $(s_1:x_1, \ldots, s_n:x_n)$ is equivalent to the objective two-stage lottery where
each \((p_1,\ldots,p_n)\) is replaced by \((p_1:x_1,\ldots,p_n:x_n)\). A problem here is that, even with a continuum of outcomes, I guess that the objective two-stage framework may not be unique. Anyway, this paper goes for a Version-2 axiomatization, by first, in Axiom 6, doing calibration using only two outcomes, and then extending to general acts in Axiom 7. But Axiom 6 seems to be somewhere between the above Version 1/Version 2 by involving a more heavy “there exists” clause, and probably there is no uniqueness.


Suppose that \(L\) is a set of lotteries over a finite set of prizes, and a vNM pref rel. Suppose \(g\) of \(L\) to \(L\) s.t. \(\ell > \ell'\) iff \(g(\ell) > g(\ell')\). Mayby DM misperceives probabilities and thinks \(g(l)\) is \(l\)? and does vNM (with different \(u\)) over various \(g\)? This model is described.

Problem: \(g\) leaves much freedom.

{\textit{Presented at University of Saerbrücken, Dept. of Economics, July 1996, Saerbrücken, Germany.}}

\textbf{equilibrium under nonEU}; Nice paper that points out how definition of support for nonadditive measures determines what kind of equilibrium results. The definition of support should not be chosen ad hoc merely to get the kind of equilibrium wanted, but the other way around, first one should find good reasons for defining the support and then one should see what equilibrium results.

The definition of support is important for what people call the consistency requirement of Nash equilibrium. Here consistency requirement means that the equilibrium strategies in the support are all optimal. %}


\textbf{restricting representations to subsets}: For virtually all representation theorems in the literature, richness of structure is essentially. This paper proves this point for Cox’s famous axiomatization of probability. See also \textbf{criticizing the dangerous role of technical axioms such as continuity} %}


Theoretically oriented book on reasoning with probabilities and generalizations of probability. Each chapter has many, 40 or so, exercises.

Ch. 1 starts with some classical probability-reasoning puzzles.

Ch. 2 does probability with a betting axiomatization, upper and lower probability, Dempster-Shafer belief, and the most general, possibility measures (assigning max to disjoint union, as in fuzzy logic), and the most general, plausibility measures that generalize weighting functions/capacities by having as range a partially ordered set.

**updating under ambiguity**: Ch. 3 considers updating for various non-Bayesian belief indexes. Ch. 4 is on independence and Bayesian networks, considering it also for nonadditive measures of beliefs. Ch. 5 is on expectation, inner and outer, and then based on this decision theory in §5.4. §5.4.3 has the marvelous generalized expected utility developed by Chu & Halpern (2008, *Theory and Decision*). Ch. 6 considers multi-agents, with the important topic of protocols in §6.6. Ch. 7 develops logic for uncertainty reasonings, and Ch. 8 is on defaults and counterfactuals. Ch. 9 is on belief revision, comparing it with conditional logic. Ch. 10 brings 1st order modal logic, and Ch. 11 is on an interesting topic:

“From Statistics to Beliefs,”

discussing for instance reference classes and random worlds.


**updating: discussing conditional probability and/or updating**

Presents mathematical relations between the concepts, which can be equivalent under countable additivity, finite state space, and so on.


**conservation of influence**: determining causality is like determining influence.

Involves counterfactual thinking.

Paper distinguishes between belief functions as “generalized probability,” which reflects belief of a person that he is willing to act upon (which may be subjective in my terminology although Joe in a discussion with me in Jan. 2002 never wanted to commit to this term), and that we are born with and keep up updating, and as “evidence,” which is a piece of (in my terms, objective) information that need not reflect anybody’s belief. For example, evidence may be sample size + relative frequencies in a data set. Paper has the nice interpretation that evidence is to be taken as an updating function mapping prior beliefs to posterior beliefs (claimed as possibly new on p. 290).

Two pieces of evidence can be combined as through Dempster/Shafer’s formula, a belief can be updated through evidence. The writings of Shafer, Dempster, Smets, do not always fit very clearly/completely in one or other category. P. 289 points out that combining beliefs, as with combining experts, requires subjective judgment of importance weights of the experts.

Second part of paper, starting in §4 on p. 288, assumes the special model as in statistics, where there are hypotheses with nonprobabilized uncertainty and then, conditional on each hypothesis, probabilized uncertainty about the observations. It imposes that evidence, to be proper, should map each Bayesian prior probability towards a posterior Bayesian probability. This then implies that evidence should be like a normalized likelihood function; i.e., as an additive probability (e.g., Theorem 4.6, p. 301). And this is a conclusion of the paper, that evidence is best represented as (Bayesian, additive) probability.

P. 303 gives refs to papers showing that under some axioms à la Cox, evidence must be represented by likelihood.


About half of 1075 (p. 126 bottom) farmers were asked hypothetical questions about willingness to pay or accept for risky gains and losses. Assuming EU, their utility functions were derived. Their utility curvature was related to their kind of business, whether more or less risky, and to other characteristics. Farmers with weak loss aversion (utility steep for losses and shallow for gains) engaged in risky activities such as cash crops en fat-stock feeding. Farmers with strong loss aversion engaged in safe activities such as general farming. Qualitative relations are reported, but no statistics. The authors use an unclear terminology of high and low marginal utility where high for gains probably means more convex, so, more risk seeking, and high for losses means the opposite.

_ risky utility $u =$ transform of strength of preference $v$: _ they clearly and repeatedly favor this view, e.g. footnote 4 p. 119.

Pp. 122-123 lists the vNM axioms without independence, but with a nice point 4 that is like the DUR assumption 2.1.2 of my book (only generated probability distribution over outcomes matters) or like no-framing.

P. 123 penultimate para explains that direct matching would be too complex for subjects, so, they derived from choices. P. 124 text explains that they took midpoints between switches of preferences as indifference point. Not very clear to me what exactly their stimuli were in Table 1.

P. 124 note a at the table writes that they only use small probabilities so as to avoid distorting effects of what we nowadays (2013) call probability weighting.

PE doesn’t do well: p. 124 note c at table says that variations in outcomes are easier to understand than variations in probability.
P. 131 l. 9 report a 26 times higher marginal utility for losses than for gains but it is not clear. 


{% risky utility u = strength of preference v (or other riskless cardinal utility, often called value) %}


{% Real incentives, Dutch book, or reference-dependence test: Consider repeated private value auctions, where commonly repeated payments are used and it is assumed that prior gains do not affect behavior. These authors, however, show that cash balance does affect bidding behavior.

random incentive system: this paper gives evidence to support it.

Get some evidence for target and aspiration levels. %}


{% %}


{% %}


{% Introduces a mathematical preference model combining health and wealth evaluations, giving preference axiomatizations, and implications for QALY, DALY, and so on. %}


Coherentism: coherence means internal consistency. Correspondence means good relations to external world. %


Intuitive versus analytical decisions: cognitive continuum theory: People combine analytic and intuitive judgments. The optimal level of analytic/intuitive depends on the task, and surely need not be the analytic end. %


Dynamic consistency: favors abandoning time consistency, so, favors sophisticated choice, because he considered precommitment only viable if an extraneous device is available to implement it (p. 162/163). P. 162 defines sophisticated and myopic choice; also defines precommitment (called resolute choice by McClennen) but, similar to me, thinks that that is not really an available option. Hammond says that if it is indeed available, then it should be added as a new decision option, a new branch in the tree. (To which McClennen would probably reply that precommitment is in the head and needs no additional
decision option, and Machina would reply that tastes themselves have changed and thus generate what seems to be precommitment.)

Hammond takes paths (called “branches”) as primitives. \( n = x(t) \) means that node \( n \) occurs at time point \( t \) in the path \( x \). In a decision node, all paths emanating from it are simply in the choice set. The one actually happening from there on is the one most preferred by the choice function, but not necessarily in a preference sense and a myopic person will therefore end up with addiction. For any subset of paths, one considers the choice between them by simply snipping off all other paths and otherwise leave the tree as is. Then from that one sees what choice is revealed. Preference between two paths \( x \) and \( y \) in a node \( n \) is then inferred by deleting !all! other paths, and then see what is chosen.

Such procedures do not seem to be useful if there are interactions between paths in the sense that the preference between \( x \) and \( y \) can be affected by another path \( z \), such as happening in game theory when other actors also choose. Also it is problematic for DUU and nonEU when there is nonseparability (e.g., my paper “counterfactual”).

Coherence: choice function over paths in some fixed node satisfies some revealed preference conditions to agree with a (weak) ordering.

Consistency: choices at different time points reveal the same preferences between paths; it is, basically (6.2 suggests, but I am not 100% sure), the thing violated by myopic choice.

Endogeneously changing tastes describe changes due to previous decisions (so, violations of DC (dynamic consistency), e.g., previous decisions of chance). Exogeneously changing tastes describe changes due to the progression of time (say, factors not in the tree; so, violations of stationarity). Seems that first may rather be violation of history-independence and second of stationarity???

The paper shows that in trees where sophisticated choice is coherent, it agrees with myopic choice. In other words, whenever myopic choice leads to irrationality, then sophisticated choice is not coherent.

There may be a point in the last lines of the conclusion. Sophisticated choice may seem like some sort of resolution of changing taste, but it still is incoherent, so the basic irrationality still remains. %}


First version seems to have been:


A convenience sample of 22 physicians and 11 trainees were interviewed qualitatively about how they handled uncertainty. Strategies consisted of collecting more info, asking others to decide, paying more or less attention to the uncertainties, and other similar strategies. I saw no uses for decision theory.


Analyzes newsvendor where only mean and variance are known, and ambiguity aversion is captured through maxmin evaluations.


They propose to transform probability estimates so as to reduce biases. They use the Goldstein-Einhorn family (they do not use this term) without the elevation parameter, so it is symmetric and only brings inverse-S. This has been done before for discrete events but they do it for continua of events. They consider, for instance, which transformation comes closest to correct data.

Han, Ying & David V. Budescu (2022) “Recalibrating Probabilistic Forecasts to Improve Their Accuracy,” *Judgment and Decision Making* 17, 91–123.

*dynamic consistency*: favors abandoning forgone-event independence, so, favors resolute choice; updating under ambiguity


*game theory for nonexpected utility*


An American health insurance company forced its clients to change health insurance in 2004. (So, it is not nudge.) Following years, clients were free to change or not. The author can measure inertia and adverse selection (they have data on client claims). He finds that removing inertia primarily increases adverse selection. This agrees with Wakker, Timmermans, & Machielse (2007) who also found that helping clients by providing health-expenses info is not good because it enhances adverse selection too much.


one-dimensional utility; considers relative risk premium (risk premium expressed in terms of percentage of wealth) and characterizes its decreasingness in terms of sums of utility functions on a particular domain of prospects.


Maccheroni, Marinacci, & Rustichini (2006 Econometrica) generalize this. For interpretation of attitude/belief, see my annotations on that paper.


nonadditive measures, large market-based measures of risk aversion; robust agents want robustness against specification errors about income shocks. uncertainty amplifies risk: they seem to argue for this, where uncertainty is model-uncertainty and the phenomenon amplified is aversion.


proper scoring rules: invented around end 1995 that one can let people bet on scientific predictions by email, à la W.K.B. Hofstee.


revealed preference


Considers combinations P*Q of prospects P and Q, interpreted as receiving both of them where they are played independently. Assumes that if P~Q, then P*C ~ Q*C. Under EU, it is implied by constant absolute risk aversion but need not hold in general, similarly as with Samuelson’s colleague-paradox. The author doesn’t seem to be aware of this. He points out that P*Q can be nonequivalent to P’*Q even though P ~P’ if P’ is more risky than P, under EU. Taking his operation too seriously, he does not conclude from it that his operation is no good, but instead that EU must be no good and that we should reckon with riskiness beyond EU (p. 181 middle sentence). §2 discusses reference dependence, but lowest para of p. 183 confuses money and utility. P. 184 compares level of U(m,x) with level of U(m’,x’), where m is reference point and x is money, in direct manners.
However, the common thinking is that preferences can only compare alternatives under one same reference point. Hence, $U(m,x)$ is a ratio scale that is completely independent of $U(m',x')$, and comparisons of their levels is not meaningful. We can compare their degree of concavity yes, but their level no. %}


• {% linear utility for small stakes: gives a nice argument.}

Nice example, showing that, if a person is indifferent between (.5: $W$, .5: $W+21$) and $W+7$ for sure, for all $W$, then the person prefers a sure gain of 7 to the gamble (.4: $M$, .6: 0) for all $M$! I got this reference from footnote 2 of Rabin (2000, Econometrica), who presents similar ideas. Rabin got the reference from Prelec (personal communication). %}


{% PT, applications %}


{% probability elicitation: applied to experimental economics.}

They measure matching probabilities of events using BDM (Becker-DeGroot-Marschak), but in a particular way. To “control for belief,” and to focus entirely on the (un)clarity of the mechanism, they take matching probabilities of events with known probability, such as the event of winning from a bag A with 10 chips, 2 of which are winning. Let us focus on the latter event. In the “declarative” design (direct matching in fact) they present subjects with an alternative bag B, with an unknown composition of winning chips, which has 1, …, or 9 winning chips, each with probability 1/9 of being the true bag. So, this B is an Ellsberg-type bag with an unknown number of winning chips, generated using second-order probabilities (second-order probabilities to model ambiguity). The subjects perceive ambiguity (or second-order probability) at this stage, but will
like the unknown bag more because the known one has only two winning chips.

Then the subjects have to submit a number X. If the number of winning chips \( \geq X \), so, the unknown bag B is more favorable, then the draw will be from B, and otherwise from A. Given that they depict the unknown bag with a question mark, some subjects may have misunderstood and may have erroneously thought that they are supposed to guess the right number of winning chips. Another misunderstanding may be that subjects first make up their mind that they like bag B more, and then think that they always get their preferred bag B if they submit 0, thus encouraging them to submit 0. The design encourages the subjects not to perceive the possible decision situations in isolation, as desirable for BDM (Becker-DeGroot-Marschak), but as an integrated meta-lottery.

Once the subjects understand the decision task properly, they understand that it is a trivial decision task (a test of stochastic dominance). In a lecture in Atlanta Oct. 2010, the first author explained that in the experiment subjects were encouraged to follow their “gut-feeling,” so as to make it seem less trivial probably.

The design reminds me some of that of Bohnet et al. (2008 American Economic Review) which, when properly understood, was only the elicitation of a PE probability, but the BDM mechanism was implemented, not through an ambiguous bag, but through the percentage of subjects in an experiment that deceived in a trust game, arousing trust- and indignification emotions with subjects who do not see through the BDM mechanism.

They use a “declarative” and “clock” implementation of BDM, and find that clock is more accurate.

The authors are enthusiastic, expressing it at the end of their abstract: “Our findings hold practical value to anyone interested in eliciting beliefs from representative populations, a goal of increasing importance when conducting large-scale surveys or field experiments.”


Distinguish between strategic uncertainty (market entry game) and what they call state uncertainty, and what might also be called nature uncertainty. Migrants are
more likely to enter competition, but have no different risk or ambiguity attitude. It is nice that for using price lists they cite Fox & Tversky (1995) rather than Holt & Laury (2002) (p. 132). They do cite the latter elsewhere. For risk aversion, they measure one CE of a fifty-fifty lottery, and for ambiguity of an ambiguous-two-color urn but, as far as I could see, no control for suspicion (suspicions under ambiguity).}


{% Takes a general functional representing uncertainty attitude. Uses local derivatives to define probabilities (state-contingent prices) and, thus, SEU/SEV. Decomposes local uncertainty premium as sum of risk premium and ambiguity premium. Is in spirit of Machina (1982). In version that I saw, EU was assumed for risk, so that all of nonEU was taken as ambiguity, in main text. The end suggested generalizations to nonEU risk attitude. Typical of the spirit of these days (2021) is that the author starts from the Anscombe-Aumann framework, as if the only thing conceivable, and then almost apologetically moves to a Savagean framework. %}


{% Under EU with homogeneous beliefs but heterogeneous utility (“risk aversion”), if all consumers have convex absolute risk aversion then so has representative agent. %}


{% https://doi.org/10.1287/mnsc.2021.4097

Use smooth ambiguity model to get optimal portfolio, implied ambiguity of portfolio is smallest ambiguity aversion coefficient making the portfolio optimal. Ambiguity perception = part of variability of asset returns that can be attributed
to the ambiguity. Relate it to the Sharpe ratio. Use U.S. stock market data to assess how ambiguity averse the representative investor is. %}


{% %}


{%= Analyze all logical implications of subsets of the vNM EU axioms. They take as nice starting point a characterization of all preference relations that satisfy vNM independence and nothing else. They assume in this that the outcome set is a separable metric space. Then the characterization is that there is a collection of sets of continuous utility functions such that x R y (lottery x is preferred to lottery y) if and only if for every set in the collection there is one utility function whose EU accommodates the preference. So, within each set there is a “there exists” quantification, but across sets there is a “for all” quantification. The first can deliver all required richness, the second all required restrictions. This paper is the linear analog of Nishimura & Ok (2016). With linearity added the results are nicer. There is no clear uniqueness result for the sets to be chosen. As with N&O, because there is much richness in the sets to be chosen, one can always choose the utility functions continuous. The authors call their representation coalitional minmax. %}


{% PT falsified: this paper falsifies any other classical economic theory as well, with its extensive risk seeking, especially for gains.

Choices between one nonzero outcome prospects, and the sure outcome that was always the expectation of the prospect. Did it for children, young adults, and adults, ages 5-8, 9-13, 14-20, and 21-64. Did it for probabilities 0.02, 0.10, 0.80, and 0.98. Find in everything the almost exact opposite of the fourfold pattern predicted by prospect theory: People seem to underweight small probabilities and overweight high probabilities, both for gains and for losses, yielding the
exact opposite of the fourfold pattern. As people are older they are closer to expected value maximization. People are closer to expected value maximization for gains than for losses. People are more risk averse for gains than for losses.

Real incentives: **random incentive system** where one choice is played for real. Implementation of losses: through **prior endowment mechanism** to ensure no real loss.

P. 59: people who violated monotonicity tended to be more risk averse.

P. 60 bottom: Strange is that the majority choices, 56%, were risk seeking, and were so mostly for gains. Maybe the design generated a strong joy of gambling? This is evidence against prospect theory, but against any other current theory as well.

**linear utility for small stakes:** they make this assumption for pragmatic reasons.

The authors conjecture (p. 72 penultimate paragraph) that their deviating findings may be due to their stimuli of risky versus riskless choices, claiming that this is different to almost all prior work. This is not so, Tversky & Kahneman (1992) and many others also considered such choices (not doing WTP but choice). %}


{% equate risk aversion with concave utility under nonEU: p. 597: Unfortunately, they use the term risk neutral for linear utility, also under PT, even though with linear utility there then can still be large deviations from risk neutrality due to probability weighting. They mention that only few studies have tested the fourfold pattern using choices. The following search keywords in this bibliography can give related references:

**concave utility for gains, convex utility for losses;**

**risk averse for gains, risk seeking for losses**

**PT falsified**

**risk seeking for small-probability gains**

P. 598 last para explains why their 2002 study is so unique.

**losses from prior endowment mechanism:** Subjects received $22 in
beginning, well, it was put on a table in front of them and apparently not yet put in their pocket. They might have to pay back from that.

**random incentive system**: Each subject was paid twice, so, there is income effect. When they played their first choice they did not yet know a second would come (p. 601 l. 6), so, this can be taken as without the income effect (but then with a minor deception) (**deception when implementing real incentives**). Second time they were, again, endowed with $22.

Although pricing tasks confirm 4-fold pattern, I find it hard to interpret the stimuli and results. Subjects had to pay their WTP to get a gain prospect, so that losses could be involved and it was not really a gain prospect. The authors point this out in footnote 8 (p. 599) and discuss it more in §5, but nevertheless analyze what they call gain prospects as if gain prospects. Further complication is that, with prior endowment put on table before them, it is not clear to me if subjects integrated or not, took it as house money or not, and so on.

P. 602 writes that loss aversion can explain that for losses the WTP in absolute value was usually found to be larger than for gains. If subjects took the prospects as the authors analyze and describe them (gain-prospects and loss-prospects) then there would be no mixed prospects and loss aversion had no role to play. (**loss aversion: erroneously thinking it is reflection**)  

Pp. 602-603 finds relations at individual level between gain- and loss-attitudes, different than Cohen, Jaffray, & Said (1987) who found no relation.

In the choice task where subjects chose between prospects and their expected values, but were endowed with $22, not given but put on the table before them. They found mostly nonsignificant deviation from EV, and the deviations all suggested to go opposite to the 4-fold pattern. I find it hard to assess the effect of the prior endowment mechanism though. Much of this evidence does not only go against PT, but against any theory we know.

In some places the authors put forward the dual self theories when discussing their results. %}


{% Soft discussion of HP-testing %}

{% foundations of statistics; many nice references %}


{% PT, applications, loss aversion: seem to find asymmetric price elasticities. %}


{% %}


{% Use hypothetical choice, defended on basis of large outcomes and losses, something that I agree with. Find that fixed-cost for delay, both for gains and losses, and independent of outcome-magnitude, explains much, and for instance explains a bias, confirmed empirically, to prefer immediate losses to future losses, whereas classical theories predict the opposite. %}


{% https://doi.org/10.1287/mnsc.2015.2349

The authors show that subjects prefer an uncertain future payment less than an immediate uncertain or a future certain payment, thus confirming risk aversion and impatience.

For losses, people disprefer risky losses, which might contradict risk seeking as predicted by prospect theory were it not that the delay can have led to the
dislike. I did not study the paper enough to see how the authors correct for this. For example, I did not understand in the abstract: “While holding the expected value of payouts constant, participants preferred immediate gains and losses if the future was uncertain, and preferred future gains and losses if the present was uncertain.”%


Study intertemporal choice, for money, health, and environment, with delays of 0, 1, or 10 years. Use hypothetical choice which I think is best for such intertemporal studies.

For money they assume linear utility, and for health and environment they take number of days (or weeks) of exposure to some gain or loss as unit of which utility is taken linearly just as money when calculating discounting. They find that discounting is similar for money, health, and environment (maybe for gain health some more discounting and for loss health some less), so that this aspect of outcomes does not matter much. But sign of outcome (“valence”) matters much, with gains discounted way stronger than losses.

P. 330 column 1 makes the strange claim that the dominant “rational-economic” assumption is that risk attitude should be independent of the outcome. However, I think that no economist will think that utility should be the same for money, wine, life years, and the exponential of money. The authors add a clause “after adjusting for differences in the marginal value of outcomes in different domains” but it is unclear what that marginal value is other than utility, and adjusting for utility gives expected value, so risk neutrality if I understand right. Maybe they think of probability weighting with this claimed to be the same across domains?

To fit data, they use hyperbolic discounting $1/(1+kt)$ with $k$ the discount parameter. They find strong discounting for gains, with $250$ today equivalent to $337.50$ next year, and weak for losses, with losing $250$ today equivalent to losing $265$ next year (pp. 332). Correlations between gains and losses were weak.%

They measure discounting using matching, choice list (they call it fixed-sequence choice titration), and bisection (they call it dynamic “staircase”). Compare and discuss them. Matching better fits hyperbolic discounting. Choice list better predict real choices. The authors are negative on bisection.

End of §1.1, p. 3: The authors study discounting for periods taking up to 50 years. They use hypothetical choice. They properly motivate this, and I agree:

“Studying the discounting of complex outcome sets on long timescales can be logistically difficult in the lab, if the goal is to make choices consequential: tracking down past participants in order to send them their “future” payoffs is hard enough one year after a study, but doing so in 50 years may well be impossible. Truly consequential designs are even trickier when studying losses, since they require researchers to demand long-since endowed money from participants who may not even remember having participated in the study. Fortunately, hypothetical delay-discounting questions presented in a laboratory setting do appear to correlate with real-world measures of impulsivity such as smoking, overeating, and debt repayment (Chabris et al., 2008; Meier & Sprenger, 2012; Reimers et al., 2009), suggesting that even hypothetical outcomes are worth studying.”

As do Ariely, Loewenstein, & Prelec (2001), they use the nice term “coherent arbitrariness” for coherent choices that are coherent biases rather than coherent genuine preference. It is what Loomes, Starmer, & Sugden (2003 EJ) call the shaping hypothesis. Methods that can elicit more inconsistencies/noise can be good. The authors use the nice term “ability to detect inattentive participants” for it.

coherentism: although the authors do not really get into that, the term coherent arbitrariness nicely indicates disagreement with coherentism. %


盉 All comments below refer to 2nd edn.

Watch out that these authors use the term convex to designate only midpoint convexity. I will use the term in the usual way below.

Section 2.20, the definition of average, reminds me of Blackwell’s theorem, but I will not try to check out the link now.

Ch. 3: P. 65 Eq. 3.1.1 writes the quawi-linear functional (CE of EU under risk)
but does not do much with it. P. 158, Theorem 215, will characterize it. The Ch. considers probability-contingent prospects \((q_1:x_1,\ldots,q_n:x_n)\) with all \(q_j\)'s positive and summing to 1 and the \(x_j\)'s real-valued. They take the prospects as abstract mathematical objects and never refer to probabilities or anything. I could not find out from the text if they assume \(n\) variable or fixed. Most theorems and proofs seem to hold for both, as long as \(n\) is fixed at at least 2. What they call means are what DUR calls certainty equivalents under expected utility with possibly nonlinear utility \(U\). Theorem 82 shows that the CE (certainty equivalent) is uniquely determined if \(U\) is continuous and strictly monotonic. Theorem 83 shows that CEs (certainty equivalents) determine \(U\) uniquely up to level and unit and sign of unit. P. 67 bottom states that we can always take \(U\) strictly increasing. (For just CEs it does not matter if we take \(U\) or \(-U\)).

Theorem 84 shows that CE is homogenous, which is equivalent to constant relative risk aversion (CRRA), if and only if \(U\) is of the log-power family! This precedes Pfanzagl (1959) and others.

Theorem 85, and also Theorem 92, show the Pratt-Arrow-Yaari result that, undet EU, \(U\) has lower certainty equivalents than EU under \(V\) iff \(U\) is a concave transformation of \(V\). Theorem 243 extends this to nonsimple distributions.

Section 3.5-3.8 give results on convex functions that are useful in decision theory (midpoint convexity and the like).

Section 3.15 compares sums instead of averages, and Section 3.17 compares sets (I am not sure but maybe this book lets set refer to \(n\)-tuples, i.e., they are sequences iso sets).

Section 3.16 has all kinds of results on concavity of higher derivatives, which might be related to prudence.

Observation 88 in §3.7 (p. 73 in 2nd edn.) gives a beautiful result on convexity (full-force, and not just midpoint convexity) for continuous functions: they are convex as soon as for each pair of arguments there exists an argument in between them for which the function is below the chord. Beautiful proof:

“Suppose that PQ is a chord, and R a point on the chord below the curve. Then there is a last point S on PR and a first point T on RQ in which the curve meets the chord: S may be P and T may be Q. The chord ST lies entirely below the curve, contradicting the hypothesis.”

Observation 111, §3.18 (p. 91) shows that on any open interval, midpoint convexity plus boundedness on some nondegenerate subinterval imply continuity
and full convexity on the whole open interval. They refer to Jessen (1931) and M. Riesz (1927) for this result.

P. 158, Theorem 215 gives the von Neumann-Morgenstern EU axiomatization if certainty equivalents exist!! The domain is the set of all simple prospects over \( \mathbb{R} \), as explained in §6.19. The necessary and sufficient conditions for EU with a continuous strictly increasing utility \( U \) are:

1. \( CE(x) = x \);
2. Strict stochastic dominance;
3. \( CE(F) = CE(F^*) \implies CE(tF+(1-t)G) = CE(tF^*+(1-t)G) \) for all \( 0 < t < 1 \).

Condition [3], called quasi-linearity on p. 161, is nothing other than the celebrated independence condition. Footnote a then cites three references, by Nagumo, Kolmogoroff, and … de Finetti (1931) “Sul Concetto di Media”! They then say that they follow de Finetti’s proof. Note how continuity of CE, and the vNM Archimedean axiom, all follow from the conditions, mostly CE existence.

P. 161 last two lines state uniqueness up to level and unit.

Theorem 216: velocity averaged by time is less than velocity averaged by distance.

Theorem 236 (p. 168): defines comonotonicity, called similarly ordered there.

Theorem 249 and 250 shows that second-order stochastic dominance is necessary and sufficient for preferability under every concave utility function. This can be seen as follows: Take \( a = 0, b = 1 \), and let \( f \) be the generalized inverse of the distribution function \( F \) of a prospect that I will denote \( F \), and let \( g \) be the generalized inverse of the distribution function \( G \) of a prospect that I will denote \( G \). Then the integral from 0 to 1 of \( f \) is \( EV(F) \), and the integral from 0 to 1 of \( \psi(f) \) is the EU of \( F \) under utility function \( \psi \). The inequality of integrals written in the beginning means that \( F \) is preferred to \( G \) under every convex utility. The necessary and sufficient condition is that \( F \) and \( G \) have the same expected value and every above truncation of the two at level \( y \) has higher expectation under \( F \) than under \( G \). A discrete analog is in Theorem 108. That theorem compares n-fold sums. We can as well take averages and then have equal-probability lotteries, which captures all rational-probability lotteries. Then the majorization amounts to 2nd stochastic dominance, I guess, but did not try to check more. %}

Hardy, Godfrey H., John E. Littlewood, & George Pòlya (1934) “Inequalities.”


PT falsified; They ask subjects introspective question about values of positive and small negative amounts. For small amounts they find stronger evaluations of positive amounts, deviating from loss aversion. For large amounts they find loss aversion. Experiment 1: How nice/unnice is it to gain/lose money. Experiment 2 repeats it for money gained/lost against a bookmaker. A control question could have been how happy subjects feel if they neither gain nor lose, so as to determine what the value of the reference point is and if it is really the neutrality point of the scale the authors use.

Another aside is that loss aversion may be due to the overweighting of the loss experience/anticipation and not to the experience itself.

risk seeking for symmetric fifty-fifty gambles: experiment 3 asks for $-x$ such that $(-x, p; y) \sim (-a, p; b)$ (not incentivized).

Problem with small amounts is that distorting factors such as joy of playing and framing decide.


Not easy to see if more risk aversion for gains than risk seeking for losses, e.g. because of different prizes.


{\textit{error theory for risky choice;}}
results are sensitive to the specifications of the respective theories that were chosen, for instance to whether convexity and concavity are taken strict or weak. For RDU/PT the most relevant specification, i.e., of inverse-$S$ weighting functions was not investigated.

\textbf{losses from prior endowment mechanism}: real payments with losses are implemented by subtraction from prior endowment. Further comments on this are on p. 1281.

EU is quite good for same supports, but is very bad when different supports (then dominated by either nonEU or EV)

The study deliberately avoids mixed gambles (Camerer, March 2002, personal communication) and, therefore, does not consider loss aversion. Means that one aspect at which prospect theory excels is excluded from the game!

P. 1263 claims that average inconsistency rate is 15–25%, and gives references to it (\textit{inconsistency in repeated risky choice})

P. 1276 \textit{real incentives/hypothetical choice} [italics from original]: Paying participants appears to lower the error rate, increasing rejection of EU and many other theories rather than inducing conformity to them. P. 1281: no other differences between real and hypothetical payments.

P. 1268 (also 1281, 1282): EU violations in the interior of the triangle are less, but do not disappear.

P. 1281: No reflection for small gains and losses in the interior of the triangle; may be due to the real incentives where losses were subtracted from prior endowment, which for several/many? subjects means that they integrated payments and took these losses as gains. (Suggested in Footnote 24 on that page.)

P. 1281: curvature of indifference curves in depends on stakes

P. 1285: nonlinear weighing of small probabilities is important (gives citation of Morgenstern)

P. 1286: the authors give a piece of their mind to people who cling to EU. %}


Adapt the well-known Exponential Euler Equation for equilibrium path in intertemporal consumption to nonconstant, quasi-hyperbolic, discounting. A convex combination of $\beta$ and $\delta$ replaces the classical discount factor.


Investigates time preference for losses. For money discounting is positive (preference for deferring losses), but for other dreadful experiences it can be anything, and often is negative (prefer to have dreadful outcome soon). No relation between discounting for gains and for losses. They considered hypothetical choices (although there were questions about real experiences in Study 5).


Adapt the well-known Exponential Euler Equation for equilibrium path in intertemporal consumption to nonconstant, quasi-hyperbolic, discounting. A convex combination of $\beta$ and $\delta$ replaces the classical discount factor.


Investigates time preference for losses. For money discounting is positive (preference for deferring losses), but for other dreadful experiences it can be anything, and often is negative (prefer to have dreadful outcome soon). No relation between discounting for gains and for losses. They considered hypothetical choices (although there were questions about real experiences in Study 5).
same exponential. There are some drawbacks to this model (see my comments there). The present paper varies by taking the extended present to be random. A deterministic model would result if we’d take expected discounting as resulting from the above process and take that as deterministic, but no standard mathematical tools can be provided yet (p. 213 last para). I do not see whether or not it avoids the problem of Jamison & Jamison (2011).


Seems to argue that life duration is incommensurable with quality of life, and never one should be traded for the other.


Z&Z: elderly’s choices among health plans and supplemental insurances from Minneapolis '88 St. Paul Medicare health plan data. Statistical techniques to also estimate preferences on unobservable attributes. Authors use term IIA not in sense of social choice (Arrow ’51), and neither in sense of individual-choice-revealed-preference (Nash ’51, Arrow ’59), but in probabilistic-choice sense as the central axiom of Luce (1959) where choice proportions are unaltered if third alternatives are dropped.


Points out that adaptive stimuli can distort incentive compatibility. Apparently BDM (Becker-DeGroot-Marschak) applied their method in an adaptive context and were unaware of the distortion mentioned. Then this paper measures certainty equivalents and risk attitude under EU in a nonadaptive way.


First obtains independent measurement of risk attitude, and then considers bargaining behavior of subjects. Discusses the issue of strategically reporting untrue risk attitude so as to improve the outcome of a bargaining game.


Raises the “flat-payoff” criticism in the context of experiments by Smith, Walker, & Cox. Argues that Nash equilibrium payoff functions did not provide sufficient payoff saliency/dominance so as to observe deviations from equilibrium, or to distinguish risk-averse from risk-neutral bidders. It is a general difficulty with optimization problems that the payoff functions are flat near the optimum, so that small deviations from the optimum are punished little. Reassuring is that subjects often think long when choosing between options that are almost equivalent, where the value difference is only a few cents. Also reassuring can be, under single choice, that these few cents are only for a few seconds of work. The latter reassurance does not apply under RIS, when the few cents difference concern all efforts throughout the experiment. Harrison (2010, footnote 4, and in his earlier works) cites preceding works, including von Winterfeldt & Edwards (1986, Chapter 11), who raised the flat payoff issue before.

The data do suggest risk aversion.

Seems to criticize BDM (Becker-DeGroot-Marschak).


Christiane, Veronika & I: Discusses the issue of changing currency without changing values on p. 233. Mentions the nice term “numeraire illusion.”

real incentives/hypothetical choice: For moderate amounts ($5, $1, $0) 3 out
of 20 subjects do Allais with real payment, 7 out of 20 with hypothetical. This difference is not significant.

Criticizes real-incentives experiments by Kahneman & Tversky in sense that payments are too low, and wrong decision in each choice pair constitutes an expected loss of only some cents (the point raised before by Harrison 1989; for further discussion see my comments there).


{% %

real incentives/hypothetical choice: The topic of this paper. It reanalyzes Battalio, Kagel, & Jiranyakul (1990) and Kagel, MacDonald & Battalio (1990) at individual level, finding that real incentives gives more risk aversion for losses but less (rather than the commonly believed more) for gains. This is also found in the present paper of Harrison, analyzing data of Harrison & Rutström (2005) on hypothetical choice that were collected but not published.

parametric fitting depends on families chosen: P. 61 explains that findings of parametric fittings with error theory and maximum likelihood depend much on the parametric families and error theories chosen.

P. 62 nicely explains that, if unrealistic info is given to subjects in an experiment, then they will replace it with their own ideas about what is plausible.

P. 64:

“In any event, the mere fact that hypothetical and real valuations differ so much tells us that at least one of them is wrong!” %}


{% %

This paper criticizes the statistical tests in the main text of
Abdellaoui, Baillon, Placido, & Wakker (2011) “The Rich Domain of
Uncertainty: Source Functions and Their Experimental Implementation,”

As one of the authors criticized, my role is someone involved rather than outsider commenting.

I mostly use t-tests or Wilcoxon to test (in)equalities. Leaving aside for now my Bayesian sympathies, I like those tests in that they can be used between-subjects, as I usually do, without making any assumption about probabilistic error distributions within-subjects-between-stimuli. In particular, they do not assume those to be statistically independent. They only assume between-subject statistical independence, which I find more convincing.

Many econometric analyses do add assumptions about probabilistic error distributions within-subjects-between-stimuli, and often that they are independent. There are pros and cons, with different preferences in different fields. However, Harrison only knows the latter econometric approach, says that one must specify within-subject errors, does not know that one can do without in t-tests and Wilcoxon, and claims that our tests are wrong for not doing what he knows. My cv on my homepage shows that I have a degree in mathematics with statistics as one specialization, and that until 1995 most of my teaching was in statistics, to mathematical, psychological, and medical students. I should know about t-tests! Harrison is effectively claiming that virtually every t-test used in the literature is wrong. He erroneously thinks that variables that, in his terminology, are estimates, cannot be submitted to t-tests. In regressions as commonly used in econometrics, unlike in t-tests, it is often required that the independent variables have no errors. (See Gillard (2010) for a survey.) Maybe this is confusing Harrison. An alternative source of confusion may be that econometric analyses often impose error assumptions (often normality) on basic measurements, and then for derived concepts one has to investigate how the assumed errors
propagate, and one cannot just impose normal distributions on derived concepts. But we do not do anything of this kind.

Details: Abstract and many places; The criticism that we do not worry about sampling errors is because Harrison does not understand that we can avoid assumptions about within-subject errors.

P. 1 footnote 1: We do use calculations within subjects, getting indexes and parameters of utility and so on, sometimes based on minimizing squared distances. These are mathematical calculations and recodings of data. We do not assume any probabilistic theory and, in return, not any statistical claim is associated with these within-subject calculations. The results of such calculations can be submitted to (between-subject) t-tests or Wilcoxon tests. Not any speculation on within-subject errors needs to be made for that. (Errors there will contribute to variance of the t-statistic, but this variance is handled properly.) Harrison confuses recodings of data with estimations-endowed-with-statistical-claims.

A didactical example to clarify the difference between calculation/recoding and statistical estimation: Imagine that one wants to investigate whether the relative density (weight per volume unit) of men is bigger than that of women. One measures the body weight and also body volume of every person in a representative sample. And then, one does mathematical calculation and recoding and not statistical estimation by calculating the ratio of weight per volume for every person. Then one uses a t-test to compare those ratios. Glenn’s view is that this is wrong, that our ratio taking was a statistical estimation, that we have not specified the errors involved in this process, and so on. Will he want to forbid to ever use a t-test to test relative density? Maybe he adds a reference to the statistical principle that estimations should be based on more than two observations (our weight-per-volume was calculated using only two observations, weight and volume), and that doing it by only two observations is too unreliable? Would he then want to forbid worldwide that someone ever calculates relative densities of any human being? Anyway, he is just confusing general calculations/recodings with statistical estimations.

P. 4 2nd para: The random incentive system assumes isolation, which is one implication of independence (and a dynamic principle). Independence (+ dynamic) is sufficient, but not necessary, for validity of the random incentive
system. Harrison misunderstands this point. Bardsley et al. (2010) explain the point well.

P. 4 footnote 6: This specification, rather than the main text, is required. Comparisons across different sources are not to be done directly through utility values (which are from different scales) but through certainty equivalents.

P. 6 & Table 1 do within-subject statistical tests for every subject. Unlike with us, errors within-subject-between-stimuli are assumed independent here. Our design was not made for this purpose, and the choices per subject are too few to get statistical conclusions this way. (Another problem is that statistical conclusions are inflated because the choices of one individual are not really independent according to my preferred views.) Table 1 indeed shows no statistical power. Harrison blames our design for it rather than his unfortunate test.

Pp. 6-7 criticizes the semi-parametric fitting introduced by Abdellaoui (who has a degree in econometrics). The method first does parametric fitting to obtain a power utility function. Then, in the second stage, it uses that to estimate the things that interest us most: The event weighting functions. And the latter then is non-parametric. This two-stage way emphasizes that for the weighting function not any parametric assumption is made. For this reason, the first-stage estimates of w(0.5) are not used in the second stage (another thing criticized by Harrison on p. 7). In addition, Abdellaoui uses this method to stay close to techniques in decision analysis. The procedure here is within-subject, with not any probabilistic assumption or statistical conclusion made at that stage. Again Harrison confuses calculations with statistical estimations by criticizing our absence of statistical assumptions/conclusions. The whole rest of the paper is confusing calculations and estimations, and between- and within-subject errors. %}


{\% Glenn expresses his characteristic opinions in his characteristic style:

“In general the book confounds scholarship with advocacy in a way that is now all too
common in behavioral economics.”

“I am tired of reading scholarly work in this vein, and feeling the need to constantly check the record against what is alleged.”

That Glenn only knows econometric methods of doing statistics, and thinks that all else unknown to him must be wrong, appears for instance from the following text and its context:

“in general we need both theoretical and econometric assumptions to identify and estimate the latent construct”

Here is how he cites his “friend” Rabin (2000):

“The folk theorem on calibration of risk preferences for “small stakes,” originally stated by Hansson (1988) and popularized by others”


{% Given that this paper criticizes Abdellaoui, Baillon, Placido, & Wakker (AER 2011), I read it from a defensive perspective. The paper is full with negative claims on behavioral economics, typical of Glenn. P. 108 writes: “Section 4.6 considers empirical evidence for the notion of “source dependence,” the hypothesis that risk preferences depend on the source of risk, and shows why we must not confuse point estimates with data.” This is on my aforementioned paper.

P. 108 last para l. 2 has a remarkable confusion: “nominal (e.g., integer-valued)”

The paper throughout mostly gives self-references. For instance, p. 112, §4.2.1, writes: “There are now many published statements of the structural models of risk preferences underlying EUT and RDU models, starting with Harrison and Rutström (2008, §2).”

§4.3.1, on measuring time pref., is typical of the author. Andersen, Harrison, Lau, & Rutstrom (2008, Econometrica), Andersen et al. (2008) henceforth, proposed to measure discounting as follows: First estimate the utility function from RISKY choices assuming EU. Then use that function in the discounted utility (DU) model to estimate discounting. In my annotations to that paper I criticized all these steps. One of the many strange points: If measuring utility, why use risk preferences and not intertemporal preferences?? The present §4.3.1
repeats the approach of Andersen et al. (2008). But, very strangely, it assumes that this is the only way possible, and that there can be no other way. Here are sentences showing this frame of mind: “The idea of joint estimation, again, is that one jointly estimates preferences from one structural model in order to correctly identify and estimate preferences of another structural model. The need for joint estimation comes from theory.” (p. 115)

“In many settings in experimental economics we want to elicit some preference from a set of choices that also depend on risk attitudes. An example due to Andersen et al. (2008) is the elicitation of individual discount rates. In this case it is the concavity of the utility function, \( U'' \), that is important, and under EUT that is synonymous with risk attitudes. Thus the risk aversion task is just a (convenient) vehicle to infer utility over deterministic outcomes. One methodological implication is that we \textit{should} combine a risk elicitation task with a time preference elicitation task, and use them jointly to infer discount rates over utility.” (p. 115; italics added here) It is puzzling why the author does not want to elicit utility directly from intertemporal preference, which can well be done also if discounting is only subjective. Another thing the author does now know is that one can estimate discount rates without knowing or assuming anything about utility, e.g. in Attema, Bleichrodt, Gao, Huang, & Wakker (2016 AER). Section 4.3.2, on estimating subjective probabilities, similarly claims that one has to measure utility for it. The author does not know that one can measure subjective probabilities without knowing or assuming anything about utility.

P. 120, §4.4, claims that one can use probability weighting for losses to capture loss aversion, not realizing that by normalization the total decision weight assignable to losses is always 1. Eq. 9.3.2 in Wakker (2010 p. 254) shows this point, with always total decision weight 1 for losses.

P. 122 cites an incorrect claim by Nilsson et al. (2008):

“It is likely that these results are caused by a peculiarity of CPT, that is, its ability to account for loss aversion in multiple ways. The most obvious way for CPT to account for loss aversion is by parameter \( \lambda \) (after all, the purpose of \( \lambda \) is to measure loss aversion). A second way, however, is to decrease the marginal utility at a faster pace for gains than for losses. This occurs when \( \alpha \) is smaller than \( \beta \). Based on this reasoning, we hypothesized that the parameter estimation routines compensate for the underestimation of \( \lambda \) by assigning lower values to \( \alpha \) than to \( \beta \); in this way, CPT accounts for the existing loss aversion indirectly in a manner that we had not anticipated.”

Utility curvature cannot substitute for loss aversion in general. Most one can say is that for particular sets of stimuli, limited and of particular kinds, utility curvature
(and also probability weighting) can substitute for loss aversion only within that set.

§4.6, p. 127, aims to criticize Abdellaoui, Baillon, Placido, & Wakker (AER 2011). The title, “Point Estimates Are Not Data: A Case Study of Source Dependence” hints at what the author has in mind. The sentence:

“Unfortunately, their conclusions are an artefact of estimation procedures that do not worry about sampling errors. These procedures are now often used in behavioral economics”

also refers to it. I embarked on reading this paper hoping to get here a publically available text that I could then react to. Unfortunately and to my disappointment, the rest of the section does not give a justification of these criticisms, so that they are not available in public. The text refers to an online appendix that I could not find on the author’s website or elsewhere. But it will be what the working paper Harrison (2011) wrote, and what I criticize in my annotations to that working paper.


People’s risk premiums increased due to Covid. So do beliefs in mortality. The authors use expected utility but also Quiggin’s rank-dependent utility to analyze risk attitudes.


Equate risk aversion with concave utility under nonEU: They explicitly state, somewhere in the middle, that risk aversion, risk seeking, and so on, refers only to utility curvature, also under prospect theory. Confusing, because then we do not know how to refer to what is traditionally called risk aversion (preference of EV, involving both utility, probability weighting, and loss aversion)!

Unfortunately, the paper, whereas mentioning original 1979 prospect theory, the separable-weighting generalization often used (though not really prospect
the new 1992 version, but leaves it completely unspecified which of these versions is used in the analysis, for instance, by not giving the formula.

**PT falsified**: they confirm the violations of inverse-S found by Humphrey, & Arjen Verschoor (2004).

They measure probability weighting but use the RIS, something strongly criticized by Harrison & Swarthout (2014).%


{**decreasing ARA/increasing RRA**: This is a comment on Holt & Laury (2002, American Economic Review) “Risk Aversion and Incentive Effects.” It shows empirically that there is an order effect for the high-real payment treatment, which always followed after the low-real payment treatment. They did it now (for 10 times higher payments, not 20 times) both with and without the order effect, and without the order effect the increase in risk aversion versus the low-payment group was reduced by about a factor two. This order effect may be due to loss aversion (see my comments on the Holt & Laury paper). This study confirms the order effect empirically. On the positive side, it shows that half of the high-low-real-payment difference effect of Holt & Laury is not due to the order effect and is genuine.

Confirm Holt & Laury (2002) on the following: women more risk averse than men for low payment but not for high payment (**gender differences in risk attitudes**). %}


{**decreasing ARA/increasing RRA**: find increasing RRA.

Point out that empirical studies of the common ratio effect etc. can gain power if conditioning on degree of risk aversion. The first pages mention that in existing studies there can always exist as yet unknown confounding factors, which of course holds for every statistical study. Also point out that subjects may be almost indifferent between all kinds of choices, so that these do not give much
information, and estimating their risk aversion helps us detect such almost-
indifferences.

They use questions similar as in Holt & Laury (American Economic Review
2002), estimate CRRA parameter from it, and use that as index of risk aversion to
condition on. 

Harrison, Glenn W., Eric Johnson, Melayne M. McInnes, & E. Elisabet Rutström
(2003, March) “Individual Choice and Risk Aversion in the Laboratory: A
Reconsideration,” Dept. of Economics, Moore School of Business, University of
South Carolina, USA.

Published as
Harrison, Glenn W., Eric Johnson, Melayne M. McInnes, & E. Elisabet Rutström

Discounting in Humans just an Experimental Artefact?,” Behavioral and Brain
Sciences 28, 657–657.

This paper considers the Rabin (2000) paradox, but, unfortunately, has many
weaknesses.

Rabin (2000) puts loss aversion forward as the main factor to explain his
paradox in the last para of his main text (pp. 1288-1289). This involves reference
dependence, the main ingredient of prospect theory, the theory sharing the 2002
Economics Nobel prize with its 1979 introductory paper the 2nd most cited in
economics. Reference dependence indeed is the main factor explaining Rabin’s
paradox. Then how is it possible to write a paper on this topic while never even
mentioning reference dependence or loss aversion? Yet this is what this paper
does. It also does not cite Kahneman or Tversky.

Although the authors informally use terms utility of final wealth versus utility
of income to refer to the aforementioned difference, they do not formalize it, so
that they cannot analyze the case properly. Their writing w+x suggests that
wealth goes into outcomes (changes-with-respect-to-reference-point) and leaves
ambiguous the essence, where w should go into the reference point rather than
into the outcome. They should have used a notation such as $x_w$, denoting the reference point $w$ differently than the outcome $x$, so that the readers can know. They also do not make this difference explicit in their experiment. The experiment, thus, seems to test constant absolute risk aversion, finding decreasing absolute risk aversion. This has been found in dozens of studies before, and is generally assumed. See the keyword decreasing ARA/increasing RRA in this bibliography for many references. It is implied by the common parametrizations of prospect theory, with power utility.

There is another problem. Rabin did not claim that all choices are invariant under wealth changes. He only claimed it for the preference $1100.5(-100) < 0$.

The authors consider 28 different lottery pairs in their Table 1 (p. 27), and not Rabin’s pair. So, they tested a different phenomenon and then for different stimuli. (And for a third problem: the largest wealth change is about $120, which is not enough to be very relevant.)

The animosity between experimental economists and behavioral economists that was strong until about 2010, and that is described by Sørenčíkj (2016), but still is very present in this paper, contributing to the confusions and non-objectivity in this paper. This explains not only why Kahneman & Tversky are not cited, and why the 2017 Nobel prize winner Thaler is insulted in footnote 6, but also that, whenever Rabin is cited, one can recognize an implicit negative suggestion. Below, italics are always added by me, and the first two cases are debatable but fit the picture, and the last case (5) is clearest:

1. P. 25 1st para: “Rabin (2000) … Although primarily used as an argument against EUT, it is now well known that this logic applies to a much wider range of models that assume the argument of the utility function to be terminal wealth (Cox and Sadiraj, 2006; Safra and Segal, 2008).”

Here it suggests that Rabin himself did not see the wider implication of terminal wealth being violated. Well, Rabin himself, in his conclusion, immediately suggested that loss aversion (and, therefore, reference dependence) is the most likely cause, which violates terminal wealth.

2. P. 25 3rd & 4th para: “We refer to this claim as the HRC, for “Hansson–Rabin calibration,” acknowledging Hansson (1988) and Rabin (2000). … using the simple example from Hansson (1988) since it is not widely known and illustrates the basic points. The generalization by Rabin (2000) can then be quickly stated.”
Here it downplays Rabin’s contribution by ascribing much to Hansson. Hansson, cited and credited by Rabin, had part of the idea being the calibration effect, but did not convey the wide implications. As an aside, Hansson’s work was brought to Rabin’s attention by Prelec (personal communication).

(3) P. 25, 2nd column, 2nd para: “Indeed, the only empirical example offered by Rabin (2000) uses a bounded CARA function.”

Here it suggests that Rabin was weak on empirical evidence.

(4) Rabin (2000) draws the implication that P must then be false, and that one should employ models of decision-making under risk that relax proposition Q, such as Cumulative Prospect Theory. As a purely logical matter, of course, this is just one way to resolve this calibration puzzle.

Here it suggests that Rabin's conclusion is arbitrary.

(5) 2007). “Rabin and Thaler (2002, p.230) make exactly this mistake in misunderstanding the existing experimental literature:

“We refer any reader who believes in risk neutrality to pick up virtually any experimental test of risk attitudes. Dozens of laboratory experiments show that people are averse to far more favorable bets for smaller stakes. The idea that people are not risk neutral in playing for modest stakes is uncontroversial; indeed, nobody to our knowledge interprets the existing evidence as arguing that expected-value maximization (risk neutrality) is a good fit’.’

The authors here insult not only Rabin, but also the 2017 Nobel prize winner Thaler. There is nothing wrong with the content of the text by Rabin & Thaler, although I would have preferred a different style. The text by R&T is fully relevant to the issue at stake here, which escapes Harrison et al. because they are confused on the role of the reference point.

The paper overstates its (claimed) novelty of doing within-subject on p. 25 2nd para (“the absence of empirical tests is remarkable”) and 1st para in §3 (“All of the evidence claimed to support the premiss that decision makers in experiments exhibit small stakes risk aversion for a large enough finite interval comes from designs in which subjects come to the lab with varying levels of wealth and are faced with small-stakes lotteries.”) because Cox et al. (2013) tested within-subject variations before. The authors only cite Cox et al. for this in a footnote, Footnote 2 on p. 25. (Comes to it what I wrote before, that the authors are doing a within subject test of constant absolute risk aversion which has been done in dozens of papers before. But this is a matter of confusion, rather than deliberately ignoring preceding work.)

As do most papers on individual choice today, the authors use the Random
incentive system (RIS), called RLIM by them, to implement real incentives. This is even though the first author, Harrison, has tried to criticize RIS on many occasions by erroneously claiming that it is valid only under expected utility (e.g., Harrison & Swarthout 2014, abstract). Footnote 9 gives a supposed justification. First follows the justification there that motivates everyone. But then, to be consistent with the EU claim made elsewhere, the footnote writes a weak claim: “The second reason was that the null hypothesis being tested is normally stated assuming EUT [expected utility, which I abbreviate EU], and RLIM is valid under EUT.” This claim is weak because many studies have shown that expected utility is empirically violated. The stated null hypothesis can immediately be rejected based on an ocean of literature, making further tests redundant!

P. 27 l. –5: for higher levels of wealth, the authors seem to find a tendency for risk seeking (they do not state statistical level), deviating from the common findings of weak aversion. %}


{\% random incentive system between-subjects (paying only some subjects):

Footnote 16 reports a little side experiment to test the random incentive system by, in one treatment, of each subject one choice was paid, and in the other treatment for each subject at the end the payment was done with probability only 1:10. They found no significant difference of RRA coefficient.

decreasing ARA/increasing RRA: find bit of increasing RRA but close to constant;

253 people from general population, and real incentives; relate to demographic variables; mean power of utility found is 0.36 (= 1 – RRA coefficient). They only do EU data fitting, and no nonEU.

The Appendix discusses Rabin’s calibration argument. The authors correctly cite Rabin’s text pointing out that loss aversion is the main explanation and also correctly equate this with what experimental economists call utility of income. That Cox & Sadiraj and Rubinstein then having nothing to add anymore, is not
stated clearly but is left ambiguously.

**gender differences in risk attitudes**: no difference %}


{% One point is that if you randomize subjects then by coincidence one group may have more risk averse subject than the other, which can be prevented by measuring the risk attitudes of the subjects. %}


{% Although the paper


has been criticized for using the term field experiment for nothing other than that the sample were no students, this paper continues to use the term (smoking is not enough of being a field activity, and is more of a demographic variable). They use the same data set as Harrison, Lau, & Rutström (2007), and the same estimation of discounting (taking as intertemporal utility the risky utility estimated from risky decisions assuming EU), but now add relations with smoking. I hoped that §2, entitled “Identifying risk and time preferences” would discuss the identification of one with the other, but it did not. Instead, the title refers to just identifying each without looking at the relation between them.

Male smokers discounter more than male nonsmokers. No difference with women. If I understand right, they find no relation between smoking and time inconsistency (parameter of hyperbolic discounting). %}


{% Measure risk attitudes of individuals over own risks, and over risks for others. Is done by usual choice list and assuming EU, as in Holt & Laury (2002). Find no
difference if risk attitudes of others are unknown, but more risk aversion for choices concerning others if the risk attitudes of others are known. 


**Real incentives/hypothetical choice: for time preferences**

Use real payments, for discounting of 6 months or … or some three years. Find average discount rate of 28%. Discusses censoring effect, that for too low interest subjects may refuse because the market gives it better, i.e., subjects may arbitrage between experiment and market. Cite a Coller & Williams (1989) paper for this point.

The only text to explain how the future (could be 3 years later) payments were implemented is on p. 1610 near end.

**Random incentive system between-subjects** (paying only some subjects) was used. The authors write:

Subjects were then told that a single payment option would be chosen at random for payment, and that a single subject would be chosen at random to be paid his preferred payment option for the chosen payoff alternative. The payment mechanism was explained as follows:

**HOW WILL THE ASSIGNEE BE PAID?**

The Assignee will receive a certificate which is redeemable under the conditions dictated by his or her chosen payment option under the selected payoff alternative. This certificate is guaranteed by the Social Research Institute. The Social Research Institute will automatically redeem the certificate for a Social Research Institute check, which the Assignee will receive given his or her chosen payment option under the selected payoff alternative. Please note that all payments are subject to income tax, and information on all payments to participants will be given to the tax authorities by the Social Research Institute.
Pp. 1612-1613 acknowledges the point that the subjects may not trust the implementation of the real incentives and may, therefore, discount extra. P. 1613 points out that experiments with hypothetical choices typically find discount rates of even more than the 28% as found here. 


§2.1, p. 1012, gives six criteria for when a study can be considered a field experiment:

- The nature of the subject pool;
- the nature of the information that the subjects bring to the task;
- the nature of the commodity;
- the nature of the task or trading rules applied;
- the nature of the stakes;
- the nature of the environment that the subject operates in.

P. 1027:

“by some arbitrator from hell.”

P. 1028 has nice discussion “Context is not a dirty word.” About whether choice alternatives should be abstract, or have a concrete context. Is related to my lesson to learn when teaching to medical students: When I tried to attach real diseases etc. to branches in decision trees, the students would start discussing the diseases and not the decision-theoretic risk-tradeoffs. So, I learned to use abstract diseases (disease 1, 2, …, etc.) to designate the branches.

Bardsley et al. (2010 §5.7) properly criticize pp. 1027-1028.

P. 1031, in reply to the criticism of real incentives that they are too small, makes the common mistake of many experimental economists to put forward Holt & Laury (2002) as counterargument. For any practical purpose, the amounts in Holt & Laury (2002) of some hundreds of dollars are SMALL! No one would do a decision analysis for such stakes. Below three months of salary, utility should be linear and nothing going on.

§10 signals a difference of opinion between the two authors, with List (and I) not agreeing with Harrison’s qualifying his studies with general population (in
Denmark) instead of students, and completely artificial otherwise, as field studies. %}


Much of the paper, such as the first half of the abstract, is a general discussion of the pros and cons of a controlled laboratory experiment versus less internally valid but more externally valid field data, a general topic extensively discussed in psychological textbooks and elsewhere.

Do not do experiment with students in lab, but in a major coin show in Orlando with attendants of that show who could participate voluntarily receiving $5 participation fee + performance-contingent payment, serving as an intermediate step between laboratory experiments and real field situations. They consider monetary prizes, and prizes in terms of special coins that have extra uncertainty regarding their value. The finding of this paper is that there is more risk aversion for the second outcomes than for the first. The authors discuss this finding in detail.

They also discuss background risk in detail, in particular that it cannot be ignored. Their study, however, takes background risk in the narrow sense concerning only the extra uncertainty of the special coins and not in the grand sense of all risks that we are facing regarding our investments etc., so that they are overclaiming.


**SPT iso OPT:** unfortunately, they do not use the correct formula (for $x > y > 0$)

$$x_py --> w(p)U(x) + (1-w(p))U(y)$$

which is the correct one not only for the 1992 updated (“cumulative”) prospect theory BUT ALSO for the original 1979-prospect theory (Kahneman & Tversky 1979, p. 276 Eq. 2). Instead they make the well-known mistake of using the formula $$x_py --> w(p)U(x) + w(1-p)U(y).$$ See their footnote 23 on p. 448 where they apparently think that the correct formula only applies to the new cumulative
version, and p. 451 below Eq. 7.

**equate risk aversion with concave utility under nonEU**: P. 455 makes the same mistake as do so many economists of equating risk attitude with utility curvature if the working hypothesis is not EU but is a nonEU model, prospect theory in this case. When on p. 455 the authors report the results of prospect theory (taking the Tversky & Kahneman 1992 parametric families), they discuss dependence of the (power-) utility parameter in detail, but of the probability weighting parameter they only report the average value of 0.83.

They test power utility $U(x) = x^r/r$ but also the translated power utility $U(x) = (x+w)^r/r$ with $w$ an extra parameter, but find only small values of $w$ (p. 455) (they have no loss outcomes).

Footnote 31, p. 456, shows how far the authors got carried away in their interpretation that their coins with extra risk represent everything relevant in life outside the lab, including every possible background risk, because they apparently feel it necessary to negate this suggestion and explain that for instance for health outcomes things may be different than for their special coins …

P. 456 illustrates again how the authors got carried away with their mission: “Indeed, in transferring the insights gained in the laboratory with student subjects to the field, a necessary first step is to explore how market professionals behave in strategically similar situations.” [italics added here].

They measure probability weighting but use the RIS, something strongly criticized by Harrison & Swarthout (2014). %}


{\% Selten, Sadrieh, & Abbink (1999) argued against paying in probability of gaining a prize, but this paper tries to restore. %}


{\% Selten, Sadrieh, & Abbink (1999) argued against paying in probability of gaining a prize, but this paper tries to restore, as did the 2013 paper. %}

{Selten, Sadrieh, & Abbink (1999) argued against paying in probability of gaining a prize, but this paper tries to restore, as did the 2013 & 2014 papers. %}


{ % %}


{ % %}


{ Ask subjects to rank mortality causes according to their believed likelihood. Give real payment according to how close the reported ranking is to the real statistical ranking.

**real incentives/hypothetical choice:** hypothetical ranking and real-incentive ranking give same results. %}


{ survey on nonEU: a comprehensive, colored, review of measurements of risk attitudes.

Appendix F is in apr09 the best reference for Harrison’s econometric Stata analysis technique.

Section 1.4, Appendix D seems to criticize BDM (Becker-DeGroot-Marschak). %}

{% random incentive system: uses it but, to my regret, pays three choices to each subject (p. 138 beginning of §2) so that the main purpose of the system, avoiding income effects, is not served. Fits mixture model to data, where the mixture is of PT (in fact SPT as explained below; I from now on write SPT) and EU. EU and SPT are not nested because another utility function is taken for EU \((s+x)\)' with x the lottery payment and s the prior endowment (losses from prior endowment mechanism) at the beginning of the experiment) than for SPT \((x'\) for gains and \(x'\) for losses). P. 137 has nice history of mixture models in other fields. They measure probability weighting but use the RIS, something strongly criticized by Harrison & Swarthout (2014).

Because the statistical techniques of the authors, apparently, can only handle preference data they, strangely enough, do not use indifferences in their data, even though indifferences are more informative than preferences (p. 139 end of §2 (“indifferences .. to simplify we drop those”, with footnote 14 there: “For the specification of likelihoods of strictly binary responses, such observations add no information.”) If the technique cannot draw info from indifference, then this is a problem of the technique!

Unfortunately, what this paper calls prospect theory is not prospect theory, neither in the new (1992) version nor in the original (1979) version. The paper writes, incorrectly (p. 140) (SPT iso OPT):

“There are two variants of prospect theory, depending on the manner in which the probability weighting function is combined with utilities. The original version proposed by Kahneman & Tversky (1979) posits some weighting function which is separable in outcomes, and has been usefully termed Separable Prospect Theory (SPT) by Camerer & Ho [1994, p. 185]. …”

True, that 1979 OPT cannot be used for more than two nonzero outcomes. However, the separable Edwards-type version used here, as used by Camerer & Ho (1994), does not work at all for three and more outcomes, leading to great over- and underweightings and violations of highly unrealistic stochastic
dominance. All the more reason to turn to the new 92 version of prospect theory!

They suggest that 60 choice questions is about the maximum that can be asked in one experiment.

The mixture model is WITHIN each subject and within each choice. That is, there is a mixture probability \( \pi \). Consider a single subject. We specify both an EU model and an SPT model for this one subject (specify means choosing a utility function, probability weighting function, and loss aversion parameter, as the case may be). For each choice, there is a probability \( \pi \) such that the subject does EU with probability \( \pi \) and SPT with probability \( 1 - \pi \). All choices within the subject are independent here. (Later an error theory will be added where the errors for different choices of one subject are related, so that within a subject in that sense there is no complete independence, but this only concerns the choice error and not the theory choice.) Thus the subject is not described by one model, but has a dual self. It is a bit like quantum mechanics, where properties such as location of a particle may be a probability distribution over the locations that in no way can be pinned down deterministically. Conte, Hey, & Moffat (2007) consider a between-subject mixture where a subject with probability \( \pi \) is EU and then does EU for all choices, and with probability \( 1 - \pi \) is SPT and then does SPT for all choices.

I would actually interpret the approach of this paper as representative agent because the same mixture model with parameters will be fit to each subject. It is indeed not one fixed model for all subjects the same, but it is a mixture of two models for all subjects the same.

The authors find that a mix of EU and SPT works well and, hence, the funeral is for the representative agent. Can reinterpret it as a resurrection of the representative agent, where we only need two of them.

If they fit SPT with T&K’92 parameters and with representative agent, then they find loss aversion of about 1.38. If they do a mix model with about half EU and about half the subjects SPT, then for the SPT subjects a loss aversion parameter of 5.78 results. A problem then is that power for losses is different than for gains, so that loss aversion is not well defined. Probability weighting has parameter \( \gamma = 0.91 \) if not as mixture model.

Intro p. 136 writes that primary methodological contribution is … co-existenc
of EUT and SPT …, but §1 describes many applications of mixture models used before in the literature, also in decision under risk (Wang & Fischbeck 2004). Such speaking with two tongues happens in many papers co-authored by Glenn Harrison. So, he can claim things but if criticized can say “look I already wrote this myself on p. ….” 


The paper essentially redoes the test of Starmer & Sugden (1991 American Economic Review) for probability weighting, but, unlike S&S, finds differences. It is written in a misleading manner. First it claims that RIS (the authors call it RLIM) needs EU and that, therefore, all researchers using RIS to investigate probability weighting or other violations of EU are completely wrong (bipolar), for instance in the abstract. But later it points out that RIS can also be justified without EU. Even, in the 3rd para of p. 436, they state that they will continue to use RIS themselves (as do all others in the field, in the absence of a better alternative), which they indeed do in all their other papers. Here is a detailed account:

The authors (H&S henceforth) criticize researchers who estimate deviations from expected utility (EU) but still use the RIS. This would be a valid criticism if those researchers were to defend RIS by assuming EU. Such people could be called bipolar, as proposed by this paper. But this does not happen. Researchers justify RIS assuming something often called isolation. H&S mention this, and counter that violations of a general isolation exist. But the point is, the researchers need not assume general isolation, but only for their particular stimuli, presented in ways that minimize the risk of violations of isolation. This is in fact what H&S do themselves. In the following text, take the first independence condition as just general independence giving EU, and the second as only isolation for the particular stimuli and presentation of the experiment considered. Then H&S write, on p. 436 3rd para:

“A final implication is to just be honest when presenting experimental findings on RDU and CPT models about the assumed neutrality of the experimental payment protocol. In effect this is
just saying that there might be two independence axioms at work: one for the evaluation of a
given lottery in a binary choice setting, and another one for an evaluation of sets of choices in 1-
in-K settings. If one estimates RDU and CPT models with a 1-in-K protocol one might claim to
be allowing the first axiom to be relaxed while maintaining the second. It is logically possible for
the latter axiom to be empirically false while the former axiom is empirically true. In the absence
of better alternatives, we do this in our own ongoing research using 1-in-K protocols.”

Another good reason for using RIS, despite any problem it has, is that other
mechanisms only have bigger problems. H&S in some places suggest to let each
subject make only one single choice, but properly mention the drawbacks: (1) it is
very expensive, (2) it gives too little info within any individual, so that one can
only make inferences about group averages, and (3) the revealed data may in fact
be of low quality because subjects should learn stimuli before revealing their true
preferences. H&S (p. 435) also suggest alternative procedures by Cox et al.
(2011), now appeared as Cox, Sadiraj, & Schmidt (2015 EE), which concern for
instance paying all choices or the average over all choices. I add here that those
procedures have obvious problems. In the second, subjects know beforehand that
they get about the average payoff, and that whatever choice they do affects their
payoff very little.

To check out that the first author himself invariably uses the RIS, also when
measuring probability weighting (I had to do this for another purpose), I typed the
search words

Glenn Harrison probability weighting

into google scholar on 8 March 2018 and then checked out the five most cited
references:

Prospect Theory: One Wedding and a Decent Funeral,” Experimental Economics
12, 133–158.
P. 138: “After all 60 lottery pairs were evaluated, three were selected at random for payment.”

Preferences and Exogenous Laboratory Experiments: A Case Study of Risk
P. 439: “The subject chooses A or B in each row, and one row is later selected at random for
payout for that subject.” P. 455: “The probability weighting parameter γ is estimated to be 0.83”

*Harrison, Glenn W., Steven J. Humphrey, & Arjen Verschoor (2010) “Choice

“At the end of the experiment one of the eight tasks was selected at random for each subject and the lottery chosen in that task was played-out for real money.” Figure 2, P. 90, reports results on probability weighting.


P. 213: “One choice was selected to be paid out at random after all choices had been entered.” P. 219 Figure 3 reports results on probability weighting.


P. 21: “There were 40 discounting choices and 40 risk attitude choices, and each subject had a 10% chance of being paid for one choice on each block.” [small variation of RIS] P. 24:

“We model lottery choices behavior using a Rank-Dependent Utility (RDU) model, since all choices were in the gain frame, and find evidence of probability weighting”

I also checked out a recent (at this moment of writing, 8 March 2018) study co-authored by the first author:


A footnote writes: “For each type of decision task the subjects had a 10% chance of getting paid. If they were paid in the part of the experiment analyzed, one of the 60 decision tasks was randomly selected and the chosen lottery was played out for payment.”

The conclusion writes:

“we find evidence of modest probability weighting”

Weird is that in the beginning the authors do not acknowledge ways to reconcile RIS with violations of EU, as properly written in many places later in their paper, but misleadingly write the opposite, overly eager to score their point on claimed bipolarity. Here is the beginning of their abstract:

“If someone claims that individuals behave as if they violate the independence axiom (IA) when making decisions over simple lotteries, it is invariably on the basis of experiments and theories that must assume the IA through the use of the random lottery incentive mechanism (RLIM). We refer to someone who holds this view as a Bipolar Behaviorist, exhibiting pessimism about the
axiom when it comes to characterizing how individuals directly evaluate two lotteries in a binary choice task, but optimism about the axiom when it comes to characterizing how individuals evaluate multiple lotteries that make up the incentive structure for a multiple-task experiment.”

This text directly contradicts the 3nd para on p. 436, where they write that they themselves will continue to use the RLIM. Therefore, the term bipolar applies to the authors themselves. %}


{Subjects usually prefer new medical treatments over existing ones. But, if they are pointed out that the new treatment comprises more ambiguity about downsides, then this preference disappears. %}


{discounting normative: Argues that discounting is irrational. Unfortunately, the author uses complete discounting, where the future is completely ignored, as a straw man and most of his paper only argues against that. As usual with philosophical writings, clarification and abbreviation could have been obtained by formal notation. The author points out (e.g. p. 47) that discounting often does not result from time per se but from other factors such as uncertainty. Compares discounting of the future with discounting of the past. Direct “psychological” utility with utility derived from future consequences, even if after one’s death. P. 56, next-to-last paragraph, brings up a good argument, which is that “reason” (something like normative appropriateness) should be irrespective of time. This argument amounts to dynamic consistency (forgone-branch independence), the optimal decision should not depend on the time point of decision. %}


{cancellation axioms: the authors show that in absence of completeness, the weakest version of cancellation is really weaker than some other versions. %}

{\% **discounting normative:** seems to argue so. \%}


{\% Uses the veil of ignorance, mentioned before by Vickrey (1945, p. 329). The term veil of ignorance seems to have been introduced only later, by Rawls. People should accept a social arrangement independently of the position they will have in it. Everyone should be able to imagine that the positions will be exchanged one day. Thus, it should be guided by a probability distribution over these positions. From this Harsanyi derives that welfare-cardinal utility is equal to risky cardinal utility.

\[ \textit{risky utility } u = \textit{strength of preference } v \textit{ (or other riskless cardinal utility, often called value): } \text{Harsanyi derives that from his result. } \% \}


{\% Individual utility of a social state is consequentialistic in the sense that it can depend on the commodity bundles of the other individuals, equity in the social state, etc. The latter is described as “owing to external economies and diseconomies” (e.g. p. 311 Footnote 5).

P. 311 footnote 5:” the utility enjoyed by each individual will, in general, depend not only on his own income but also, owing to external economies and diseconomies of onsumption, on other people’s incomes.” This can be taken as defence against ignoring inequality considerations: They should be incorporated into utility. But the drawback is that then utility becomes too general, to the extent of being useless. P. 312 ll. 11-14 reiterates this point, as does the last para of the 1st column.

P. 313 l. 2/3 of first column claims that EU is normative.

P. 315: the individual utilities to be aggregated should be the subjective ones, not the ethical ones.

P. 316: veil of ignorance has equal chances to end up in each position.
P. 317 suggests the term “principle of unwarranted differentiation”: If you have observed everything of two individuals that you can think of, and it was all identical, then you can assume that they have the same level of utility. A nice term!

A nice paradox that I like to give to Ph.D. students: Let X be the set of social states, \( U_i : X \to \text{Re} \) the utility of individual i, \( n \) the number of individuals, and \( W : X \to \text{Re} \) the utility of society. Harsanyi only assumes expected utility for individuals and society (postulates A and B), and Pareto optimality (postulate C); i.e., society is indifferent between two prospects over social states if all individuals are indifferent. How is it possible that this rules out equity considerations, and generates utilitarianism \( W(x) = a_1U_1(x) + \ldots + a_nU_n(x) \)?

Pareto optimality is completely harmless and self-evident, and so are the expected utility assumptions. Harsanyi’s paradox! Assume richness; i.e., for every n-tuple of individual utilities, a social state exists that generates this n-tuple.

After a while, I add a hint: Assume the above three postulates, and \( W(x) = U_1(x) + \ldots + U_n(x) + U_j(x) \) where \( j \) is the individual with lowest utility, \( U_j(x) \leq U_i(x) \) for all \( i \). \( W \) comprises some equity and clearly is not utilitarian, violating joint independence (for \( n = 3 \) and coordinates utilities, \((1,3,0) \sim (2,2,0) \) but \((1,3,4) < (2,2,4)\)). Which axiom of Harsanyi is violated??

Answer: Pareto optimality is violated. For \( n = 2 \), social states denoted as pairs of individual utilities, 0.5 a probability, and prospects written between [], the prospect \((1,1)_{0.5}(0,0)\) is strictly preferred to the prospect \((1,0)_{0.5}(0,1)\) by society, but both individuals are indifferent.

Pareto optimality is strong. It implies that for society the evaluation of a prospect over n-tuples of individual utilities depends only on the marginal distributions and not on correlations etc., which is Fishburn’s (1965) additive independence condition. This implies additive decomposability of \( W \) and rules out equity considerations. It also follows that Anscombe & Aumann (1963) is a corollary of Harsanyi (1955).

All these classical theorems are corollaries of a mathematical result, stated as follows by Wakker (1992, Economic Theory): “A linear function is a function of linear functions if and only if the linear function is a linear function of the linear functions.”
Harsanyi is a bit sloppy on the domain assumed. Domotor (1979) corrects it.


This work has often been praised, and was a big reason for Harsanyi’s Nobel prize in 1994. I never thought much of this work. Randomizing something by bringing in an underlying probability space is entirely routine. Then, Harsanyi did something what I qualify as a mathematical mistake: He has circularity in the definition of types. Types should specify probability distributions over types. Mertens & Zamir (1985) were the first to provide a sound mathematical model, with infinite hierarchies of beliefs, but their paper is almost impossible to read. Several other authors later wrote more accessible papers. Zamir (personal communication) once defended Harsanyi when I criticized H: “Harsanyi made the right mistakes,”


{\% risky utility $u =$ strength of preference $v$ (or other riskless cardinal utility, often called value); argues strongly, without nuances, in favor of Bayesianism. P. 225 Footnote 2 argues that Savage’s P4, requiring qualitative ordering of probability, is his weakest axiom and is the main one to be weakened, and puts Anscombe & Aumann (1963) forward as a model that did so. \%}


{\% Comments: see at Kadane & Larkey (1982) paper (game theory can/cannot be viewed as decision under uncertainty) \%}


{\% risky utility $u =$ strength of preference $v$ (or other riskless cardinal utility, often called value): P. 127 is strong on it: “For, contrary to accepted doctrine, a careful analysis of the vNM axioms will show that the utility functions defined by these axioms have nothing to do with people’s like or dislike for the activity of gambling as such. Rather, they express each person’s willingness (or unwillingness) to take risks as determined by the relative importance he or she assigns to alternative desirable or undesirable outcomes, that is to say, by the strength of his or her desire to end up (or not to end up) with any particular outcome.” (Italics from original.) \%}


{\% \%}


Reprinted in American Economic Association (This AEA is to be the editor)

{\% The author proposes two more-risky-than orderings on prospects, one according to the measure introduced by Aumann & Serrano (2008), the other according to the measure introduced by Foster & Hart (2009). Equivalent conditions are given. \%


{\% inverse-S: assumes it in his analysis, so does not test it.

Measured utilities/probability weighting (a parameter for every outcome/probability), I think by best-fitting, on three consecutive weeks, to find that they were not stable over time. {\%


{\% PROMIS is an introspective measurement of quality of life/utility. This paper measures both that and the standard EQ-5D, and finds relations between them, so that PROMIS can be transformed into EQ-5D. N = 2623 subjects, representative adult group in US, were used. \%


{\% Constant-act dominance (CAD) means that inf(f) <= f <= sup(f) for an act f, and weakens dominance. In many theorems, monotonicity can be weakened to CAD in the sense that CAD implies monotonicity after all. For instance, if we have the sure-thing principle then CAD readily implies monotonicity for all simple acts, which is all that is needed for many theorems, e.g. Savage (1954). In RDU for uncertainty (Schmeidler 1989 but not necessarily the Anscombe-Aumann framework) CAD is really weaker and leads to a weighting function that can be nonmonotonic. \%}

As the author writes about his result, expressed in the title: “It is remarkable that this was not noticed before as Savage’s axiomatization has been studied and taught by hundreds of researchers for more than six decades.”

In Footnote 4, the author points out that replacing Savage’s P7 by the somewhat weaker P7 of Fishburn (1970) would not make a difference. I think that this unimportant point was not worth the space it takes, but a referee had insisted on it. The author did not have the space to prove this point. For completeness, here is a proof. %}


This paper axiomatizes $\alpha$ maxmin EU in the Anscombe-Aumann framework. Not exactly that. More precisely, for an $\alpha$ given beforehand, it axiomatizes the model given that $\alpha$. The two new axioms that modify the Gilboa-Schmeidler axioms consider $\alpha$ mixtures of pairs of complementary acts. Two acts are complementary if they provide perfect hedges against each other. That is, in utility units, one is minus the other plus a constant. %}


Theorem 1 in version of 26Sep2017: Assume CEU with linear utility (Anscombe-Aumann). Then capacity is exact iff preference satisfies convexity condition whenever the mix has only two outcomes. Remember here that outcomes are probability distributions, so that a mix of some five-outcome acts can have only two outcomes. %}


Characterizes the Einhorn-Hogarth (1987) weighting function. Besides the true probability the agent further generates some internal probabilities also considered
plausible and then minimizes the Kullback-Leibler distance. Could be nicely re-interpreted as ambiguity model.\)


\}


\}


\}


\}


\}


\}

1986 paper “Concave Additively Decomposable Representing Functions and Risk Aversion.”

Tradeoffs midvalues above Eq. 4 contains a way to measure endogenous utility midpoints. (endogenous midpoints)

Kirsten&I: Seems to have countably infinitely many time points and infinitely many outcomes. Seems to do the following things: Provides an axiomatization for discounted utility. Defines concept like timing neutrality, timing averseness and timing proneness, impatience (different than in Koopmans), temporal inequity aversion, absolute timing preferences, relative timing preferences. The exponential discounting model as well as a “relative value discounting model” is axiomatized. In addition, a few functional forms of the instantaneous utility function are axiomatized. %

Management Science 32, 1123–1139.

{% Assumes infinitely many time points as in Koopmans (1960), and risk. Formulates many preference conditions that imply functional equations and, hence, particular properties and forms of discounting and utility. Attitudes toward multiperiod risk (p. 648 etc.), for instance, is the intertemporal analog of multivariate risk aversion. %

Management Science 34, 645–665.

{% Assume EU with strictly increasing (I guess) utility. In Theorem 1, the equivalence of (e) and (f) shows that constant absolute risk aversion for all two-outcome prospects with known probabilities implies linear-exponential (CARA) utility, and constant relative risk aversion for all two-outcome prospects with known probabilities implies log-power (CRRA) utility. The theorem considers all transformations of the addition operation. Under continuity of U, conditions only for fifty-fifty prospects is enough. This undervalued paper contains useful general tools for solving functional equations. %


**dynamic consistency; DC = stationarity**: uses term “permanence” for DC (dynamic consistency), and distinguishes it carefully from stationarity; 

**discounting normative**.

P. 35 last para cites studies finding decreasing impatience. 

PO/. 39 bottom: the famous “there is no reason that not” aregument. 

**Kirsten&I**: seems to do infinitely and uncoutably many time points; countably infinitely many consumptions, discrete and not spread over time. 


**present value**: P. 386; **Kirsten&I**: seems to do infinitely and uncoutably many time points; countably infinitely many consumptions, discrete and not spread over time. 

**dynamic consistency**: absolute timing being constant is same as Koopman’s stationarity; 

P. 389, **DC = stationarity**: 2nd paragraph gives nice discussion of difference between stationarity and DC (dynamic consistency) (called permanence there). 

**discounting normative**, end says: 

“We conjecture that many of the normative objections to nonconstant timing preferences are in fact objections to nonpermanent timing preferences.” 

**linear utility for small stakes**: p. 392 mentions it to defend its linear utility. 

risky utility \( u \) = strength of preference \( v \) (or other riskless cardinal utility, often called value): argue for the use of strength of preference measurements in health care. 


The authors axiomatize discounted utility where the discount function can be general and need not be constant, for continuous outcome streams over a time interval that can be bounded or unbounded, which is useful to have available. It amounts to a special case of Savage’s subjective expected utility, with the time interval as state space.

Techniques of Wakker (1993), who like this paper assumes continuous utility, can be used to get countable additivity (his Proposition 4.4), absolute continuity w.r.t. the Lebesgue measure (every Lebesgue null set of time points should be preferentially null and then Radon-Nikodym; this is an easy solution to the open question that the authors state at the end of the first column of p. 286), and only outcome streams with finitely many discontinuities (take algebra of finite unions of intervals and simple functions there, next extend by truncation continuity).

The authors use an alternative route, more directly targeted towards their objective. Note that, as the authors indicate, Kopylov (2010) is the first to have characterized the important special case of constant discounting. The authors use the usual Debreu-Gorman type separability to get general additive decomposability, and then a midpoint axiom to get proportionality (their Condition (E) on p. 287 which can also be done by bisymmetry or tradeoff consistency).

The only real mathematical difference between general (nonconstant) discounted utility and subjective expected utility is that in the former case the total measure of the time space need not be finite (if impatience does not decrease much), whereas under subjective expected utility it always is finite. This complication is dealt with in §6.

P.s.: on a personal side, I am happy to see that Harvey, many years after retirement, and after his many solid contributions to intertemporal choice including for instance his valuable and underappreciated Harvey (1990


description and decisions from experience. So, they impose their modern ideas upon classical writings. %}


{\% Show that also with large sampling, experienced probabilities are treated differently than described ones. **DFE-DFD gap but no reversal:** I forgot what they find there.%}\n

{\% **HYE** \%


{\% \%


{\% In my papers preference is equated with binary choice. This paper takes the word in a different sense, as another primitive besides choice and then not to be equated with it. What Ramsey (1931) called disposition as interpretation of preference is called hypothetical revealed preference in this paper. %\%


{\% Philosophical book on the meaning of preference. P. 134 seems to write, nicely on behavioral economics, that descriptive theories have to deviate from normative theories, and that one has to use the empirical deviations from rational models to modify preferences: “methodological longing cannot make the theory of rational choice into an accurate theory of actual choice”

Seems to use the term “utility-all-things-considered” for all encompassing
utility as the basis of all action.

Infante, Lecouteux, & Sugden (2016) discuss the book extensively. 


Dutch book; ordered vector space; Has Hahn’s embedding theorem, which says that every linearly ordered Abelian group can be represented as a subgroup of $\mathbb{R}^\Omega$ endowed with the lexicographic ordering, with $\Omega$ linearly ordered. 


When chimpanzees face uncertainty depending on reciprocity of other chimpanzee they are ambiguity averse.


They test risk and ambiguity attitudes of chimpanzees, finding ambiguity aversion. It is very unclear to me how in animal experiments, where it is always decision from experience, one can distinguish between risk and ambiguity, and in the limited time invested I could not find out from the paper. Note that 2nd order probability simply reduces to 1st order probability.


ubiquity fallacy: “Even if there is only one possible unified theory, it is just a set of rules and equations. … However, if we discover a complete theory [of physics], it should in time be understandable by everyone, not just by a few scientists. Then we shall all, philosophers, scientists and just ordinary people, be able to take part in the discussion of the question of why it is that we and the universe exist. If we find the answer to that, it would be the ultimate triumph of human reason -- for then we should know the mind of God.” The part following the dots is the closing text of the book. Although by intellectual standards this citation is weak and, accordingly, I put this citation under a negative keyword. Still, this kind of writing does help to impress people, increase sales, and increase citation scores. Hawking later wrote: “In the proof stage I nearly cut the last sentence in the book. Had I done so, the sales might have been halved.”

{\% Nice survey in beginning of paper. \%

{\% questionnaire versus choice utility: Do what title says. Claim in intro that Rasch analysis, unlike regressions, delivers utilities that satisfy the utility axioms, but I did not find this explained in the paper (did not search line by line). \%

{\% DC = stationarity; p. 345 3rd para; Axiomatizes discounted utility, and also quasi-hyperbolic discounted utility by relaxing stationarity regarding the first time point. The paper does assume probability distributions over consumption streams and expected utility there, which simplifies the mathematics and makes it fit in the Keeney & Raiffà and Anscombe-Aumann tradition. \%

{\% Uses Anscombe-Aumann two-stage model. Characterizes a regret functional for many-option choice functions. That is, from a set of event-contingent prospects (“acts”) B, it chooses
the prospect f that minimizes the regret $\Phi(\max_{g \in B} u(g(\cdot)) - u(f(\cdot)))$.

Here $\Phi$ is a functional on event-contingent prospects and $u$ a mixture-linear, continuous, nonconstant, utility function (so, EU) and $\Phi$ homothetic and nondecreasing. \%
dynamic consistency: Also analyzes dependence on opportunities. Argues that such dependency is normative in contexts where the opportunities give info about the choice alternatives. Distinguishes opportunity dependence from info dependence. End of § 1.1 argues that dynamic consistency implies (generalized) Bayesian updating; oh well! %}


A decision under uncertainty model where learning means hearing about states of nature you thought impossible before (unforeseen states), but now learn about. You then expand your state space, keeping the conditional subjective probability on what was known before unchanged. Very similar to independent work by Karni & Viero (2013). Does it in an Anscombe-Aumann (1963) setup. %


Characterize a recursive dynamic version of the smooth model of ambiguity (KMM), using a recursive evaluation. Assume EU for risk. %


Study multiple prior models. In fact is is 2nd order objective probability but generated in a way so complex that subjects cannot calculate it (p. 357).

P. 356 clearly discusses that in maxmin EU the set of priors can reflect both ambiguity and ambiguity-aversion. RIS: they randomly select TWO choices and implement them for real, giving some income effect.

Find that non only the max- and min EU from the priors matter, falsifying the multiple prior models, maxmin EU, maxmax EU, and α-maxmin EU. Find that also more than the extremes of the set of priors matter (although mathematically a convex set is entirely characterized by it), falsifying the contraction model. Always, intermediate probabilities in the set of priors, and more of its shape than extremes matters. %}

Ambiguity aversion is found for rhesus macaques.


Experiments with St. Petersburg paradox, and WTP. For 20 subjects done with real payments and BDM (Becker-DeGroot-Marschak), but unclear to me how the high payments, crucial here, were guaranteed. They find much risk aversion, and find the median outcome as a good predictor (so, something like second-flip outcome). WTP will contribute to that.

The theoretical claims in this paper are sometimes a bit strange. Because the expectation is considered undefined the authors write (p. 6): “It is fallacious therefore to argue that the St. Petersburg paradox has an infinite expected value.” Some below it is erroneously suggested that under expected utility repetitions of the game should be disliked extra, whereas the law of large numbers will give the opposite.


dynamic consistency: favors abandoning time consistency, so, favors sophisticated choice, discusses forgone-branch independence explicitly and
assumes collapse independence implicitly.

Criticizes LaValle & Wapman (1986). The paper, however, seems to assume choice only after the resolution of uncertainty, and not before as do LaValle & Wapman. Therefore, it discusses Alias (1) => (a) and (a) => (c). This discussion is useful, pointing out that either resolute choice or sophisticated choice is to be done, and favoring sophisticated choice (not using those terms). The example it gives favoring resolute choice is a different ball game (prior equity in distribution of risks over people). Brings up disadvantage of resolute choice of having to drag along all past history.


They consider 89 decision models and inspect their overlaps/differences using landscape techniques. These inspect how one model can accommodate the phenomena of the other model.


Shows that having been exposed to more risky choice situations in the past increases risk aversion. Does so by measuring certainty equivalents using choice lists. The last sentence of the abstract shows the authors’ enthusiasm about their finding when they write: “This finding has important theoretical and policy implications.”


Seems to show that individual stocks and underdiversified portfolios have positive skewness.


Solve/discuss a number of analytical problems in optimizing portfolio choice under PT (they write CPT), giving closed-form solutions. Consider both when reference point is risk-free rate, and when it is different. The paper cites the close Bernard & Ghossoub (2010).

P. 318: Their small $u$ is what Wakker (2010) denotes $U$ and calls global utility. Beware that their $u_{-}$ (they indicate gain-loss by the subscript) is defined on $\mathbb{R}^{+}$, and for a loss $x < 0$, $-u_{-}(−x)$ gives its utility, as it is with Bernard & Ghossoub (2010).

P. 318 ff., §3, discussed in detail the case when the optimal solution is to invest infinitely (ill-posedness). Btw, Kothiyal, Spinu, & Wakker (2011 JRU) give truncation-preference conditions that directly show when the PT value of a prospect is infinite. P. 318 penultimate para, strangely, claims that an infinite-
investment solution must mean wrong incentives, with footnote 9 neutralizing the
claim.

P. 319: propose a nice new index of loss aversion, being lim_{x \to \infty} -U(-x)/U(x).

P. 322, 2nd column 2nd para: contrary to what the authors suggest, Köbberling & Wakker (2005) do
recommend piecewise utility, e.g. linear or exponential, and only argue against it when power utility. K&W also do point out that the
problems do not arise if powers for gains and losses are the same. And K&W do
not put inconsistencies of loss aversion central between big and small amounts,
but between the same amounts when described in different units (10 dollars
versus 1000 cents). %}

He, Xue Dong & Xun Yu Zhou (2011) “Portfolio Choice under Cumulative Prospect

{% Consider RDU with inverse-S shaped probability weighting. They also give roles
to aspiration, fear, and hope levels of Lopes. They propose as index of fear the
Pratt-Arrow index of w, which they define for general p but apparently only want
to use near p = 1. Indexes of hope and aspiration are also proposed. Numerical
illustrations and applications to portfolio optimization are given. %}

He, Xue Dong & Xun Yu Zhou (2016) “Hope, Fear, and Aspirations,” Mathematical
Finance 26, 3–50.

{% https://doi.org/10.1287/mnsc.2020.3835

event/outcome driven ambiguity model: outcome-driven

Considers a two-stage model, called TSE, with backward induction, which is a
case of recursive expected utility. An equivalent formulation, actually used here,
is a one-stage model with separable events, partitioning the universal event, upon
which one can condition. Then one can take them as endogenous endowed with a
“there exists” quantifier, as exogenous concepts can always be endogenized.
Therefore, I consider the model of this paper as a case of recursive expected
utility.

Say, C_1, …, C_n is a partition of the universal event with separable events.
Because the terms “first-order” vs. “second-order” are ambiguous in the
literature, I call the C_j conditioning events. Whereas in the Anscombe-Aumann
framework, most commonly used in the literature, the $C_j$ are ambiguous and their subevents are risky, this paper does it the other way around, and has the conditioning events risky. Thus, it is not a horse-lottery, but a lottery-horse, or, as Machina once said, jokingly, the Aumann-Anscombe framework. Jaffray (personal communication) argued in favor of it because the separability required for the conditioning events is more convincing for risky events than for uncertain events. The author cites Jaffray’s view.

Acts depending only on the $C_j$s are called *risky*. The author assumes SEU both for risky acts and acts conditional on every $C_j$, where the utility functions of the conditional SEU models can depend on $C_j$. Conditional on each $C_j$ there is ambiguity. Axiomatizations can readily be devised, but are not given in the paper and only in the online appendix. I usually do not read those and they cannot serve to get credit (or to provide proofs of theorems). I could imagine that the events $C_j$ could be taken as risky if they were given beforehand, so were exogenous, with probabilities known. But the author emphasizes the opposite, that they are endogenous. Then why they would be taken as risk I do not understand.

The uncertainty conditional on every $C_j$ is taken as a separate source by the author. Thus, a source partitions only a subset of the universal event. Such a concept of source appeared also in Chew & Sagi (2008). In He’s paper, different sources even concern disjoint events. This is different in papers by Tversky and papers by me. There, a source always spans the whole universal event. Different sources can be different algebras of events.

The author does not give experimental evidence, or a preference foundation, in the main text, but discusses many economic applications. Proposition 3 presents an implication that Gul & Pesendorfer’s (2014; GP14) expected uncertain utility theory would be a special case of his TSE theory, but it is not clear to me to what extent this is rather for a generalization of his theory with maybe something like hedge-dependent probabilities added. The more so as, conditional on each $C_j$, GP14 deviate from EU, and the model of the author does not.

The author spends most of the paper on elaborating on economic applications.

{% Assume a cardinal value function \( V \), representing strength of preference, available, as in the Dyer-Sarin value-utility models. Capture effects of satiation and habit formation. %}


{% Health Psychology (1995) Vol. 14 no. 1, on HIV %}


{% value of information: do expected value of info of sample information, and discuss computability problems. %}


{% Investigate stock option exercise by over 50,000 employees. (Shifting) reference points, different from status quo but based for example on maximal past performance, with risk aversion for gains and risk seeking for losses, could explain things. **concave utility for gains, convex utility for losses:** The assumption of concave utility for gains and convex utility for losses explains their data well. The location of the reference point is a central point in their analysis. The paper never considers loss aversion. I would expect that for the mixed case, where we are close to the reference point and the option may end above but %}
also below the reference point, we would find extreme risk aversion because of loss aversion. Thus, risk aversion is moderate for very low reference points, extreme for intermediate reference points, and low (even risk seeking) for high reference points. But none of that is reported or discussed. 


**ambiguity seeking**: football & politics study reveals ambiguity seeking.

**PT: data on probability weighting:**

This paper was the first to introduce the basic ideas of source dependence (a term not yet used in this paper) into ambiguity. It is great to see these valuable ideas expressed. Unfortunately, the experiments are not good, having too many confounds, and not being incentive compatible. Tversky & Kahneman (1992) mention the concept source and do use the term, but do not elaborate much on it. Hence, I usually cite Tversky & Fox (1995) for it. This 1991 paper still keeps things narrow by having source dependence driven by competence. There can be many other factors. Tversky & Fox (1995) also quite narrowly focus on the competence effect.

P. 6 ll. 6-7: point out that ambiguity had better be called vagueness.

P. 6: Cites Raiffa (1961) affirmatively on the irrationality of ambiguity: “Several authors, notably Ellsberg (1963), maintain that aversion to ambiguity can be justified on normative grounds, although Raiffa (1961) has shown that it leads to incoherence.” It suggests that Tversky considered expected utility to be rational. One can discuss Raiffa’s arguments, primarily because it implicitly assumes dynamic decision principles à la Hammond (1988) that are known to imply EU, and that are questioned by nonEUers (not by me Bayesian).

P. 6 penultimate para: “Ellsberg’s example, and most of the subsequent experimental research on the response to ambiguity or vagueness, were confined to chance processes, such as drawing a ball from a box, or problems in which the decision maker is provided with a probability estimate. The potential significance of ambiguity, however, stems from its relevance to the
evaluation of evidence in the real world. Is ambiguity aversion limited to games of chance and stated probabilities, or does it hold for judgmental probabilities? We found no answer to this question in the literature, but there is evidence that casts some doubt on the generality of ambiguity aversion.” (natural sources of ambiguity) The next para cites studies casting doubts on ambiguity aversion. The authors use the term chance event for what I often call artificial ambiguity, and judgmental problems involving epistemic uncertainty for (a subset of?) what I often call natural ambiguity.

P. 7 has argued, narrowly, that ambiguity attitude is driven by competence. Then: “We assume that our feeling of competence in a given context is determined by what we know to what can be known. … There are noth cognitive and motivational explanations for the competence hypothesis.” The text then explains the competence effect as an irrational carry-over from other situations. Suggests that it is more motivational than cognitive, and comes from credit/blame. Then suggests that experts can augment credit after good decision, and reduce blame, suggesting that judgments by others (or other part of the self) is what drives these things.

P. 9 first full para suggests that Ellsberg might be due to difference between pre- and post-diction. Throughout Tversky’s writings one sees that he does not believe that the Ellsberg paradox says something substantial about uncertainty/ambiguity attitude.

P. 10, §1.1: Experiment 1 asks for judged probabilities and then matches those with objective probabilities, which is a way to control for beliefs when studying ambiguity. (It is not manipulation-proof if known ahead.) Subjects betted both on events and on their complements (source-preference directly tested). Part of the subjects were paid for real. They use the term regression hypothesis, referring to Einhorn & Hogarth, for what I now call likelihood insensitivity or inverse-S. For high probability judgments subjects prefer to bet on the ambiguous events, which is explained by competence. Experiment 5 also considers bets on events and on their complements, but does so between subjects. Tversky (personal communication) pointed out that a problem in the Einhorn-Hogarth studies was that they did not control for (statistical) regression. I think that this Heath & Tversky study, while providing great ideas, has similar problems in its experiments.

P. 14: “We next took the competence hypothesis to the floor of the Republican National Covention”: swollen language.
P. 22 near bottom: points 1 and 2 are similar to the separation between probabilistic sophistication and expectation maximization.

P. 23 l. 8 ff. has a nice sentence: “under the standard interpretation of the Bayesian theory, the two concepts coincide. As we go beyond this theory, however, it is essential to distinguish between the two.”

Section 2.1 criticizes Einhorn & Hogarth studies for not properly controlling for belief when studying ambiguity (p. 26 l. 3):

“a regressive shift in the perception of probability”.

P. 26: “If willingness to bet on an uncertain event depends on more than the perceived likelihood of that event and the confidence in that estimate, it is exceedingly difficult—if not impossible—to derive underlying beliefs from preferences between bets.”


Takes some journal on risk and insurance, and gives tables of authors who published most there. In the list of the three elite journals (JRU, Geneva Risk and Insurance Review, and Journal of Risk and Insurance) 1984 – 2013 I have a 7th place.


**intuitive versus analytical decisions:** Test whether intuitive choices of women for a prenatal test agree more with decision analysis based on their own value assessments or on physicians’ value assessments, and to what extent that provides arguments for desirability yes-or-no of more autonomy. I disagree with their main discussions and conclusions because they assume that decision rules should agree as much as possible with intuitive natural choice. The latter is the case only for descriptive purposes but not at all for prescriptive purposes, as already Raiffa (1961, p. 690/691) explained nicely.


**expert systems, medical, using Bayesian methods; compare Hanson; contains discussion of certainty-factor, belief functions, etc.**


**Argue against representative-agent assumption, and for importance of heterogeneity.**

This paper gives statistical evidence that top universities overweigh the importance of publications in the top-5 journals in economics. It points out that many influential papers appear elsewhere. The abstract ends with the beautiful sentence “Reliance on the T5 to screen talent incentivizes careerism over creativity.” This one sentence alone is enough to love this paper! ”


**Dutch book:** Discusses relations between beliefs and decision making. End of §3 discusses Schmexpected utility (he uses exactly this term), which is expected utility minus any assumption on the probability numbers. So, he argues for using nonadditive probabilities, and does so with fixed-probability transformation. He just argues that this is acceptable.


First saw this presented at the ZIF-Bielefeld on May 18, 2000.

Assumes that society starts with subjective probabilities for each individual. At each next time point, people update their probabilities by mixing with subjective probabilities of others. People with similar subjective probabilities are incorporated, those with probabilities more different than some $\varepsilon$-distance, are ignored as too different. Then simulations demonstrate how the viewpoints of society develop. Depending on the weights assigned to others’ subjective probabilities, and $\varepsilon$, society converges to one common viewpoint, or to two extreme viewpoints, or to other things. Nice graphs illustrate this development.

This nice work could be in prominent general-public journals, on tv, etc.


Link to paper

Emotions affect risky decisions. This paper considers to what extent this works indirectly, through emotions regulations, rather than directly the emotions. It measures such things using introspective questionnaires. They find that emotions regulation does not remove, but does reduce, the effect of emotions. The authors do it for the emotions of fear and trust, induced by movies.
Imagine the 2-player game where each can choose safe (A) or risky (B), with payoffs, for some parameter $0 < x < 15$

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$x^x$</td>
<td>$x^0$</td>
</tr>
<tr>
<td>B</td>
<td>$0^x$</td>
<td>$15^15$</td>
</tr>
</tbody>
</table>

The notation A, B is used in the paper. It is a coordination game. If both go risky, they gain $15 > x$. There are two pure NE (Nash equilibria), (A,A) and (B,B). The randomized NE is $((15−x)/15\times A, x/15\times B)$ for both players. It has the counterintuitive property of decreasing probability of choosing the safe $x$ as $x$ increases. (Because the more the opponent must be deterred from always choosing $x$.) It is symmetric but not stable. All NE are symmetric, so, conceivable if both players are chosen randomly from one “uniform/symmetric” population.

The authors measure, for several values of $x$, whether players prefer A or B. Unsurprisingly, increasing the safe $x$ decreases willingness to choose the risky B. The authors consider variations with N > 2 players and a minimum of k B choices needed to get the reward 15 for all who entered (and 0 for the enterers if too few entered), but default below is that I consider only the two-player version.

For each player, the switching value $x$ is called the certainty equivalent (CE) of the player for the game. This is an unconventional interpretation because $x$ itself is part of the definition of the game. With increasing $x$ the probability of sufficiently many others choosing B will decrease, affecting the optimal strategy in the game, as the authors point out in some places (e.g. p. 213 just above the displayed formula “when the alternative safe payoff from A is $X_c$”).

The authors also measure CEs, conventional now, of lotteries ($p:15$, $1−p:0$),
for various parameters p. If a lottery \((p:15, 1-p:0)\) and a game with parameter \(x\) have the same CE, and if (subjective) expected utility is assumed (also for the game, and with the same utility function \(U\) always (\(U\) player-dependent)), then it does follow that \(p\) is the subjective probability of an opponent choosing \(B\) in the game with \(x\), even if \(x\) is not a CE in a conventional manner. So, \(p\) is a matching probability in this sense. This method of measuring CEs and matching probabilities cannot be applied very generally because of the unconventional nature of CE \(x\) (contrary to the authors’ suggestion of generality in the final para on p. 219), but here it works. One restriction is, for instance, that the authors can derive the CE only for games that have a sure constant as option, where that constant furthermore has to be exactly the CE. I just derived the matching probability from a kind of transitivity that, in fact, could do without the assumption of EU. The authors, instead, assume EU and derive a utility function \(U\) from the risky CEs, which they then use to derive matching probabilities and so on for the game. P. 189 penultimate para discusses this, mentioning that they want to measure risk attitude also. Unlike my transitivity reasoning, the authors’ derivation will be distorted by violations of EU. I would interpret the matching probability as capturing ambiguity attitude + beliefs, rather than only beliefs. Working with SEU, the authors suggest, following some other economists, that, the moment subjective probabilities have been assigned, the case is (like) decision under risk. In the source method for ambiguity that I like to work with, this is not so, and there can be different ambiguity attitudes in the game for instance than for the risky lotteries (where it is ambiguity neutrality), even though there are subjective probabilities describing beliefs in the game.

Pp. 189-190 argues that a separate measurement of belief (with an extraneous parameter not part of the (definition of) the game) has the problem of income effect and even influencing the game. P. 213 l. 4/5 reiterates the point. But, procedures have been developed to avoid this, involving that randomly only the game or the belief measurement is implemented. Belief only concerns what the opponent will do, something a player cannot influence. P. 191 4th para writes that, in sessions where beliefs were measured with proper scoring rules, the authors paid both for one randomly chosen game and for one randomly chosen belief measurement.
The authors find plausible results when x, k, or N are varied. Page 182 3rd para (& p. 213 3rd para from below) describe how small probabilities are overestimated and high ones are underestimated (comparing derived subjective probabilities to percentages of subjects choosing B). This confirms likelihood insensitivity (ambiguity seeking for unlikely).

Pp. 182-183 discuss the application of individual risk theory to game theory. (game theory can/cannot be viewed as decision under uncertainty). They take strategic uncertainty as a case of ambiguity (they call it endogenous uncertainty), relating it to Knight (1921).

P. 213, the derivation in §7.1 could be simplified by normalizing U(0) = 0, U(15) = 1. Some steps in the analysis I did not understand, where I conjecture typos.

P. 216 3rd para points out that altruism/social preferences could lead to more willingness to play B, and overestimation of probabilities. %}


{ Don’t come all the way to preference axiomatizations, but list many qualitative criteria that come close. %}


{ The smaller the subjective life expectancy of subjects relative to the long-time-duration offered in TTO, the more willing they are to trade off life years to gain health quality. %}


{ %}


[https://doi.org/10.1016/j.jet.2023.105617](https://doi.org/10.1016/j.jet.2023.105617)

Long-run growth rate of population is by heterogeneous, least and most risk-averse agents maximize EV and EU with log. %}


[https://doi.org/10.3982/TE3949](https://doi.org/10.3982/TE3949)

The authors present an evolutionary model that explains preference for positive skewness. This also supports inverse-S probability weighting of prospect theory, although the authors do not mention that. %}


{For brightness, heat, etc., people are more sensitive towards changes from adapted levels than to absolute levels. %}
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**Dynamic consistency**: Ebert & Strack (2015 American Economic Review) presented a model in which prospect theory maximizers always continue gambling. This paper adds the possibility to randomize, defines everything formally, and then shows that everything changes, where agents can stop. Henderson, Vicky, David Hobson, & Alex S.L. Tse (2017) “Randomized Strategies and Prospect Theory in a Dynamic Context,” *Journal of Economic Theory* 168, 287–300.


For ambiguous events, asks people to give best-estimate probability, but next asks for interval around it to express uncertainty about it (taken as ambiguity). This is like multiple priors, although strictly formally speaking probability intervals is a bit different than sets of priors. It also manipulates the ambiguity of events by moving them more into the future, making them more ambiguous. Next the paper elicits ambiguity indexes as in Baillon, Bleichrodt, Li, & Wakker (2021 Journal of Economic Theory). It shows that the insensitivity index is strongly positively
related to the size of the sets of priors, which provides good empirical evidence of
what many theoretical papers have conjectured. It is also positively related to the
ambiguity of events, again, as is plausible. The author also finds no relation
between ambiguity aversion and ambiguity perception. %}

Henkel, Luca (2022) “Experimental Evidence on the Relationship between Perceived
Ambiguity and Likelihood Insensitivity,” working paper.

{% Opens with describing societies where it is believed that young boys should
fellate and drink semen so as to achieve manhood.

   Weird means Western educated, industrialized, rich, and democratic. The
authors give many examples where the weird subjects are very different than
other people. The authors exaggerate negatively:

   “are among the least representative populations one could find” (abstract).

   End of §61: Except for students, most people punish/reject hyper-fair offers in
the ultimatum game. Pp. 83-135 provide comments by others.

   The weird subjects may, even if not very representative, be interesting. Thus I
agree with Rozin’s reply on p. 108 ff. They are in the presently dominant society
in the world, disseminating its culture through TV and so on more than any other
culture.

   P. 93, answer by Gaertner et al., is the silly thing of researchers saying that all
is wrong that does not study their particular small topic of specialization.
Commentary by Maryanski on p 103 ff. rightly points out that the authors
exaggerate. %}

the World?,” Behavioral and Brain Sciences 33, 61–135.

{% Let farmers in rural areas in Chili, and UCLA undergrads, choose between risky
prospects (one nonzero outcome) and their expected values. Expectations of
prospects were about 1/3 day’s salary. Probabilities were 0.05, .020, .050, 0.80.
The farmers were very risk seeking.

   real incentives/hypothetical choice: All choices were first administered, and
then ALL were played out for real. Hence, there will have been income effects
and, in view of law of large numbers, all prospects will have been about
indifferent. For these reasons, the data are not very interesting other than for an
explicit study of repeated choice.

The undergrads were risk averse for 0.05 and 0.20, risk neutral for 0.80, and very risk seeking for 0.50 [risk seeking for symmetric fifty-fifty gambles]. When asked about latter, undergrads said things such as “It’s a good chance” or “it’s fair.” These data go against the fourfold pattern of inverse-S. %}


{% Version of June used the outdated term issue iso the common terms source. “Issue” was introduced by Ergin & Gul (2009), but when they discovered that Tversky’s term source is more common they switched to that in later papers. This paper assumes that the state space is a product set of different sources, and considers aversion to multi-source dependence. %}

Heo, Youngsoo (2021) “Uncertainty Aversion with Multiple Issues,” working paper.

{% Version of June used the outdated term issue iso the common terms source. “Issue” was introduced by Ergin & Gul (2009), but when they discovered that Tversky’s term source is more common they switched to that in later papers. This paper assumes that the state space is a product set of different sources, and considers aversion to multi-source dependence. %}


{% one-dimensional utility %}


{% one-dimensional utility; Generalize Debreu topological-separability conditions. %}

{% equity-versus-efficiency: seems to be on it. %}


{% conservation of influence: citation from Keynes (1921, p. 307): “There is nothing more profitable for a man than to take good counsel with himself; for even if the event turns out contrary to one’s hope, still one’s decision was right, even though fortune has made it of no effect.: whereas if a man acts contrary to good council, although by luck he gets what he had no right to expect, his decision was not any the less foolish.” %}

Herodotus vii. 10.

{% https://doi.org/10.1016/j.geb.2022.12.005

Probability weighting can be due to misperception of probability, as a straight error, but also due to deliberate transformation, which some consider to be rational. These authors firmly choose the first interpretation, that it is misperception. Many authors have pointed out that probability weighing, or, for that matter, any bias can be useful if it neutralizes another bias, possibly brought about by circumstances outside the agent. This paper cites such literature on that in the last para of p. 113 and the first two paras on p. 114. The weak weak Steiner & Stewart (2016 AER) is cited, but the strong van den Steen (2004 American Economic Review) is not. This paper shows that inverse-S probability weighting can be good if it neutralizes biases in the utility function. It gives evolutionary interpretations. %}


{% %}

{cognitive ability related to risk/ambiguity aversion: Test Allais paradox (common ratio) in poor rural area, in North-East Thailand. Find 54% doing violation of EU, which is some more than usually found. This between-study comparison suggests that poor people commit Allais more. Within-study comparisons: Allais violation of EU is enhanced by: Lack of ability (poor education, unemployment, little financial education), general introversive-questionnaire risk seeking, general introversive-questionnaire optimism, violation of Tversky-Kahneman-Birnbaum type of stochastic dominance. Not affected by gender or age.

math-related cognitive ability and memory-verbal cognitive ability have 0.37 correlation (p. 145).


{Seems that he proposed the, too broad, term matching law.}


{information aversion, w.r.t. AIDS testing or Huntington’s disease (I don’t know which)}


{Use the well-known Ellstein et al. (1986, AJM, on estrogen) to, nicely, illustrate current issues in decision theory.

paternalism/Humean-view-of-preference: they argue that normative theory can help to correct deviations.

P. 207: “When we make decisions for ourselves, consideration of our own regret may be rational (especially if we think we cannot avoid it).” The bracket remark is, I think, the essence.

P. 208 argues that standard gamble utility measurement may be distorted because of certainty effect. “In particular, many people prefer sure things to gambles on general principles, as it were.” (PE doesn’t do well)

Suggest direct measurement of utility difference as alternative.

P. 208: “On the other hand, a feeling of ambiguity is often a sign that there are additional data we ought to be seeking or waiting for.”

paternalism/Humean-view-of-preference: p. 210: “Subjects should be confronted with their discrepancies from normative models—or discrepancies between decisions resulting from different ways of presenting the same problem—and asked to explain themselves.”}


inverse-S, utility elicitation results suggest such probability transformations;

PE higher than CE: probability equivalents give more risk aversion than CEs (certainty equivalents).

insurance frame increases risk aversion: some nice things for Z&Z on p. 949/950: people are more risk averse when a choice question is formulated as
taking insurance than as gambling.

nonlinearity in probabilities %}\}


{% PT falsified & reflection at individual level for risk: They present data that violate reflection by measuring risk attitudes for both gains and losses, both between and within subjects. There are no clear patterns and findings, and there are relations in all directions. Unfortunately, they do not report correlations, but only patterns of risk seeking/risk aversion, which is similar to median splits. Tversky & Kahneman (1992, p. 308) will criticize this research for underestimating the unreliability of individual choices.

Table 3 and p. 409: more risk aversion for gains than risk seeking for losses.

risk averse for gains, risk seeking for losses: Table 3 is nice way to inspect data. Fourfold pattern is confirmed with one exception: For gains with probabilities below .01, down to .001, they do not find risk seeking. For probabilities .1 and .2 they do. For losses they do find the fourfold pattern of risk aversion for small probabilities but risk seeking for moderate and high probabilities.

insurance frame increases risk aversion: seems they have that. %}\}


{% insurance frame increases risk aversion: seem to find that presenting risky decisions in context of insurance enhances risk aversion. %}\}


{% utility elicitation

concave utility for gains, convex utility for losses: find that;

PE higher than CE: Best reference for viewpoint that extreme risk aversion
in PE version of standard gamble results from loss aversion. That is, the subject chooses certain outcome as status quo, then gamble becomes mixed (has gain and loss), and then loss aversion leads to extreme risk aversion. Robinson, Loomes, & Jones-Lee (2001) give a nice confirmation through qualitative interviews.

They first had subjects do CE, finding \( x = CE \sim M_p m \), but then week later asked questions back finding \( PE = q \text{ st. } x \sim M_q m \). For consistency we should have \( q = p \).

They also did it with order of CE and PE reversed, and did it for both gains and losses. I did the same in Wakker (2008, MDM) to falsify the healthy years equivalent method, but never wrote this experiment down.


First three pages give nice overview of the basic approach of DFE. P. 536 seeks to disentangle direct experience and repeated decisions as causes of underweighting of unlikely events, by comparing repeated decisions design with sampling design. These both have that outcomes are not experienced (being informed about points added is not experiencing outcomes I think).

ubiquity fallacy: p. 535:

“Outside the laboratory, however, people often must make choices without a description of possible choice outcomes, let alone their probabilities. Because people can rely only on personal experience under such conditions, we refer to these as decisions from experience. Only a few
studies have investigated decisions from experience in humans. In one (Barron & Erev 2003) …”


real incentives/hypothetical choice: Authors discuss topic mostly from an economic perspective (criticizing psychologists). For instance, p. 384 2nd para ends with:

The experimental standards in psychology, by contrast, are comparatively laissez-faire, allowing for a wider range of practices. The lack of procedural regularity and the imprecisely specified social situation “experiment” that results may help to explain why in the “muddy vineyards” (Rosenthal 1990, p. 775) of soft psychology, empirical results “seem ephemeral and unreplicable” …

This is, indeed, negative about psychology.

Then there follows a very long list of comments by many people, many prominent, and a reply, up to p. 451. Impressive!

P. 402 footnote 9 on definition of deception.


Test comprehension of probability in representative Swiss sample, finding that exposure to games of chance and education increase understanding, but more so in abstract problems than in real-world problems. (cognitive ability related to risk/ambiguity aversion)
Hertwig, Ralph, Monika Andrea Zangerl, Esther Biedert, & Jürgen Margraf (2008)
“The Public’s Probabilistic Numeracy: How Tasks, Education and Exposure to
Games of Chance Shape It,” *Journal of Behavioral Decision Making* 21, 457–
470.

{\% The authors study mathematical relations and differences between regret theory
and salience theory of Bordalo, Gennaioli, & Shleifer (2012 QJE). However, they
do not use original salience theory, but a continuous variation of it. (I regret that
the authors do not state this.) Then it is a special case of generalized regret
theory, as explained in my annotations there:

\[(p_1:x_1, \ldots, p_n:x_n) \succeq (p_1:y_1, \ldots, p_n:y_n) \iff \sum_{s=1}^{n} \psi(x_s,y_s) \geq 0\]

for a bivariate function \(\Psi\) satisfying natural conditions. This paper derives this
formally. It also shows that original regret theory is a special case of continuous
salience theory.

Here is the authors’ definition of salience theory in Eq. 5, p. 7. The decision
weight of state \(s\) is

\[\frac{f(\sigma(x_s, y_s))}{\sum_{r=1}^{S} f(\sigma(x_r, y_r))p_r}p_s\]

where \(S\) denotes the number of states of nature \(r\), each with probability \(p_r\). Note
that the normalization in the denominator does not matter because the preference
functional is unique up to multiplication by any positive function \(g(x,y)\) that can
entirely depend on the gambles \(x,y\). Only its sign matters. But this is essentially
different than salience theory. In salience theory, instead of the above functions
\(f(\sigma(x_s, y_s))\), there is a function depending also on \(\sigma(x_r, y_r)\) for \(r\) different than \(s\),
through the ranking of \(\sigma(x_s,y_s)\) among the \(\sigma(x_r,y_r)\). This leads to an essentially
different theory. Generalized regret theory as above, and then the authors’ Eq. 5,
satisfy a strong separability condition across disjoint events. Salience theory does
less so, for one reason because the sure-thing principle, that it does satisfy, is not
very strong in the absence of transitivity. Diecidue & Somasundaram (2017)
introduced a weakening of transitivity, called d-transitivity (dominance-
transitivity), saying that the implication of transitivity still holds of one of the two
premise preferences is based on dominance. The preceding generalized regret
theory satisfies it, but, as can be shown, Bordalo, Gennaioli, & Shleifer’s (2012)
The authors write below eq. 5 that f preserves ranking, which is trivially equivalent to f being strictly increasing, and does not help for the above problem.


Efficient ways to test quasi-concavity of preference in the probability triangle from observed choices from budget-subsets.


revealed preference: Shows that deriving SARP from WARP is equivalent to a question on Hamiltonian graphs. Gives graph-theoretic meaning to revealed preference.


error theory for risky choice; Best core theory depends on error theory:


Repetition reduces noise for some subjects, but not for all.

dynamic consistency: Paper nicely and clearly emphasizes that plans in themselves cannot be inferred from observed choice in any obvious way. P. 125: “self-reported plans—for which there is no incentive for correct reporting.”

Do a new experiment where people announce a plan and then can deviate if they are willing to pay a little fee for that. Then people do not want to deviate. Maybe, more than the cost of deviating itself, is it that people then become aware that it makes sense to be dynamically consistent. %}


Best core theory depends on error theory: seems to be. %}


survey on nonEU, regarding ambiguity. %}


They test EU against two betweenness theories, finding that one improves EU but the other does not. %}


quasi-concave so deliberate randomization: take this as hypothesis to justify stochastic choice, and use quadratic utility; empirically it did not work well. %}


dynamic consistency: find in experiments that part of the subjects plan through the whole decision tree, and some don’t plan at all. %}

{\% Let subjects work out three-stage dynamic decision tree with software that makes recoverable what subjects did. Some do backward induction, but most don’t do anything clear, and there is no clear conclusion. \%}


{\% random incentive system: Test it and find it confirmed. Closing sentence (p. 263): “The conclusion seems to be that experimenters can continue to use the random incentive mechanism and that this paper can be used as a defence against referees who argue that the procedure is unsafe.” Argue that isolation facilitates the RIS. \%}


{\% random incentive system: Test it and find it confirmed. Test spillover effect—whether answers in experiments are affected by previous questions (like learning)—and find no evidence for it. \%}


{\% dynamic consistency: Test the dynamic decision approaches, resolute, naïve, sophisticated, empirically, in a nice design to disentangle them. Also ask for evaluations of trees so as to test for indifference versus strict preference. Unfortunately, the data are noisy and give no clear pattern. The stimuli may have been too complex. There is a confound in their design. In Trees 3 and 4 (p. 8) there is an alternative that clearly dominates one other. It is well known that this generates a context effect of attracting subjects to take the dominating alternative more than the nondominated alternative, as demonstrated by Tversky & Simonson (1993) and many others. It is indeed what happens in the data.

deception when implementing real incentives: I regret much that the authors used deception, not playing for real what is suggested to the subjects in the
beginning. There is no good reason for doing so, and the authors did it only to reduce their work load; i.e., the number of subjects to be run and the money to be paid to subjects (p. 13 last para).

Unfortunately, the second sentence of §2 incorrectly claims that the authors are the first to test the conditions with real incentives. They next modify by saying that they will only consider studies with “appropriate” real incentives. This is characteristic of a bad convention among experimental economists: If person A first developed some idea, and tested it with hypothetical choice, and then person B does all the same but with real incentives, then experimental economists will credit all priority to person B and completely ignore person A. Even if we ignore this point, the authors have a second problem: Contrary to what they write in footnote 13, Busemeyer et al. (2000) did use real incentives, in their experiments 2 and 3. This paper by Hey & Lotito has enough extra to offer, such as the nice considerations of strengths of preferences. %}


{% Incentives: use RIS; losses from prior endowment mechanism (subjects can lose £10, but are paid £10 a priori).

Use nice bingo blowers, a transparent device containing balls in three colors that are continuously moved around, so that subjects can only vaguely see the composition of the urn and have degrees of ambiguity. The more balls the harder to assess, so, the more ambiguity.

Urn 1 (15 subjects): 2 pink, 5 blue, and 3 yellow balls;
Urn 2 (17 subjects): 4 pink, 10 blue, and 6 yellow balls;
Urn 3 (16 subjects): 8 pink, 20 blue, and 12 yellow balls (p. 90).

Each subject sees only one urn. Each next urn is more ambiguous than the one before.

Nicely, they test all kinds of theories of uncertainty/ambiguity. They consider three outcomes, being −£10, £10, and £100. They use cross-validation: one part of the data set is used to calibrate the parameters of the models, and then another part is used to see if the model predicts the choices properly there.

The data set, and the general scheme of testing many popular ambiguity
theories, making them all tractable, are great, and could have led to a top paper. Unfortunately, there are many theoretical mistakes. The authors use several wrong formulas especially regarding the two versions of prospect theory. This invalidates the results and claims made.

I here use their notation CPT for the new 92 prospect theory, rather than my own (and Tversky’s!) preferred PT. And I use their PT iso my preferred OPT for the 79 version of prospect theory.

They test:
1. EV, 3 parameters: 2 probabilities and error variance s.
2. EU, 4 parameters: EV-ones + one U parameter (U(-10) = 0; U(100) = 1; U(10) is only U-parameter; p. 89);
3. CEU (Choquet expected utility), 8 parameters: EU-ones + 6 – 2 (iso 2 subjective probabilities, now 6 for the capacity for six of the eight events, with the empty and universal event not counting because there the capacities are fixed at 0 and 1);
4. CPT of ’92, 9 parameters: CEU parameters +, supposedly and incorrectly, one more for loss aversion.
5. PT of Kahneman & Tversky ’79, 6 parameters: The EU ones + one more because subjective probabilities need not sum to 1 (or any other constant) + one more for loss aversion. This time loss aversion does genuinely generate an extra parameter, unlike with their CPT, because the decision weights need not sum to 1 implying that the 0 point of U matters.
6. DFT (Decision Field Theory of Busemeyer & Townsend 1993; called random SEU there), 4 parameters: As EU but different error theory. It, nicely, has the randomness on statewise utility differences and their probabilities.
7. Maxmin EU, 5 parameters: like EU, but with 3 minimum probabilities per state (so, the family of all priors where each state has at least that min. probability; the mins are supposed to add to less than 1) iso 2 subjective probabilities (p. 95 footnote 16 and p. 109 are not clear on whether it is min or max probability, but it is min, as reanalyses by Amit Kothiyal showed).
8. Maxmax EU, 5 parameters: like maxmin.
9. α-maxmin (EU), 6 parameters: like maxmin but α is one more.
10. Maxmin, 1 parameter, probability of trembling-hand theory.
11. Maxmax, 1 parameter like maxmin.
12. Minimal, 1 parameter regret like maxmin.

They do not test the smooth model because they have no multiple stages. P. 103 top, correctly points out that with the two-stage decomposition endogenous, as in the smooth model of KMM, there are too many parameters.

There are two problems with their CPT calculation (p. 88 & p. 108).

PROBLEM 1. They have no sign-dependence of weights. CPT in full generality would have all weights for losses completely independent of those for gains. This in its full generality means more parameters, which is not always good. If we don’t want to increase the number of parameters relative to CEU, then a plausible special case is taking the nonadditive measure the same for losses as for gains, but then using the formula of CPT rather than of CEU, which means weighting the losses dually relative to gains (à la reflection), and not the same as under CEU. Then the total weights need not sum to 1 as they do under CEU (and then CEU would not be nested in CPT or vice versa). This non-summing to 1 gives empirical meaning to setting utility 0 at a reference point (say, 0). The authors do the weighting fully the same as under CEU, so that the weights always sum to 1. Given that they also have a fixed reference point (0) under what they call CPT, what they call CPT is a special case of CEU. The utility- and loss-aversion-part is further discussed in the next Problem 2, where I will show that what they call CPT is data-equivalent to what they call CEU.

PROBLEM 2. They think to implement loss aversion for CPT by not normalizing $U(-10) = 0$ and instead normalizing $U(0) = 0$ (p. 89 l.–5 of middle para), leaving $U(-10) < 0$ free. But this does not work. What they call CPT is data-equivalent to CEU. It all has to do with, for a fixed reference point as is the case here (0 is the reference point), CPT generalizing CEU only because of sign-dependence of decision weights which they do not have, and for CEU the rescaling of $U(0) = 0$ having no empirical impact. Here is a more detailed explanation:

Recall that event-weighting in their CPT is done the same way as in CEU. In particular, the decision weights of the events always sum to 1, something typical of CEU. This means that utility is unique up to unit and level (cardinal, interval scale). In other words, adding any constant to utility and multiplying utility by
any positive constant at the outcomes −10, 10, and 100 does not affect the
preference relation. The former increases all values of prospects by that same
constant which does not affect preference, and the latter multiplies all values of
prospects by that same positive constant which again does not affect preference.

OBSERVATION 1. Any CPT representation in their paper is a CEU
representation.

PROOF. Denote the utility function under CPT by U. I define a U′ leading to
a CEU representation as follows:

\[ U′(.) = \frac{[U(.) - U(-10)]}{[U(100) - U(-10)]}. \]

\[ U′(-10) = 0 \text{ and } U′(100) = 1, \text{ as desired. Thus any representation called } \]

CPT in their paper can be turned into a representation called CEU that represents
the same preference relation.

QED

OBSERVATION 2. Any CEU representation in their paper is a CPT
representation.

PROOF. Denote the utility function under CEU by U. I define a U* leading to a
CPT representation. There are several ways to do this. At any rate we will have

\[ U*(100) = U(100) = 1. \]

Further

\[ U*(-10) < U(-10) = 0 \]

implies that also

\[ U*(10) < U(10). \]

Further

\[ U*(0) = 0 \]

implies

\[ U*(10) > 0. \]

So, we can define

\[ U*(10) = z \]

for any value z with

\[ 0 < z < U(10) (< 1). \]

Then we define, at 100, 10, and −10:
\[ U^*(.) = \{(1-z)/(1-U(10))\}U(.) - [U(10)-z]/[1-U(10)]. \]

We, indeed, have \( U^*(100) = 1, U^*(10) = z, \) and \( U(-10) = -[U(10)-z]/[1-U(10)] < 0. \)

So, we can define

\[ U^*(0) = 0 \]

which does not affect preference but has utility increasing by being between \( U^*(-10) \) and \( U^*(10) \).

Thus, if we start from a CEU representation as in this paper, then we can choose any value \( U^*(10) \) strictly between 0 and \( U(10) \), and then get a CPT representation with that \( U^* \) that represents the same preference relation.

\[ \text{QED QED QED QED QED QED QED QED QED QED QED} \]

**SUMMARY** of Problem 1: what this paper calls CPT is, regarding core theory, identical to what it calls CEU, representing the same preference relations.

Another way to put the point is that for three outcomes \(-10, 10, \text{and} 100\), only one parameter of utility is relevant when weights always add to 1 (which in fact is CEU): the ratio of utility differences

\[ \frac{[U(10) - U(-10)]}{[U(100) - U(-10)]}. \]

In view of the above, differences in predictions (via statistical fittings) of CEU and CPT can result only from the error theory working out differently numerically under the different scalings of utility (although the division by \( V(x_{\text{max}}) - V(x_{\text{min}}) \) on p. 91 l. –3 in their probabilistic theory suggests that rescaling of utility will not matter).

Besides the above two problems for CPT, there are more problems.

**PROBLEM 3.** This problem concerns the implementation of PT (p. 88 & pp. 107-108). PT of KT 79 was originally defined for risk with given probabilities. This paper extends it to uncertainty by assuming subjective probabilities (probabilistic sophistication) and then applying (supposed to be) PT formulas. Extending to uncertainty this way in itself is fine. One problem is that PT is defined only for two nonzero outcomes, and this paper has three. For some prospects (only two outcomes, and both gains, so being 10 and 100) PT as defined by K&T 79 is RDU, using rank-dependent weighting, but this paper does
not do that. What his paper does is more like an attempt to use Edwards-type
transformation of separate-outcome probabilities (Wakker 2010 Eq. 5.3.3), which
is called Separable Prospect Theory (SPT) by Camerer & Ho (1994, p. 185) for
instance. (SPT iso OPT)

However, this is still not what they really do. Problem is that for 2-color
events they take as weight simply the sum of the weights of the two colors (this
appears for instance from only taking weights of the three single-color events on
p. 95 -see also p. 108 top para-, and not of 2-color events), whereas a crucial
point of the theories mentioned is nonadditivity: The weight of a 2-color event is
NOT the sum of the two 1-color events. So, they just have additivity there.
Nonadditivity only shows up with the 3-color event involved.

They write on p. 88 l. 4 that, indeed, their theory is like EU the only difference
being that the sum of weights of the three atomic ("singular") events, concerning
one color, need not be 1. Big question is then how they take the weight of the (3-
color) universal event, relevant for sure outcomes. If they take the sum of the
three probabilities then this is just data-equivalent to EU, dropping the
normalized probability 1, and there is no violation of monotonicity, but also this
is just EU which is bad given that it is called PT. It seems that they take weight 1
for the universal three-color event, and not the sum of the three probabilities, and
then there can be violations of monotonicity. Their theory then is EU with the
only exception being that sure outcomes are over- or underweighted in utility
relative to all else. This is in fact a (probabilistically sophisticated version of) a
model called utility of gambling. The latter has EU for nondegenerate prospects
but degenerate prospects are evaluated using a different utility function, reflecting
the utility of (not) gambling. If the utility function for uncertainty is U then the
utility function for certainty is kU for a k not equal to 1. Diecidue, Schmidt, &
Wakker (2004, JRU, Observation 7) shows that this necessarily violates
stochastic dominance. This also happens if k > 1, where k is the reciprocal of the
sum of the three probabilities. This means that subadditivity does not help here,
somewhat unlike a suggestion, not very explicitly, in footnote 10 on p. 88. That
footnote suggests that they assume subadditivity, and erroneously ascribes it to
Kahneman & Tversky (1979). Empirically, superadditivity is commonly found
and especially Tversky argued for it in support theory.
SUMMARY OF PROBLEM 3. What they call PT is a version of the utility of
gambling models. It is too distinct from PT, and even from the separable version of it, to be called PT.

PROBLEM 4. A fourth unsatisfactory implementation concerns the different treatment of the multiple prior models relative to the rank-dependent models. For multiple priors they take a tractable 3-dimensional subset (of all probability distributions for which the probabilities of the single events exceed a lower bound. The three lower bounds are the parameters. But for CEU/CPT they do not do this and take CEU/CPT in full generality. In a 2007 version of their paper they wrote that multiple priors (then taken in full generality) is simply too general to fit any data. Hence to make it work they were forced to take a subset of the theory. But for CEU/CPT it would have been fair to do the same. Given that their source of uncertainty (one urn per subject) is reasonably uniform in the terminology of Abdellaoui et al. (American Economic Review, 2011), CEU/CPT would be nice with probabilistic sophistication and a one- or two-parameter fitted weighting function, having only 1 or 2 parameters more than EU, and being the same in this regard as multiple priors.

PROBLEM 5. The fifth problem (p. 85) concerns the distinction between direct decision rules and preference functionals. They consider maxmin and maximax (and minimal regret) to be direct decision rules, but these obviously are preference functionals just as much, with max or min outcome as preference functional value. The distinction becomes unfortunate because they use different error theories for what they call direct decision rules (p. 91). Because the three direct-decision-rule theories are not very important anyhow, this fifth problem is not important.

The main text suggests that there is another problem with MaxMin and MaxMax, that the appendix however seems to put right. Main text: Whereas for the alpha model the authors seem to appropriately take a set of priors, for G&S MaxMin they seem to take minimum probabilities per event, and not minimums of probability distributions, with similar problems for MaxMax. It may, for instance, happen for MaxMax that to get maximum probability at £100, the probability at £10 should not be maximal. The appendix pp. 108-109 puts things right by having MaxMax and MaxMin as special cases of alpha.

END OF FIVE PROBLEMS
Because of the problems mentioned, the empirical conclusions of this paper are not informative. These conclusions are that maxmax priors does best, maxmin and $\alpha$ maxmin do well also, and others do worse. Big pity that such a nice experimental data set has been analyzed incorrectly.

P. 83: when criticizing statistical testing of theories, the authors only consider the case where one theory is nested within another.

**second-order probabilities to model ambiguity:** p. 84 4th para: they point out that second-order probabilities are not really ambiguity, and nicely explain that implementing ambiguity is not so easy.

**suspicicn under ambiguity:** p. 84 5th para: They claim that their bingoblower is not subject to suspicion, but do not argue clearly why. Why could not the researcher do visual tricks with it, or systematically have few balls of the winning color hoping for overestimation? That the subjects bet both on and against each color can help to rule out suspicion. A small remaining problem is that subjects may not know this and may still suspect that the ball compositions are deliberately unfavorable for the particular choice they consider.

P. 87 footnote 8 incorrectly suggests that the competence effect is [only] relevant for laboratory data. It also suggests that it can play no role in their study, but it can because urn 3 generates the least competence and urn 1 generates the most. P. 101 continues on this.

P. 88 writes, erroneously, that CPT assign (subjective) probabilities to events and then transform these. Then CPT would imply probabilistic sophistication, which is not correct. P. 93 will write that CEU is nested within CPT, so that they did not assume probabilistic sophistication. P. 95 writes that for CPT the weights (capacities?) are “weighted probabilities,” but I am pretty sure that they treated them just as the capacities for CEU.

P. 89 writes that explaining BDM (Becker-DeGroot-Marschak) is too complex.

P. 89: Every subject must make 162 binary choices. Must take at least 30 seconds per choice. So, the experiment takes more than 81 minutes per person. With so many choices for so much time, subjects can be expected to resort to a particularly simple heuristic. With outcomes 100, 10, and $-10$ it is mostly optimal to just maximize the chance/likelihood at 100. So, subjects are prone to just do
this always (suggested by the authors on p. 103 penultimate para). This may explain why the maxmax model does best, and better than maxmin.

The paper sometimes claims, holding it against CEU and CPT, that models with more parameters always predict better and, hence, should be punished for the extra parameters. More parameters always give better fits, but for predicting they may mostly pick up noise (overfitting) and then predict worse, so, they are no clear advantage for prediction purposes.

They use Bayesian information criterion rather than AIC to account for extra parameters. Sometimes (p. 96 penultimate para, p. 98 2nd para) says that theories with more parameters should be judged more negative for it. But this feels like double counting because the info criteria and predictions already punishes for many parameters.

Summarizing, I admire the empirical setup with marvelous stimuli (based on big money and time investments, with the marvelous idea of the bingo-blower), and also the general plan of testing many ambiguity theories. Maybe from now on every new ambiguity theory should be forced to be calibrated on this data set. But there are several problems with the core-theoretical parts underlying the analyses in this paper, invalidating the empirical claims. %}


{% Compare different measurement methods: real incentives: Everything is incentivized, using RIS. N = 24 subjects were interviewed five times, about half an hour per time. Consider 4 outcomes (0, 10, 30, 40 in £), and 28 probability distributions over them. Consider binary choices, bid-prices, ask-prices, and BDM (Becker-DeGroot-Marschak). Fit EU and RDU with an error theory added. Last para of §2 states that they assume all choices statistically independent, also within subjects. Find that RDU does not fit much better. One clear finding is that binary choice has less noise than the other (matching) procedures. In RDU, utility changes more than probability weighting between different elicitation methods. Utility parameters are even negatively correlated between different elicitation methods. %}

{% error theory for risky choice; Best core theory depends on error theory: 
seems to be inconsistency of 25% *(inconsistency in repeated risky choice)*; 
conclude that expected utility with noise is most plausible explanation.

I have a small and a big problem with this paper. The small one is that there is no clear conclusion. The authors’ conclusion that expected utility works best is out of the blue, unrelated to their data. The big one is that they take the power family for probability weighting. This cannot incorporate the main empirical finding of the fourfold pattern with inverse-S probability weighting. %


{% Use bingo blower (as in Hey, Lotito, & Maffioletti 2010) with three colors. 
Treatment 1 (66 subjects): 2 pink, 5 blue, and 3 yellow balls (66 subjects); 
Treatment 2 (63 subjects): 8 pink, 20 blue, and 12 yellow balls (63 subjects). 
Treatments are between subjects.

Subjects can invest an amount of money x in one event and m−x in another, where one event E_1 concerns one color and the other E_2 either one color (then no payment if the 3rd color) or two other colors. They receive e_1 x if E_1 happens and e_2 (m−x) if E_2 happens, where the exchange rates e_1 and e_2 are set by the experimenter and vary over choices (if I understand right). A problem with such linear multiple-choice sets is that many functionals will usually predict corner solutions. Functionals that don’t (such as with power utility because it has infinite derivative at 0, so, no 0 investment in an optimum) don’t do so because of a weak point. In reality subjects choose interior solutions because of the compromise effect and maybe experimenter demand effects.

All prospects considered are two-outcome. 60 randomly chosen questions were used to calibrate the functionals, and then 16 for prediction.

The authors consider five theories that are all special cases of **bisperparable utility** (see the unnumbered equation between Eqs. 14 and 15 on p. 16), although the authors use different names. For multiple prior theories they use, as sets of
priors, sets with lower bounds for the three probabilities: $P(\text{pink}) \geq p_1$, $P(\text{blue}) \geq p_2$, $P(\text{yellow}) \geq p_3$, with the $p_j$ summing to less than 1. (As in Hey, Lotito, & Maffioletti (2010), who did not write this point clearly.) So, it gives three free parameters. They consider no losses, so, CEU is the same as PT.

Their theories (with number of parameters specified on p. 17 l. –3) are:

1. SEU with 4 parameters (2 subjective probabilities, 1 utility, 1 error variance);
2. CEU (biseparable utility in full generality) with 8 parameters; (6 capacities; 1 utility; 1 error variance);
3. $\alpha$-maxmin(AEU) with 6 parameters (3 for set of priors; 1 for $\alpha$; 1 utility, and 1 error variance)
4. What they call vector expected utility (VEU), but what in fact is biseparable utility with $w(p) = p - \delta$ for a $\delta$ that usually is positive but that is also allowed to be negative. This violates stochastic dominance if the best outcome has outcome-probability $< \delta$. The authors always restrict $\delta$ to less than the minimal probability occurring in their experiment, but this is ad hoc and this specification of binary RRDU is therefore not useful. (I guess a similar restriction w.r.t. maximal probabilities applies for negative $\delta$, but did not check.) It does the opposite of inverse-S for small probabilities, not overestimating them but underestimating them. It is in fact neo-additive probability weighting with the two parameters the same except that one has the wrong sign. This theory has 5 parameters (2 subjective probabilities, 1 for $\delta$, 1 utility, and 1 error variance);
5. The contraction model (COM); note that the contraction model has the sets of priors $\Pi$ as exogenously given, whereas this paper takes them as endogenous. Thus the contraction model simply is identical to maxmin EU. The $\lambda$ factor in their Eq. 13 is unidentifiable. 6 parameters (3 set of priors; 1 utility; 1 for $\lambda$, and 1 error variance);

Specification 1 assumes linear-exponential (CARA) utility, and specification 2 log-power (CRRA) utility. Specification 2 does better, and I think that this is because it accommodates the compromise effect better.

P. 3 discusses the difficulty of testing two-stage models experimentally.

P. 4 2nd para does not understand the role of the subjective (also called ambiguity neutral) probabilities used by Abdellaoui et al. (2011), based on Chew & Sagi (2008), because of which it is NOT the same as CEU but a special case.
In their results (p. 18 top), CEU performs poorly, which happens because it is given way too many parameters, as explained for instance by Kothiyal, Spinu, & Wakker (2014 JRU), leading to great overfitting with the parameters picking up more noise than system; COM (= maxmin EU) performs poorly with its unidentifiable \( \lambda \); AEU does some better because they don’t have redundant parameters, SEU yet better (although AEU is better on p. 25 l. 1), and VEU (vector EU) is best. In the results section they describe statistical tests, but I did not understand why they did not just do Wilcoxon to compare the predictive likelihoods of all theories.

P. 28 last para: for the more ambiguous blower the main change is that subjects take subjective probabilities closer to uniform, nicely confirming the cognitive interpretation of inverse-S. *(cognitive ability related to likelihood insensitivity (= inverse-S))%]*


{% dynamic consistency: Subjects can divide money over two risky prospects (say investments) in a first stage, and then, after risk of first stage resolved, can divide the remainder again over two risky prospects. They must announce beforehand what their second-stage division will be, but in the second stage get the chance to revise. Thus we can test for dynamic decision principles. By looking at investment we get continuum observation and can test more. The authors fit RDU with the usual 4 dynamic types: Resolute, sophisticated, naïve, and myopic (the latter meaning at stage 1 they only optimize the stage-1 rewards, completely ignoring the investment to be made after). They get, roughly, 55% resolute, 23% sophisticated, 13% myopic and 10% naïve.

As always in John Hey’s papers, the 1992 probability weighting function family of Tversky & Kahneman (1992) is ascribed to Quiggin (1982). Footnote 22 of H&P refers to Quiggin “proposing” the T&K family without the \( 1/g \) exponent in the denominator. However, this family has been well known long before, and Quiggin properly cites Karmarkar for using it. More precisely, Quiggin and Karmarkar consider a normalized version.) Quiggin then in fact
criticizes it, for still violating stochastic dominance in the old fixed-probability transformation theory. %}


{\% real incentives/hypothetical choice: they asked N=9 subjects to express indifferences. Hypothetical choice that is in a paper by John Hey! %}


{\% Seems to show that moments do not characterize distribution, but I’m not sure. %}


{\% crowding-out %}


{\% Seems to have argued against EU, and for moment models. %}


{\%. Commonly taken as the main paper to establish the ordinal view of utility in economics. Seems to show that indifference curves can be employed to reconstruct the theory of consumer behavior on the basis of ordinal utility, and to have emphasized how much one can do with only ordinal utility. Pareto had made such observations before, but there were unclear parts in his analysis, which still referred to nonordinal concepts such as regarding the possibility to compare utility differences and his reference to diminishing marginal utility. Hicks & Allen (1934) got a clear analysis, e.g. by putting marginal rates of substitution central. Edwards (1954): “This paper was to economics something like the behaviorist revolution in psychology.”}
Zeuthen (1937) cites parts of it, for example from p. 225: “A theory aiming at establishing the results of human choices in terms of quantities exchanged and the ratios of such quantities (i.e., prices) may dispense with any assumption which is not purely behaviouristic, while a theory of human welfare must go back to psychological introspection.” He thus in one blow puts everything exactly right.

In relation to that, seems to be a major paper to make economics exclude survey data and introspection from its domain, and rely exclusively on observable choice.

This paper seems to have introduced the ordinal/cardinal terminology (using it only once). Edgeworth had apparently used it before, but only due to this paper it became generally used. Samuelson would later popularize it.%}


{% Consider case where uncertainty can be reduced to uncertainty about own subjective discounting in the future. %}


{% Correct a mistake in Mukerji & Tallon (2003 JME). %}


{% Considers decision from experience. If subjects can quickly and easily do very much sampling, then they properly estimate probabilities of rare events, so, neither over- nor underweighting. DFE-DFD gap but no reversal : this paper is in between. %}

Hildebrand, Kenneth (date unknown).


This paper presents advanced maths, to obtain a state-dependent version of Savage (1954) using useful techniques of Krantz et al. (1971) in an interesting way. It, thus, aims to obtain a genuine state-dependent generalization of Savage (1954). Wakker & Zank (1999, MOR) did some in this direction but, as the author correctly points out, they still needed monotonicity (ordinal state independence). Further, they used richness of outcomes rather than of states.

There still remain some mathematical problems in the results of this paper. A counterexample results from Savage (1954) in his original setup, with the power set of $S$ as sigma algebra (event space). As is well known (Ulam 1930), countable additivity of the probability measure $P$ must be violated here. Then also the EU functional violates countable additivity by considering indicator acts of events revealing the noncountable additivity of $P$. But, yet, Savage satisfies all axioms (A1-A5) of this paper. The measure $U$ claimed in this paper is supposed to be countably additive though. The problems in the proof leading to this are, first, that the operation $0$ for countably many events (p. 2050 line 3 ff.) need not be well defined (it should be shown that it does not matter which countably many representative partial acts are chosen from indifference classes), which gives problems in the derivation of Archimedeanity (point 8 on p. 2053) and in the derivation of countable additivity (Proof of Proposition 2; p. 2053).%


The paper considers preference with a level of confidence in preference playing a role. No uncertainty is considered, but later social choice is considered. A person does not have one preference, but a set of possible preferences; big sets reflect low confidence. For each decision situation an importance level is specified. If
the importance is very high, only the most plausible preferences are accepted and, hence, there is more incompleteness. It reminds me of Nau (1992). 


A generalization of multiple prior models. There is not one set of priors, but there are different levels of confidence (taken ordinally), and for each level of confidence there is a set of priors, being the priors that have at least that confidence. These sets are nested. The level of confidence chosen in a decision problem depends on the stakes of the decision problem. It reminds me of Nau (1992). I wonder how the model of this paper is related to Hill (2012), which seems to be similar. The paper does not discuss this relation. Refining the crude nature of multiple priors (in or out) is desirable of course. The model is very general, in requiring many sets of priors, and assigning such sets of stakes. Given a stake and a set of priors, the paper is pessimistic and does maxmin.

The paper uses Anscombe-Aumann.

P. 681 1st para points out that the paper takes the lowest (nonnull) outcome of an act as stake. So, stake is minimum in this paper. It will suggest an interest in generalizations in §4. Note, to avoid terminological confusion, that stake is the opposite of goodness. Increasing the minimal outcome means decreasing the stake. The paper assumes that decreasing the worst outcome (“increasing the stake”) leads to bigger sets of priors and, hence, more ambiguity aversion. This is empirically violated by the commonly found ambiguity seeking for losses with ambiguity aversion for gains. The model is meant to be normative (Hill 2019 Economics and Philosophy).


Whereas Hill (2013) maintains completeness and abandons independence, this paper does the opposite.

This paper presents a generalization of the maxmin EU model axiomatized by Gilboa & Schmeidler (1989), which used the Anskombe-Aumann framework. This paper maintains the two-stage structure where acts assign lotteries over prizes to states (“horses”), and uses backward induction/CE substitution. It generalizes by not assuming EU maximization over the lotteries. Instead, it assumes a multi-utility representation there. That is, a set $v$ of utility functions over prizes is given, and to each lottery we assign the infimum EU over these. There is state dependence in the sense that the set $v$ depends on the state (horse) $s$, so it is $v(s)$. This minimization of utility is a bit but not much related to Baucells & Shapley (2008) and Dubra, Maccheroni, & Ok (2004), who also have multi-utility EU, but they let preferences be incomplete by requiring unanimous ordering (rather than taking inf). It is much related to cautious utility (Cerreia-Vioglio, Dillenberger, & Ortoleva 2015), who also take a set of utility functions and minimize over them. Only, the latter minimize certainty equivalents (CE), and Hill’s paper minimizes EU. The two would be equivalent if all utility functions in $v(s)$ were normalized the same way, but Hill does not do so as far as I could see. Hill cites cautious utility as similar but different.

A general problem of state-dependent utility is that the separation of utility and probability/decision-weights cannot be well done. One way out is to assume two prizes state-independent, and they can then be used to calibrate probability/decision weights. This is in a way what this paper does with a best (h-superbar) and worst (h-underbar) act, although the best and worst prizes/consequences can be different for different states. They do exist for every state because utilities are continuous and the set of prizes is assumed compact (p. 1343; i.e., it is bounded and closed in Euclidean spaces). But the best prize $x_1$ for state $s_1$ and the best prize $x_2$ for state $s_2$ are in a way treated as the same, state-independent, prizes. That is, they are assumed to have the same utility, when the purpose is defining probabilities/decision-weights for events. Then so do all lotteries between them (p. 1345 near bottom). They are, accordingly, called essentially constant on p. 1345 near bottom. This gives enough richness to get maxmin EU using state-independent techniques. State-dependence can then be arranged afterwards by replacing every lottery by an equivalent lottery between the best and worst consequence, a standard-gamble equivalent so to say.
P. 1348, §4.1: The model is general but can serve as a starting point to derive special cases. One can turn state-dependence, imprecise beliefs, or imprecise tastes (this is how multi-utility is interpreted) on or off by adding axioms to that effect.

**criticism of monotonicity in Anscombe-Aumann (1963) for ambiguity:**
The state-consistency axiom (p. 1344) means separability of every single state/horse, and is what has often been criticized.

P. 1349 points out that the model with precise tastes (every v(s) has one element, so, we have EU for every state, where the EU model depends on the state) combines state-dependence with uncertainty aversion. Chew & Wakker (1996) is also a state-dependent ambiguity model, and uncertainty aversion could easily be added there.

P. 1350, §4.2, in words explains that the axiomatization can be extended to incorporate variational (Maccheroni, Marinacci, & Rustichini 2006) and confidence (Chateauneuf & Faro 2009) preferences.

§5 gives comparative results. Proposition 4 characterizes more imprecision aversion. It takes best and worst acts for the two agents as (in my interpretation) state-independent and comparable, then has a preference condition of stronger preference for lotteries between the state-independent acts, and shows that this holds iff greater imprecision both and beliefs and tastes. So, here beliefs and tastes are treated jointly. It is in a way assuming that preferences over lotteries between best-worst acts are the same/isomorphic for the two agents. A single-state conditioned version of more imprecision-aversion characterizes greater imprecision for consequences. Restricting the condition to lotteries between the best and worst acts gives greater imprecision of beliefs.


{% https://doi.org/10.1017/s0266267118000214 %}

This paper aims to normatively justify the models of the author of 2013 and 2016.

P. x+3 2nd para: “Despite these qualities, the Bayesian hegemony as a normative account of belief and decision making has been increasingly challenged, both by philosophers (Levi 1974, 1986; Bradley 2009; Joyce 2011) and economists (Gilboa et al. 2009; Gilboa and Marinacci 2013), as well as in fields such as decision analysis (Lempert and Collins 2007; Cox 2012).”
P. x+3 footnote 2 states exactly my view: “Bayesianism has been argued to reflect something akin to this difference in the resilience of the probability judgements in the face of new information (Skyrms 1977). This claim, which pertains to learning or belief formation, does not affect the central point made here concerning decision, namely that such differences are denied any role in [static] choice.”

P. x+6 states what I also think about multiple priors: “As a representation of confidence in beliefs, imprecise probabilities are evidently unsatisfactory, for they treat confidence as an all-or-nothing affair: either you hold a credal judgement with full confidence, or you do not hold it, and have no confidence at all. It does not allow for grades of confidence, of the sort seen above.” It is also what I consider more or less to be the definition of multiple priors.

P. x+17 2nd para: “The first difference is the subject of a long-standing debate, focusing mainly on whether non-Bayesian models are embarrassed in dynamic or sequential choice situations.” To which the author’s reply follows some lines later: “it suffices that Bayesianism’s limitations in the sorts of severe-uncertainty situations discussed in the Introduction outweigh any advantage it might have as regards dynamic choice.”

The author throughout claims to have a separation between doxastic [motivational] and conative [cognitive] attitudes

P. x+20 argues that in maxmin EU the set of priors does not separate cognitive and motivational (my terms).

P. x+23 points out that for RDU and nonadditive measures there is no clear intuitive story (my opinion: Diecidue & Wakker, 2001, and my 2010 book give such a story, but it should refer to rank-dependent decision weights rather than a nonadditive weighting function), writing: “It has proved difficult to give a solid pre-formal normative intuition or justification for the use of this rule to guide choice under uncertainty.”

P. x+23 points out what holds, I think, for many ambiguity models: “As concerns their choice-theoretical properties, they are relatively mild weakenings of the maximin-EU decision rule (3), though we are aware of no defence of their specific weakenings on grounds of rationality. They are motivated by the relationship to the robustness literature …”

P. 25 discusses normatively abandoning RCLA, and discusses Marinacci’s (2015) justification by taking 1st-order as physical uncertainty and 2nd-order as epistemic (also put forward by KMM).}

probability intervals: Although the title does not express it, this paper seems to bring the following idea. Assume the $\alpha$ maxmin EU model with the set of priors subjective, endogenous. A longstanding problem has been that $\alpha$ usually is not identifiable, the “parameter” of endogenously chosen set of priors being too general to be identifiable. The idea then is to additionally introduce events with sets of priors objectively, endogenously, given, say, specified by the experimenter. Then, assuming that here the subjective set of priors coincides with the objective one and that the same $\alpha$ applies, $\alpha$ can easily be identified.


dynamic consistency: This paper adds a further refinement to the dissection of the dynamic principles that imply expected utility and, therefore, cannot all be satisfied under nonEU and ambiguity. It targets dynamic consistency. It specifies the “hidden” assumption that the subjective tree faced by the agent is the same as the objective tree used by the decision theorist.

It is well known in probability theory that, when updating after receiving info on the realization of a random variable, it is relevant to know the whole random variable, or information structure as it can be called. If the info is received that an event E obtains, then the default assumption is that the information structure was that always if E obtains, we are informed about that, and always if Ec obtains we are informed about that. The present paper calls that the objective tree, or objective information structure as I will also call it.

More complex info structures can be, and that can matter. The most well-known example is the three-door problem, also known as Monty Halls problem or the three-prisoner’s problem. (three-doors problem) Imagine you play it and at first chose door 1. The quizz master opens door 2 and informs you: “the prize is not behind door 2.” Then it is relevant to know: Would he always inform you about exactly that if it were the case? Also always if the prize is behind your door 1 here? And if the prize were behind door 2, would he have informed you about exactly that? Under the usual assumptions, the information structure is more complex. If the quizz master gives you the aformentioned info, then it gives more info: That all prior probability mass from door 2 has moved to door 3, so it is
better to switch door now.

Now consider the three-color Ellsberg paradox. The common outcome is under the ambiguous event B (black). Arguments are well known that the common ambiguity averse preferences violate dynamic consistency under some assumptions such as consequentialism. This involves conditioning on event B, so, on the info of B, and makes the common default assumption of the objective tree. In the objective tree, we get a violation of dynamic consistency. The starting point of this paper is that we can consider other information structures, i.e., trees, called subjective trees, in which no violation of dynamic consistency is directly revealed then. Imagine that the agent (decision maker) is really in a subjective tree situation of the latter kind. Then at least there dynamic consistency is not violated. Put yet differently, if the agent has the regular Ellsberg preferences, and does not violate dynamic consistency in a subjective tree considered by her, then we can be sure that that subjective tree is not the objective one. The author states it the latter way on p. 292: “whenever he does exhibit the Ellsberg preferences [and dynamic consistency is satisfied in his subjective tree], it follows that the assumption does not hold, so he is not using the tree in Fig.1 [objective tree], and the argument does not apply [to his subjective tree].”

The author investigates how all kinds of preferences can be reconciled with dynamic consistency when restricted to particular subjective trees, and also how such preferences need not exhibit aversion to free info at least in particular subjective trees. (information aversion) %


{ Remarks about Johnstone’s sufficiency postulate, work on Zipf’s law, also fiducial inference, species problem. %}


{ % %}


Consider welfare models with inequality aversion, diminishing sensitivity (w.r.t. the absolute value of the difference in income), and the Robin Hood principle (take from rich and give to poor), and logical relations between these. 


Splits up risk premium under RDU into one for utility and one for probability weighting.


Information aversion


Good book for statistics I and II, used by Thom Bezembinder.


Seems to find violation of RCLA.


Ch. 7 seems to shows that intertemporal preferences have to reckon with subjective preferences if the market is not perfect, with different borrowing and lending rates. %}


Seems to have been the first to show that further info for the society can lead to loss of utility for all. For example, insurance will collapse under perfect information.

value of information %}


value of information: Shows that the value of information can be negative for society because it destroys risk sharing. Reminds me of how it can destroy insurance. Zilcha called this the “Hirshleifer effect.” %}


Part I is on DUU.

§1.2 expresses the extreme viewpoint that decision under risk with objective probabilities is illusionary and that probabilities should always be taken as subjective. Argues that Knight’s distinction is, therefore, not very useful.

§1.4.2: substitution-derivation of EU (P.s.: works only for !extraneous! probabilities, not for subjective/endogenous!)

§1.5 on risk aversion iff U is concave, Friedman & Savage (1948).
§1.6 has framing, Ellsberg, Allais, paradoxes.  
Ch. 2 on optimal asset allocation, complete/incomplete markets, state-dependence, mean-variance analysis  
Ch. 3 is on comparative statics. Pratt-Arrow index, index of RRA, stochastic dominance.  
Ch. 4 is on market equilibrium under uncertainty.  
Part II, longest part, is on games with incomplete info, etc.  
Seem to say that risk aversion and diminishing marginal utility are two factors that cannot be disentangled. \}  


Seem to demonstrate reference dependence when outcomes are combinations of money and time. \}  


https://doi.org/10.1287/mnsc.2019.3543  
information aversion: Present an introspective information preference scale for unpleasant but useful info. Show that it predicts real decisions. \}

Managers are considered in cases where it is as bad to be above benchmark as below benchmark. They mostly preferred further investigation of a dept. with ambiguous performance than with unambiguous.

The paper considers ambiguity about probabilities but also directly about outcomes. 


Hypothetical choice.

The paper considers ambiguity about probabilities but also directly about outcomes.

(ambiguous outcomes vs. ambiguous probabilities)

**ambiguity seeking for losses:** Find this indeed, and find ambiguity aversion for gains. The ambiguous probabilities are around 0.5, so, not very small. For reference point, the benchmark is taken that is imposed on managers.

**reflection at individual level for ambiguity:** Table 1 on p. 58 gives info on it. Subjects can choose ambiguous or unambiguous for gains and losses. This can happen for outcome ambiguity and for probability ambiguity.

Outcome ambiguity: The subtable upper right shows that of the subjects ambiguity averse for gains about 2/3 was ambiguity seeking for losses, and for the subjects ambiguity seeking for gains it was about the same. **(ambiguity seeking for losses)** So, this suggests independence of ambiguity attitudes for gains and losses.

Probability ambiguity: The subtable lower right shows that of the subjects ambiguity averse for gains about half was ambiguity seeking for losses, and for the 14 subjects ambiguity seeking for gains a majority was so for losses. So, this provides some counter-evidence against reflection at the individual level, but weak given the small number of ambiguity seekers for gains. The percentages in the table do not correspond with integers (29% out of 40 is strange for instance, because 12 out of 40 is 30% and 11 of 40 is 27.5%), and there may be typos.

The third experiment has only 20 subjects and only 2 ambiguity seekers for
gains, and it gives no info on reflection at the individual level.

**correlation risk & ambiguity attitude**: Section 5.5 reports relations between risk- and ambiguity attitudes. %)


{% Use conjoint measurement to investigate how the perception of texture (“bumpiness”) and specularity (“glossiness”) affect each other. They say that they can capture interactions through a simple additive model, which I do not understand because I would say additivity means no interactions. %}


{% According to Hammond idea of deriving subjective probabilities from willingness to bet (maybe even under linear utility, EV) is already here;

**free will/determinism**: Seems that he has defended, here or elsewhere, “compatibilism,” meaning that free will and determinism can be combined. %


{% losses give more/less noise: Behavioral responses in the Autonomic Nervous System are stronger for losses even whereas subjects do not exhibit loss aversion in decisions. %}


{% revealed preference: Using British household data, this paper tests some revealed preference conditions implied by weak order maximization, in particular negative semidefiniteness and symmetry of the Slutsky matrix. These conditions are not much violated. %}

{% ordering of subsets: Choice options are 0-1 functions defined on finite sets. 
Although the authors never even mention it, the most natural interpretation of such functions is subsets. The authors consider separability for such functions, which is the additivity condition of qualitative probability theory of de Finetti and others (not mentioned in the paper). They categorize the cases in which some sets are separable and others are not, so, kinds of extensions of the Gorman (1968) results to discrete cases. P. 195 cites Gorman’s theorem but forgets to mention that the sets S, T considered should not be nested. %}


{% Seem to propose ε contamination. %}


{% Find framing in experiment among senior managers. %}


{% Seems to show that, with marginals given, correlation is maximal under comonotonicity. %}


{% What they call overconfidence is what is more often called unrealistic optimism, i.e., of 80% of people thinking that they belong to the best 10% of car drivers, %}
etc., an alternative term that they also mention. The authors investigate the phenomenon with real incentives, which hasn’t been done much before.


This paper can be credited for introducing the axiomatic system to measurement. It may be credited as the first preference axiomatization but it does not interpret its ordering as preference. Remarkably, its theorem provides in my opinion the strongest tool for doing so (I write this in 2023), and is the basis of Krantz et al. (1971) and of my tradeoff method. Current papers on ambiguity usually use the Anscombe-Aumann framework because they are unaware of Hölder’s powerful tool for getting cardinality and linearity.


Proposed Choquet integral for fuzzy measures on finite state space. So, Höhle is one of the independent discoverers of the Choquet integral.


Suggests fuzzy measures as additive measures on nested sets.

This paper gives background on the Choquet integral (which Höhle 1982 independently discovered). It shows, as Höhle (23 Feb 2019, personal communication) explained to me, that the Choquet integral naturally follows from regular integration on the space of pseudo-realizations (Lemma 5.2 and Proposition 5.1 and the comment following, with explicit reference to the Choquet integral in Remark 5.2b) and that isotonicity rather than additivity is the essence.


Probability elicitation
Ch. 1, p. 3: Indeed, it has been said that we are now living a second industrial revolution, but instead of steam, the new revolution is being propelled by information.
More nice sentences


Beginning nicely points out that most models of ambiguity are normative, but the author wants to do a descriptive model.
Tests Einhorn & Hogarth model of ambiguity using small probabilities; considers it in game situations, not clear on ambiguity seeking for unlikely; Camerer & Weber (1992) say they find that.

Reflection at individual level for ambiguity: no info on it: subjects faced only gains or only losses, or mixed.
P. 32 last sentence:
“; there are too many models chasing too few phenomena.”

{\% blink decisions; gut feeling; 
think decisions; conscious deliberation; 
smink decisions; heuristic decision rule in sense of model-based decision; 
trink decisions; trust an expert \%


{\% decreasing ARA/increasing RRA: use power utility;

  uncertainty amplifies risk: Although I found no place where this was stated explicitly, it is throughout their model and theory. For inverse-S it is p. 786 middle, and Table 1 on p. 789 shows it.

  ambiguity seeking for losses?: they use only probabilities .10, .50, and .90, and don’t find very clear results for one thing because outcome curvature interferes.

  Their model has nonadditive probabilities depend on many things, e.g. sign and size of outcomes.

  risky utility \( u = \text{strength of preference } v \) (or other riskless cardinal utility, often called value): P. 780: “The view adopted here is that the value of an outcome received following a choice made under certainty does not differ intrinsically from the value of the same outcome received following a choice made under risk or uncertainty.”

  P. 780: “We therefore model the subjective evaluation of decision outcomes by psychophysical functions while the weights given to probabilities are conceptualized as the end result of mental processes that reflect both cognitive and motivational factors.” (cognitive

ability related to likelihood insensitivity (= inverse-S))

reflection at individual level for ambiguity & reflection at individual level for risk: although they have the within-individual data for gains and losses to see it in all three experiments, they report it in none of their experiments.

P. 791, Experiment 1: \( N = 96 \). Hypothetical choice.

P. 791, Experiment 2: \( N = 146 \). Hypothetical choice. Experiment 3: \( N = 49 \).

Real incentives; losses from prior endowment mechanism and RIS.

P. 799: “However, it is important that future experimental work address the exact shape of
the value function so that, without having to make *a priori* assumptions about either the value or
the venture functions, it will be possible to attribute changes in risk attitudes to the value and
venture functions as appropriate.” Well, the **tradeoff method** of Wakker & Deneffe
(1996) shows how to elicit value function properties!

**inverse-S; risk averse for gains, risk seeking for losses:** Table 2 on p. 792
suggests some more risk aversion for gains than risk seeking for losses. Table 4
on p. 795 suggests the same for large outcomes, but the opposite for small
outcomes.

**risk seeking for symmetric fifty-fifty gambles:** Table 4 suggests this strange
risk seeking for fifty-fifty gambles. There is much risk seeking for small
outcomes, probably because they were cents so that the **utility of gambling** may
have caused this.

Real incentives: experiments 1 and 2 used hypothetical payments, experiment
3 used real incentives: **random incentive system. losses from prior endowment
mechanism:** do this.

**real incentives/hypothetical choice:** Find small differences between real and
hypothetical choices for gains, but large differences for losses. I guess that this
may be because for losses they did (as always) from prior endowment
mechanism. For real incentives they find more statistical power than for
hypothetical choice.

P. 800: the coexistence of gambling and insurance can be explained by the
overweighting of small probabilities.

P. 797: no clear relations between risk attitude and ambiguity attitude
**(correlation risk & ambiguity attitude).**


{% Exactingness: the degree to which one is punished for suboptimal decisions %}
Hogarth Robin M., Brian J. Gibbs BJ, Craig R.M. McKenzie, & Margareth A.
of Experimental Psychology, Learning, Memory and Cognition* 17, 734–752.

{% inverse-S: They find that for losses; i.e., ambiguity aversion for unlikely losses
and seeking for likely losses. They find more inverse-S for ambiguity than for
chance (uncertainty amplifies risk). So also: ambiguity seeking for losses;

They study losses and there they find reflection, in accordance with what PT predicts, see above.

reflection at individual level for ambiguity: they have only losses, so, no results on this.

They asked what is a reasonable premium for p-prob at losing $100,000, for various probabilities. They also cite market evidence (earthquake insurance, flood-insurance, etc.) suggesting much ambiguity aversion for small-prob losses.


PT: data on probability weighting;

ambiguity seeking for losses & ambiguity seeking for unlikely: they consider losses and there the data confirm all the hypotheses of Tversky & Wakker (1995) perfectly well.

reflection at individual level for ambiguity: does not speak to that because only losses.

inverse-S: there is risk aversion for small probabilities and risk seeking for high (not stated explicitly in the paper I think, but visible in Table 2, Fig. 2, Tables 4 and 5) (Z&Z!). (uncertainty amplifies risk) These phenomena are amplified for ambiguity, by ambiguity aversion for small probabilities and ambiguity seeking for high. (Note that only the consumer data are relevant. The “firm” data consider selling of insurance which means both gains and losses, and loss aversion being relevant. As expected by PT, there more risk aversion etc. is indeed found.) Unfortunately, the data for ambiguous probabilities may be prone to distortion by regression to the mean, which can be an alternative explanation of the overestimation of small ambiguous probabilities and underestimation of high ambiguous probabilities. I do not understand the analysis in §3.4, in particular why M(p) + M(1−p) = 1 on page 18. If p and 1−p are ambiguous and subject to second-order distributions, they may, as mentioned by the authors, differ from their “anchor values.” The participants, however, need not know that these referred to complementary events and may distort both downwards.
real incentives/hypothetical choice: they use hypothetical choice, and discuss it nicely on p. 13 penultimate para. %}


{\% ambiguity seeking for losses; ambiguity seeking for unlikely: Ambiguity aversion for unlikely losses: Consider only small probability (.001, .01, .1) losses, and there they find risk aversion, the more so as the probabilities are smaller. The result is amplified under ambiguity (uncertainty amplifies risk), which may however have been biased by regression to the mean. For price setting of professional actuaries aspects other than ambiguity attitude, such as asymmetric information and avoidance of winner’s curse (p. 38) can play a role.

reflection at individual level for ambiguity: only losses, so do not speak to that. %}


{\% ambiguous outcomes vs. ambiguous probabilities: Study cases in which not only probabilities but also outcomes are ambiguous/unknown. Ask subjects about heuristics used. Known/unknown firms that sell VCRs etc. enhances contrast effect. Only small probabilities.

Nice (also done by Heath & Tversky 1991 and Zeckhauser 2006): P. 32 explains that they ask subjects to estimate unknown probabilities, and then later use objective known probabilities equal to those, so as to avoid the problem of ambiguity being confounded with belief effects, for which some earlier studies were criticized by Heath & Tversky (1991).

reflection at individual level for ambiguity: only losses, so do not speak to that. %}


{\% Sent messages to students on arbitrary time points, asking them for risk perceptions. Mostly, it concerned loss of time or physical injuries.
gender differences in risk attitudes: women did not assess losses of risk as bigger than men, but did consider them more probable. %}


{%% real incentives/hypothetical choice %}


{%% Seems that: real incentives/hypothetical choice: for time preferences; random incentive system; %}

Delays of 1 day, 1 week, and 2 weeks; immediate reward was $5 or $17; interest rates of 1.5% a day or 3.0% a day for calculating the delayed reward. They find that stationarity is not violated, but increasing the interval between payments invites more subjects to choose the delayed payment.

(decreasing/increasing impatience) %}


{%% probability elicitation. Measure beliefs using quadratic scoring rule, matching probabilities, and introspection. Matching probabilities is best, introspection a close second, and QSR is clearly last. For the QSR, subjects get tables with the many numbers indicating the various payments. I did not find how incentive compatibility was explained to the subjects and probably it was left to the subjects. They did not use the term probability when explaining the QSR to subjects. They measure belief in correctness of past guess but also use a perceptual task. %}


{%% Gives arguments for random incentive system. %}

PT, applications

PT/RDU most popular for risk:P. 1070 2nd para %}


% Puts forward a potential theoretical problem for the random incentive system.

Starmer & Sugden (1991, American Economic Review), Cubitt, Starmer, & Sugden (1998, ExEc), and others subsequently showed that these problems do not arise empirically. The random system is today (2004) the most popular and almost exclusively used system of real incentives for individual choice, mostly because it avoids income and house money effects.

A strange text on p. 514:

“It is well known that many individuals make choices that are direct violations of the independence axiom in other contexts. Therefore any theory of rational choice in such contexts must be derived from a set of axioms that does not include or imply the independence axiom, at least not in its usual “strong” form.” [Italics from original]

This seems to use descriptive evidence to argue for a normative model?? %}


% §30.5: For event A with unknown probability, determines the “matching probability” p (without using this term), i.e., the probability p such that (A:x) ~ (p:x), through the BDM (Becker-DeGroot-Marschak) mechanism as follows. The subject chooses a number p for A. So as to give an incentive for truly giving the p satisfying the equivalence just mentioned, a BDM mechanism is used: First a prospect (j/100:x) is chosen randomly, by randomly choosing a number 1 ≤ j ≤ 100. Then the subject gets this lottery if j/100 > p, and (A:x) if j/100 ≤ p. %}

{ A generalization of this paper that, like this paper, uses choices lists to obtain indifferences and utility (OK, CRRA iso expo-power) to fit data, but that also allows for probability weighting and gain-loss differences and loss aversion, is in Tversky & Kahneman (1992), a paper cited three times more often than this one, and part of the 2002 Nobel-memorial prize in economics.

They throughout equate risk aversion with utility curvature, as commonly done in economics, which assumes expected utility. I regret this.

This paper has often been cited (e.g., by Harrison & List 2004 p. 1031) as refuting the argument against real incentives that big stakes cannot be implemented, by interpreting the stakes of this experiment as big. I interpret it differently. Stakes of some hundreds of dollars are small. No one would do a decision analysis for those. For such amounts, below two month’s salary, utility is close to linear. Whatever risk aversion is found here is due to probability weighting, loss aversion, numerical sensitivity, and other factors, but not due to “real” utility. Big stakes are when buying a house, a car, deciding on mastectomy to avoid risk of breast cancer, etc.

**decreasing ARA/increasing RRA**: Increasing relative risk aversion and decreasing absolute risk aversion is found. The authors do carefully distinguish between these two.

The paper points out that literature on auctions commonly assumes log/power utility. But then, there is more in this world than auctions …

Choosing between lotteries \((p, 2.00; 1.60)\) and \((p, 3.85; 0.10)\) for \(p = 1/10, 2/10, ..., 1\). These were low payoffs. Also for 20 times higher payoffs, the high payoffs. So, real payments up to $77. (Also 50 and 90 times higher for 19 and 18 participants, respectively.) So, main group has \(20 \times 3.85 = $77\) as highest possible prize, and the 19/18 participants have \(50 \times 3.85 = $192.50\) and \(90 \times 3.85 = $346.50\) as maximum outcomes.

**real incentives/hypothetical choice**: The random incentive system was used (good to let know for all the mainstream experimental-economics referees who do not know the individual-choice literature well and start complaining about this incentive system again and again).
Real-incentives low-payoffs and hypothetical high-payoffs had similar risk aversion, and real incentives high-payoffs had more risk aversion (even 40% of participants doing all choices safe there). Whenever unqualified, these comments, as the paper, take risk aversion in a relative sense. Comparisons were within-subjects. High-real payment came after low-real payment. To participate in the high-real payments, participants first had to give up their earnings of the low-payment, which they had to declare in writing.

[Failed conjecture of mine] This para is on a failed conjecture of mine. I once conjectured that this procedure might have generated a framing effect, where those who gained $3.85 in the first round will take that as status quo, and due to loss aversion will not want to risk ending up with less in the high-payment choice, which makes them avoid the risky option there in the 20x group (not in 50x and 90x groups because there all payments exceed $3.85). It would imply that those who gained $3.85 in the first round would be more risk averse later than others in 20x. Holt (June 20, 2003, personal communication) let me know that this did not happen in the data. Subjects who gained $3.85 in the first round even seemed to be less risk averse than those who gained the low risky outcome there, $0.10. So, my conjecture there does not hold.

The idea of this paper that I like best is that they first do low-stake choice for (quasi)real, and then let subjects pay back before doing big-stakes choice for real. Thus they can observe two real choices without income effect or anything, and do within-subject comparisons of real choices. It has been a fundamental problem of revealed preference that only one choice can be really observed, and the authors have found a way around this very fundamental problem. This is impressive. There is a considerable price to pay for what they achieve. That subjects are told that the small-stakes are real incentives even though it is already known at that stage that these incentives will not be paid for real is a mild form of deception (deception when implementing real incentives). The having-to-give-back can generate all kinds of emotions such as maybe some kinds of loss aversion, which is another drawback. Yet the fundamental revealed-preference problem solved is such a great thing, that it is worth the price.

The definition of the Saha utility in Eq. 2 is not correct for $r > 1$, when it becomes decreasing. It, therefore, better be divided by $1-r$, similarly to how this
is commonly done for CRRA.

My main problem with the hypo-real test here concerns a contrast effect. If participants have to do hypo but they already know that hypo is surrounded with real before and after, then it is very explicit that there was no necessity for hypo. Subjects will, therefore, not pay much attention to hypo. Because these hypo high-payments came immediately after the low real payments (with the high-real not seen yet), subjects just quickly do there the same as before low real. This is put forward by Harrison, Johnson, McInnes, & Rutström (2003, March) “Risk Aversion and Incentive Effects: Comment,” p. 3: “Subjects who are minimizing decision costs are unlikely to think hard about their choices when offered a hypo task even if the payoffs are higher, and thus would be predicted to anchor to their previous response in the first low real task. The responses in the high hypo treatment indeed look much more like the responses in the low real task #1 than they do the subsequent high real task #3.”

Hypo can be useful I think, but then subjects have to be well-motivated for it, in other ways than through real incentives. Thus real versus hypo is better tested between-subjects.

The experiment took each subject about an hour (Holt, November 16 '04, personal communication).

The method of eliciting indifferences through lists of ranked choices, where the switching point indicates indifference, while often ascribed to these authors in experimental economics, has been used before in many papers, for example Kahneman, Knetsch, & Thaler (1990), Tversky & Kahneman (1992, described verbally in Subsection 2.1 pp. 305-306, where they do refinement of the indifference interval in a second stage), Tversky & Fox (1995, described verbally on p. 273, with same procedure as in Tversky & Kahneman 1992), Fox & Tversky (1998, p. 882, again same procedure as T&K’92), Coller & Williams (1999), Gonzalez & Wu (1999), with more references in Mitchell & Carson (1989).

**gender differences in risk attitudes**: women more risk averse than men for low payment but not for high payment (lack of power there!?).

It is unfortunate that this paper ignored decades of preceding literature on risk attitude measurement, including the 2002 Nobel-awarded prospect theory with Kahneman & Tversky (1979) the most cited paper in all economic journals (Merigó, Rocafort, & Aznar-Alarcón 2016), Cohen, Jaffray & Said (1987), and
the SURVEY by Farquhar (1987), and that it is/was American Economic Review policy to allow for this. The authors do cite K&T79 on p. 1645 top but only for the question of hypothetical choice, and not for its insights into risk attitudes. The idea of the authors and American Economic Review was that experimental economics is better than all that preceded it, and is allowed to ignore everything preceding. The citation of K&T79 on hypothetical choice probably serves to discard them as invalid because of doing hypo. The authors thus ignore the numerous other preceding papers on prospect theory and other nonEU theories that did use real incentives, including Cohen et al. (1987) and Tversky & Kahneman (1981 Science). The latter did all monetary experiments both with and without real incentives, never finding a difference. The idea of the authors and American Economic Review facilitates literature-study efforts and priority claiming, and thus appeals to many. That we could ignore all the empirical problems of EU and return to its simplicity as in the 1970s will also appeal to many. Thus, I have seen some working papers by young authors who, misled by the reputation of American Economic Review, thought that this paper must be the state of the art and embarked on reinventing the certainty equivalent method for instance.

The ignoring of preceding literature reminds me of a quotation by the prominent economist Carver who at the end of his career wrote:

“But if they think that they have built up a complete system and can dispense with all that has gone before, they must be placed in the class with men in other fields, such as chemistry, physics, medicine, or zoology, who, because of some new observations, hasten to announce that all previous work is of no account.” Carver wrote this in his paper in QJE in … 1918! %


{ Paper confirms and replicates the order effects in Holt & Laury (2002) pointed out by Harrison, Johnson, MvecInnes, & Rutström (2005). It does all choices of Holt & Laury (2002), but between-subjects so that each individual has only one kind of treatment. The increase of risk aversion due to increased stakes indeed becomes smaller but remains. They also do hypo like this, without order effect. Also here, the effects are reduced by do not disappear, although it gets small especially if one compares the random differences between their 2002 and their
2005 data that are of similar size.

**real incentives/hypothetical choice**: Big problem with hypo here, as in 2002, is that it is surrounded by real-incentive choices, not only for other subjects but also for other experiments that the subjects were involved in simultaneously. So, the order effect due to the preceding low-stake-real-incentive choice of Holt & Laury 2002 was removed, indeed, but there were other order effects due to other experiments, not reported, that the subjects were involved in. This contrast effect encourages the subjects to not take hypo seriously and, hence, what Holt & Laury do here, as in 2002, is not a good hypo experiment. P. 903, footnote 5, cites from instructions for hypo: “Unlike the other tasks that you have done so far today, the earnings for this part of the experiment are hypothetical and will not be added to your previous earnings.” That is, the contrast effect is even made explicit. %}


{%= updating: testing Bayes’ formula Test Bayesian updating by measuring conditional preferences using BDM (Becker-DeGroot-Marschak) to measure matching probabilities. There is not much new because all these things have been done before (e.g. Ward Edwards), but the authors do not cite preceding work. %}


{%= probability elicitation: Proposes to use matching probabilities to measure subjective probabilities. Then it proposes the two-stage choice list to obtain indifferences, in an incentive compatible way. As with Holt & Laury (2002), it is easy and clean for a general audience of nonspecialists, but novelty and positioning are problems.

The paper never explicitly writes that it assumes expected utility, but all theoretical analyses assume it. The paper claims that matching probabilities provide subjective probabilities while correcting for risk attitude, giving as argument that only two outcomes are involved and that utility can then be normalized (p. 111). Footnote 16 mentions works that use matching probabilities to asses ambiguity attitudes, but does not discuss what the empirical findings of ambiguity aversion, discussed elsewhere, imply for what this paper does.
Dimmock, Kouwenberg, & Wakker (2016 MS, Theorem 3.1) gives a more advanced result.

That matching probabilities are not new is clear, and the paper cites many preceding works, such as Savage (1971). They were commonly used in early decision analysis; see also Raiffa (1968, p. 110, “judgmental probability”).

The paper suggests novelty of the two-stage choice list procedure with incentive compatibility, but it was done exactly the same before for utility measurement by Anderson et al. (2006; cited in Footnote 11, but without discussing the overlap). The idea is to elicit, in a first stage, preferences between \(\gamma_{E0}\) (receiving gain \(\gamma > 0\) if event \(E\) happens and 0 otherwise) and \(\gamma_{p0}\) for \(p = 0/10, 1/10, \ldots, 10/10\). If preferences switch between, say, \(p = 3/10\) and \(p = 4/10\), then in a second stage such preferences are measured for \(p = 30/100, 31/100, \ldots, 40/100\).

A naive implementation of the RIS (random incentive system) would not work because subjects could manipulate by switching late in the first stage, getting nice options in the second stage. Incentive compatibility is achieved by first randomly selecting a choice from the first stage and implementing it, but when the choice involves the switching value only then a choice is randomly selected from the second stage. Again, this was done by Anderson et al. before.

A small variation of this two-stage procedure was introduced by Abdellaoui, Baillon, Paraschiv, & Wakker (2011 American Economic Review). They implemented somewhat differently, in a third stage. In that third stage they put up all 101 preferences between \(\gamma_{E0}\) and \(\gamma_{p0}\) for \(p = j/100\), indicated all preferences implied by monotonicity there, asked the subject to confirm, and then randomly selected one of these 101 choices for implementation. I think that in this procedure incentive compatibility is clearer to subjects. Because of space limitations, Abdellaoui et al. only explained their implementation in the Web Appendix to their paper. But the procedure was used in several follow-up papers by Baillon and others, for instance by Baillon & Blechrodt (2015 AEJ) in this same journal.

P. 135: the BDM (Becker-DeGroot-Marschak) method, however, is notorious for being confusing to subjects. %}


This paper uses four well-known methods of measuring risk attitudes. It finds many differences between them, entailing inconsistencies. This has been found by several preceding papers. The novelty (“innovative contribution” they call it on p. 611) of the paper is that they also ask introspective nonrevealed-preference based questions, to see if subjects are aware of it and then may be prefer to go for consistency. As they write, end of abstract: “subjects are surprisingly well aware of the variation in the riskiness of their choices. We argue that this calls into question the common interpretation of variation in revealed risk preferences as being inconsistent.” However, I have difficulties with this. All the questionnaires do (§3.2) is to ask, on a 1-7 scale, to give an index of “riskiness,” with several similar questions, e.g., about complexity and boringness, for the various methods and answers. It is completely vague what these terms are meant to mean. The authors argue, for instance, that deliberately consistent subjects should give the same indexes of riskiness (and others) for the four different methods. The authors interpret the differences found as awareness of the subjects that they give “inconsistent” answers but a deliberate choice to do so. Besides the alternative interpretation that subjects are not even
aware/deliberate about all this, other alternative interpretations are that subjects just let riskiness refer to other attributes than consistency of the degree of risk aversion found. In this respect the study is different than Slovic & Tversky (1974) and related studies.

Prospect-theory advocates will regret that the paper only assumes expected utility with logpower (CRRA) utility. True, if one wants no more than one quick index of risk aversion, then fitting EU with logpower utility is the most pragmatic way to go. But with the richer data here, investigating whether inconsistencies in EU can be accommodated by prospect-theory components, before concluding general inconsistency of preference, would have been desirable.

P. 596 top cites Slovic (1972a) as an early study showing that different methods of measuring risk attitudes can give different results. But the whole rest of the page only cites papers by authors defined as experimental economists, and ignores oceans of studies by others showing the same, basically, most studies on risk attitudes. Unfortunately, this fits with the policy of this journal. The keyword **PE higher than CE** in this bibliography gives a little bit of the large literature on it, as there are many studies on preference reversals, the constructive view of preference, and so on. A recent related study not cited is the impressive Pedroni, Frey, Bruhin, Dutilh, Hertwig, & Rieskamp (2017).

P. 598 last para, on choice lists, again only cites experimental economists. P. 601: Unfortunately, to assess similarities of different methods, the authors do not use correlations. Instead, they lose power by adopting a sort of median split technique of either qualifying results as consistent (if difference not too big) or inconsistent. They argue for this in footnote 7 by developing one numerical example where correlation does not fare well. %


{% https://doi.org/10.1257/jel.20191434%

The paper opens with explaining how behavioral ideas have entered macro-economics. It then studies multi-agent models where agents may violate rational expectations and rational learning, and the effects on market equilibria. %}
Some places gave people bonuses (5 cents) when they reused a disposable bag rather than use a new one. Food retailers had to start it in Washington DC 2010. Other places charged 5 cents less but then gave no bonuses to people who used no new bag, but instead charged 5 cents tax for people who did. The bonuses had almost no effect, but the taxes reduced the use of new bags by over 40%. The authors explain it by loss aversion.

A large part of the study is dedicated to rule out other explanations, as is always difficult in field or real-world data. One alternative explanation to be ruled out is difference of info. In the case of bonuses, people may not have known about it, but in the case of taxes they did. With questionnaires the authors check out that this is not the case. Still, I think it probably was. There is a difference between being in one’s mind, and being on one’s mind. The questionnaire checks out that the info is in everyone’s mind. But I conjecture that there is a difference when it comes to being on one’s mind. People who do not get a bonus can know in the back of their mind that they missed a bonus, but just do not think of it when buying, not being reminded of it. So, they don’t change. Those who pay a tax do think about it when buying, being reminded of it through the tax, so, they this as signal that they should change.

I am a bit amazed that the paper presents advanced formulas with utilities and optimality conditions. Seems to me that we immediately understand the exchange of 5 cents for a minimal extra effort, and that signaling more than utility is relevant here. p. 201 derives from the utility analysis an estimation of loss aversion of 5.3, which is large.

*linear utility for small stakes*: p. 182 bottom.

The authors conclude that taxes are more effective than bonuses. This was also suggested by Bentham (1828-43) [1782-7 no 236]; see my annotations there. It was also suggested by Thaler (1980). See my annotations there. %}


Study relations between emotions and ways of violating independence and dynamic decision principles.


Poor individuals who are intrinsically risk averse can still exhibit risk-seeking behavior if that can reduce inequality and they are also sensitive to that.


Probability elicitation; linearly combining well-calibrated experts can destroy calibration.


Welfare where utility of individuals depends on utilities of other individuals, leading to implicit equations to be solved. Gives many preceding discussions of this point and seems to put everything right.


Reexamination on Updating Choquet Beliefs,” *Journal of Mathematical Economics* 49, 467–470.
Gives a joint generalization of Schmeidler’s (1989) RDU and Gul’s (1992) disappointment aversion. I am glad that the paper does not need the Anscombe-Aumann framework, but instead Savage-style states and outcomes, where richness is in the outcome space, assumed to be a connected separable topological space. As usual, I am convinced that topological separability is redundant. The paper does consider Anscombe-Aumann as a special case.

She uses endogenous midpoints as in Ghirardato, Maccheroni, Marinacci, & Siniscalchi (2003): Let o denote the binary operation $xoy = CE(xAy)$ for some given event A. Then $xoz \sim (xox)o(zoek)$. We define y as the endogenous midpoint of x and y, given A, if $(xox)o(zoek) \sim (xoy)o(yoz)$. In the usual repeated-event interpretation, $(xAy)_A(xAy) \sim (xAz)_A(zAy)$ and replacing x conditional on A and then $A^c$, and also y conditional on $A^c$ and A, by z does not matter. Then she defines a kind of independence à la Gul (1992), but only for comonotonic acts within an indifference class, and in such a way (I guess) that further elation and disappointment go the same way.


Proposes a more impatient than relation: Preferring an early increase more than a late one by \( \succ_1 \) should imply the same for \( \succ_2 \). A follow-up paper is Benoît & Ok (2007).


If the value of a good to be priced can depend on which random prize one chooses in BDM (Becker-DeGroot-Marschak), then, obviously, incentive compatibility can be distorted in just any way. This is the main point of the paper. At the end, it erroneously claims that BDM is incentive compatible under RDU. The mistake in the proof is that the integration that is used there implicitly assumes backward induction (“isolation”), because it just substitutes the value of the good also if it is a lottery. But with backward induction, every nonEU model would have incentive compatibility under BDM. If subjects do not use backward induction but RCLA, then BDM need not be incentive compatible under RDU as it need not under any nonEU model.


Opening sentence: “The assumption that having more of a good will lead an individual to place a lower value on an additional unit of that good, which we call diminishing marginal value, is a pervasive component of economists’ belief about human behaviour.” Then some sentence after they relative it to the “Marginalist Revolution” of the 1870s. This misled me on first reading to think that the authors were after the much more interesting diminishing marginal utility, rather than diminishing marginal “value” (which is something like how much money you want to pay). They do distinguish, by e.g. discussing “Gossen’s equivalent marginal utilities” in 2nd para on p. 1. But many readers can easily get confused. In reality they test the much less interesting question of whether marginal rate of substitution decreases in a good, with one special case where one of these two goods is money (the more you have of something the less you pay for an additional unit). They claim that diminishing marginal value has not been tested before but I guess that there must have been many investigations by economists and others into the behavior of marginal rates.
of substitution, especially if it is about how much money you are willing to pay.


{% real incentives/hypothetical choice: Review of WTA/WTP. WTA/WTP disparities are not affected much by real-hypothetical choice. Ratio WTA/WTP larger as good is less ordinally. %}


{% Uses prospect theory to solve ethical issues. %}


{% Contains Pascal’s proof of existence of God. %}


{% %}


{% https://doi.org/10.1093/restud/rdt006

proper scoring rules;

The authors paid three decisions, which generates some income effects.

This paper considers paying in probability of gaining a prize in the context of proper scoring rules, so as to have linear utility, given that under EU we have linearity in probability also if no linear utility in money. Thus, in a way, an EU maximizer is turned into an expected value maximizer. Paying in probability underlies the Anscombe-Aumann (1963) model. Selten, Sadrieh, Abbink (1999) made the nice observation that this expected value maximization is in fact generated for every probabilistically sophisticated agent (they did not use this term) who satisfies RCLA and prefers a higher to a lower probability at a prize,
so that it is way more general than EU.

The present paper extends the technique to expected value optimization for eliciting variables more general than the subjective probability of an event or the mean of some variable (basically, subjective expected value of any given transformation) and scoring rules, following a preceding observation of this kind by Bhattachar & Pfleiderer (1985), and basically the same as the simultaneous independent Schlag & van der Weele (2013, *Theoretical Economics Letters*), but more general in allowing every transformation. This of course greatly extends the scope. As an example, if the reported number \( r \) is punished by \(|x(s) - r|\), being its absolute distance from the realized value to a general random variable \( x \), then under (induced) expected value maximization \( r \) will reveal the median of \( x \). The subjective median of any random variable can be elicited this way. (This had been known before for utility linear in money by Bhattachar & Pfleiderer, 1985.)

The paper first derives the results assuming subjective expected utility, and then provides the extension that Selten et al. also made, being that EU need not hold and only probabilistic sophistication should.

The paper implements the probabilities through comparisons with uniform rvs. If the value \( v = R(r,E) \) of the scoring rule \( R \), depending on the answer \( r \) chosen by the subject and the true event \( E \), is below the realization \( k \) of a random draw of an independent uniform distribution, then one receives some prize, and otherwise nothing. This means of course that one receives the prize with probability \( v \). I always have some difficulty and need some time before I understand that the comparison with the uniform variable amounts to paying with probability \( v \).

In an experiment, the method, which involves complex stimuli, gets closer to true objective probabilities (known and given to subjects, implying that they could simply take subjective probabilities equal to the objective probabilities readily available) than payment in money with the quadratic scoring rule, a result opposite to Selten, Sadrieh, & Abbink (1999). The authors discuss this point end p. 987 and pp. 997-998. It would be interesting here, and throughout, to rediscuss the point using ambiguity theories and probability transformation with backward induction in the two-stage setup of this paper. %}

Making usual mistakes. P. 131 last para erroneously claims that on (intersection of) open domains additive representations are unique up to linear transformation. P 132 2nd para (“Thus in … domain”) on a simply connected domain also need not be true.%


Consider distortion risk measures (i.e., Yaari’s 1987 RDU with linear utility), and value-at-risk type measures, when the loss variable is different than the one giving the benchmark.%


P. 96 last bulleted point has a nice way of getting probability transformations:
Take any distribution function \( \Phi \) (say normal). Take the inverse \( \Phi^{-1}(s) \). Translate it, say by adding a constant \( \lambda \), into \( \Phi^{-1}(s) + \lambda \). Then go back: \( \Phi(\Phi^{-1}(s) + \lambda) \).%


game theory for nonexpected utility; Nash bargaining solution, applying PT.%


Characterize Sugeno integral. Axiomatizations can also be used to criticize a model. This paper is remarkable in doing so: It criticizes the axioms (their Axiom 4 is the main one carrying the intuition of the Sugeno integral) and thereby (and also because of inspection of examples) writes (p. 14): “In view of all this, it may be concluded that Sugeno preferences must have a very limited field of application, at least in the realm of decision theory.”

The paper does not state uniqueness results. These are, however, interesting,
because utility and the capacity/fuzzy measure are jointly-ordinal (if utility is bounded then, after normalization of utility, a common strictly increasing transformation can be applied to the capacity and utility). Hence, the Sugeno integral can be used as an easy heuristic for an ordinal approach to decision theory. (This point I learned from Dubois in June 2000.) If I remember right (think I saw it proved in some paper for additive measures) the Sugeno integral never deviates by more than 25% from the Choquet integral. So, it can serve as a heuristic. %)


Consider the investment/trust game (sender sends X, it is multiplied by 3, and then responder sends back Y, ending in 100-X+Y, 3X-Y), same game but one player is random computer rather than human being, and they measure risk aversion. Find no relation between trust-game against human and the other things. %)


one-dimensional utility: Propose using polynomial functions as utility functions. A pro is that they have a conjugacy-type property in sequential optimization. %)

https://doi.org/10.1111/risa.12359
probability communication: they try different animations to explain probabilities, but find no differences.


small probabilities: Uses the term micromort for a $10^{-6}$ probability of dying.

Using an EU analysis with a utility function of money and life, we can establish
the local exchange rate between money and risk of dying. Although this is only reframing, it will help in clarifying. As the author puts it (p. 408 bottom):

“Although this change is cosmetic only, we should remember the size of the cosmetic industry.”

The beginning writes about ethical principle that only person self can decide on own life-death versus money. P. 407: “Our ethical assumption is that each person, and only that person, has the right to make or to delegate decisions about risks to his life or well-being.” This is a strange principle because, in medical decision making, people have to trade off money for others’ lives on a daily basis. P. 411, end of 4th para, on avoiding states of health worse than death: “The restriction to nonnegative weights is, therefore, not a problem for those who have suicide as an option.”

Paper is written in the narrow decision-analysis style of thinking about nothing other than how to handle uncertainty and then nothing other than the expected utility formula. %}


{% small probabilities: Uses the term micromort for a $10^{-6}$ probability of dying.

A mostly verbal discussion in the narrow decision-analysis style of thinking about nothing other than how to handle uncertainty and then nothing other than the expected utility formula.

P. 362 l. 7: I don’t see why the exchange rate between life duration and money should get infinite at some stage.

Abstract end with a nice sentence: “that precision in language permits the soundness of thought that produces clarity of action and peace of mind.” %}


{% substitution-derivation of EU “We know from the seminal work of Arrow that there is no group decision process except dictatorship that satisfies a few simple requirements that we would place on any sensible decision process.” %}


Simple decision analysis cases using EU; regret; Total harm of seeding hurricanes is reduced, but still it is not done because then other people will be hurt and the agents would be responsible. %}


Foundations of statistics; discussions of evidence for hypothesis that can be derived from an observation in philosophers style, with verbal discussions leading to use of probabilities and simple formulas; citing Hempel and Popper who wrote on the same subject. %}


Foundations of probability %}


Foundations of probability; Dutch book
Discuss Dutch books, Kyburg’s oppositions, and modifications to avoid those oppositions. %}

{\% https://doi.org/10.1007/s11229-013-0303-3 \%


{\% foundations of probability \%


{\% Argues for finite additivity and against countable additivity. Against conditioning paradoxes the author argues that conditioning should be rejected. \%


{\% information aversion: under ambiguity aversion, people can dislike receiving info because info may turn known probabilities into unknown probabilities, as with dilation. \%


{\% In separate evaluation, people pay too much attention to attribute that is easy to evaluate in isolation, rather than to important attribute. (“Evaluability hypothesis”). For example, a first dictionay has a torn cover and 20,000 entries. A second has no defects but 10,000 entries. If you evaluate them separately, you don’t know how to judge number of entries, ignore it, and pay more for the second. But in direct choice between them, you see that 20,000 is much better then 10,000, and prefer the first. Attributes that are hard to judge are (too) much ignored. \%

Violations of monotonicity generated by “evaluability hypothesis” (see his OBHDP 96 paper) in separate evaluations. For example, if people receive an overfilled ice cream serving with 7 oz of ice cream they like it more than an underfilled serving with 8 oz of ice cream. If people receive a dinnerware set with 24 intact pieces, they judge it more favorably than 31 intact pieces (including the same 24) plus a few broken ones.


**time preference:**

preferring streams of increasing income: stream of salary and percentile rankings in class: they prefer rising outcome to constant high outcome (with same final outcome), and they prefer constant low outcome to falling outcome (with same final outcome).


Evaluability hypothesis: Attributes receive more weight when evaluated jointly than when evaluated separately, because separately people see no way to evaluate whereas jointly they have something to compare. This can play a role in the inter-versus intra-personal tests of the Ellsberg paradox.

Paper discusses a new preference reversal based not on difference in evaluation scale, but on difference in evaluation mode (joint versus separate evaluation), citing papers that did it before.

Short survey of many biases that make people not choose what is best:

1. Prediction biases: impact bias, projection bias, distinction bias, memory bias, belief bias.
2. Failures to follow predictions: impulsivity, rule-based decisions, lay rationalism, medium-maximization.

They also discuss interactions.


Choices are hypothetical.

Let subjects (students) express own preference between a risky and a riskless prospect, let them guess what an anonymous other person would prefer, and let them guess what their neighbor (a concrete other) would prefer. Subjects predict that abstract others are more risk seeking (both for gains and for losses), but concrete others are the same. A risk-as-feeling hypothesis is put forward to explain. It is that subjects perceive of their deviation from risk neutrality as a nontypical emotional point, less applying to neutral others. This works for losses because for losses they find, opposite to prospect theory’s prediction (not pointed out by the authors; ), more risk aversion than risk seeking (see their Figure 1B). This complicates the finding. If, as usual, people are risk seeking for losses, then risk-as-feeling and others being more risk seeking become contradictory and it is not clear from this paper what to expect then. They also consider, but discard, other explanations such as a stereo-type explanation (others are Americans and their stereo-type is, as the authors claim, that Americans are venturous and risk-
taking), where then it is apparently assumed that the other is defined as a member of a particular group, being American here.

P. 45 2nd para claims that people consider risk seeking to be an admirable property. But I expect that most people find risk aversion to be more appropriate.

P. 45 penultimate para: I do not understand why the term “risk-as-feeling hypothesis” is chosen.

P. 47 penultimate para of 1st column writes: “Consistent with prospect theory (Kahneman & Tversky, 1979), participants were more risk seeking in the loss condition than in the gain condition” but it does not mention that, contrary to prospect theory, they find risk aversion for losses rather than risk seeking.

In study 3 they try to incentivize the prediction of the other choice: Students were paired, seated next to each other, and received $50 if they predicted their neighbor’s choice correctly (p. 51 1st para). However, this is not a good incentive because it encourages everyone to choose, not what one likes, but what one expects one’s neighbor to predict. A practical problem is that it also encourages cribbing and communication. P. 51 end of 3rd para writes that not every right prediction gets rewarded, contrary to the 1st para, but only for 2 students out of 141 students. So, the expected value of this is about 66 cents. Also, for the abstract other, a right prediction of majority-preference was rewarded.


Degree of ambiguity in choices correlates positively with particular parts of the brains. Complete ambiguity is Ellsberg urn, other extreme is known urn. Then there are questions about temperatures in other cities, which are in between in ambiguity. There is also a guessing game against a better-informed opponent. In studies of ambiguity a difficulty is always how to control for belief. That is, people should avoid the unknown-probability event not because they consider it to be less likely as every Bayesian ambiguity neutral expected utility maximizer would then do the same way, but they should do it for other reasons unlike Bayesians. Unfortunately, this study does not control for level of beliefs. Thus, in the knowledge questions subjects may prefer betting on high temperature in New York to betting on unknown city not because of ambiguity aversion, but simply because they consider it to be more likely in New York. (They can choose to bet on or against so will bet where the event more likely than its complement is most likely.) In the informed opponent game it is even worse, because every ambiguity neutral Bayesian person and every person I can think of should rather play the uninformed opponent, then the probabilities simply being better.

Ambiguity arouses the same effects as the opponent-game. People with a particular brain damage are risk- and ambiguity neutral (although accepting a null with 6 subjects does not mean much), so, what many including me I consider rational.

The data in the electronic web companion is strange. Table S6 reports the parameters of risk and ambiguity aversion. For the card-deck data there is a clear majority of ambiguity seeking! (ambiguity seeking) This deviates from common findings in the literature and from suggestions in the main text (p 1681 bottom of 1st column describes ambiguity aversion for the card-deck as the usual thing; p. 1682 bottom of 1st column has a null not rejected which, given 12 (or 16 as in table S6?) subjects, is problematic). For the knowledge question there is a clear majority risk seeking, which is also weird.

When fitting the source function (where in many cases I do not know how they got the input p for the ambiguous events) they use the power family with the power as index of ambiguity aversion. %}


*PT, applications*: Considers transportation-waiting time as outcome, for risk decisions. Tests EU versus weighted utility, RDU, and PT. Only PT provides a slight improvement in fit. In EU, EV does as well as power or exponential utility, so they take EV (linear utility). For RDU considers Prelec 1 and 2 parameter families, T&K’92 family, and Goldstein & Einhorn (1987; they cite Gonzalez & Wu (1999) for it. For PT they do rank-dependent, with *reference point endogenously estimated*, with 8.8 minutes the resulting best reference point, and the only one that brings significant improvement. Seems that here they assume no parametric weighting functions but, with gains and losses weighted differently, can take the weight of each probability as a different parameter.


This paper introduces coherent measures of variability that satisfy comonotonic additivity and are based on distances of of distorted probabilities from nondistorted.

P. 175 Eq. 2.6: some risk premiums are a linear combination of a coherent risk measure and a coherent measure of variability.


Nice empirical study on reference-dependence in choices for food with reference levels within attributes.


% Christiane, Veronika & I: Participants (“agents”) should maximize the utility for someone else (“principal”), which consists of aggregating three components (ski vacation with price, probability of snow, and quality of slope). They are told exactly how to aggregate the values of the separate components, through a weighted sum with both attribute weights and attribute values specified. Only, the values are not given numerically, but are indicated through points on a line (i.e., a kind of VAS score) without any ruler provided. So, the whole value system has
been specified and only the numerical processing matters. The participants were first trained through 7 choice and 9 matching questions in the first experiment, and a few more in a second experiment, where they received rewards as they were closer to the true values.

At the end, p. 88, the authors distinguish two steps in preference valuations: (1) Creating an internal representation of the information [values] and (2) expressing these representations through a specific task. I guess that, in our terminology, (1) refers to intrinsic value, (2) to, a.o., numerical sensitivity.

There are three modes of response, matching, choice, and rating. The authors write in the “paternalistic” way that I like, where biases are things to be corrected for (paternalism/Humean-view-of-preference). They consider “negativity bias” (also called level focusing) which may be more general than loss aversion but with these data (three levels per attribute) is the same.

Findings (pp. 86-87):

- Choice: Authors are happily surprised that the participants make compensatory tradeoffs among attributes, rather than resort to noncompensatory heuristics. There still is considerable loss aversion.

- Ratings: take less than half of time of other modes of response, have about half the loss aversion of choice, noisier.

- Matching: most difficult. Curvature of scale is best captured, no loss aversion (rationale on p. 70: Matching pairs provides its own reference points), only problem is much scale compatibility. So, it’s good for relative comparisons of the nonmatching dimensions. P. 73, however, suggests that matching enhances looking only at differences of attribute, thus to “overlinearization” (may contribute to: CE bias towards EV). Note, however, that linear processing of attributes seems to be rational in this empirical study, given that these are already evaluations of attributes.

Subjects judge that choice (not binary but always from triples) is best, then matching, last rating.

IMPORTANT: As the authors remark on p. 88, 3rd para, their finding is important because it shows that loss aversion occurs not (merely) at the level of intrinsic values, but also is a bias in the process of expressing intrinsic values: “In many settings, one cannot tell whether loss aversion is a bias or merely a reflection of the fact that
losses have more emotional impact than gains of equal magnitude. In our choice and rating tasks, however, we found clear evidence that agents motivated to accurately represent the preferences of others gave more weight to negative outcomes than is appropriate." 


measure of similarity; context-dependence, violation of IIA, called “attraction effect” (or “asymmetric dominance”) where adding a dominated alternative increases choice percentage of chosen alternative à la Tversky & Simonson. Seems that this 1982 paper was the first.


Subjects hypothetically judge quality of areas based on cost of living and quality of water in lakes and rivers. Reference dependence and loss aversion can clearly be generated by proper framing. In iterated choice, the first option offered and the last one before choosing now have much effect.


Subjects play a computer game (the mobile game “Crashy Cakes”) where they can gain points that give nice things in the game to follow. The outcomes only concern the game and nothing outside the game. In particular, subjects do not gain or lose any money. Risk attitudes are measured for lotteries with these points as outcomes. The authors find decreasing absolute risk aversion, which is common, but also decreasing relative risk aversion, which is uncommon *(decreasing ARA/increasing RRA)*.


*homebias*: seems to show that within same country there is a kind of homebias for own region.


Extend Koopmans to algebraic structure, first for bounded structures. Also present a result for unbounded structures but, correctly, point out in the Concluding Remarks that these conditions are not directly testable. Wakker’s (1993, MOR) truncation continuity would provide an alternative way to go here. %}


In bargaining situations it can be advantageous to commit to the endowment effect. The authors derive evolutionary arguments for the endowment effect from this observation. %}


Do Allais paradox, with high hypothetical payoffs, with low hypothetical, and with low real. For representative CentER panel, and for student group. Find
rather low violation rates for low payments. More violations in population than in student group. More violations for low-educated. %


{% coalescing: Find complexity aversion. That is, other things equal, subjects prefer lotteries with fewer outcomes. %


{https://doi.org/10.1016/S0167-4870(99)00031-8 probability elicitation: Applied to experimental economics; Use proper scoring rules (the quadratic rule) and the measurement of matching probabilities, derived from certainty equivalents using linear utility (eliciting certainty equivalents through BDM (Becker-DeGroot-Marschak)) to measure beliefs about percentages of strategy choices of other players in other games. The quadratic scoring rules are more accurate. Beliefs are conservative; i.e., biased towards 0.5 (e.g. p. 72 penultimate para). They did not give explanation about properness of the quadratic scoring rule, and just did it (p. 75 footnote 9), but just asked for probability judgment and applied the scoring rule. %


{% coherentism: the whole issue no. 3 of Synthese is on coherentism. %


{% Consider two-outcome prospects. Ambiguity was generated as second-order probability, with reduced probabilities 0.25, 0.50, and 0.75, and in ambiguity always one outcome was 0 (second-order probabilities to model ambiguity). It was not explained to the subjects what the reduced probabilities under ambiguity would be but subjects saw several drawings so that after a while they could figure
out a bit about different levels of likelihood when deciding under ambiguity. For risky choice they assumed EU with relative risk aversion indexing risk attitude. For ambiguity they took the utility function inferred from risky choice, and then did $\alpha$-maxmin for $\alpha$ from $[0,1]$; i.e., the model $(1-\alpha)u(x_1) + \alpha u(x_2)$ with $x_1 > x_2$. It is the usual two-outcome RDU or prospect theory or biseparable model, or Arrow-Hurwicz model (extended to multiple priors by Ghirardato & Marinacci 2004) given that subjects cannot know, apparently, what the level of likelihood is under ambiguity. They find that different parts of the brain get activated under ambiguity than under risk (e.g. p. 772: [risk and ambiguity] “represent two types of decision making that are supported by distinct [brain] mechanisms.”. This is indirect evidence that risk and ambiguity are not related (correlation risk & ambiguity attitude). Although they have the data, they do not report relations between risk and ambiguity attitudes. %)


{% information aversion!!! If person is tested on HD (Huntington’s Disease), it is found out if person is risky (97% chance of getting HD), or not risky (3% chance of getting HD). But this is then also done for the members of the family. Then these members can, without any more trouble, get to know if they are risky or not. Similar, if child in mother is tested (to be aborted if risky) then mother is also tested and be informed. Often mothers prefer not to know about themselves. %}


{% Gotten from Palli Sipos; foundations of quantum mechanics %}


conservation of influence: Part 1, 118 seems to write: “[t]here is implanted in the human mind a perception of pain and pleasure as the chief spring and moving principle of all its actions”

paternalism/Humean-view-of-preference: Part 3 Of the will and direct passions, Sect. 3 Of the influencing motives of the will writes: “What may at first occur on this head, is, that as nothing can be contrary to truth or reason, except what has a reference to it, and as the judgments of our understanding only have this reference, it must follow, that passions can be contrary to reason only so far as they are accompany’d with some judgment or opinion. According to this principle, which is so obvious and natural, ‘tis only in two senses, that any affection can be call’d unreasonable. First, When a passion, such as hope or fear, grief or joy, despair or security, is founded on the supposition or the existence of objects, which really do not exist. Secondly, When in exerting any passion in action, we chuse means insufficient for the
design’d end, and deceive ourselves in our judgment of causes and effects. Where a passion is neither founded on false suppositions, nor chuses means insufficient for the end, the understanding can neither justify nor condemn it. ‘Tis not contrary to reason to prefer the destruction of the whole world to the scratching of my finger. ‘Tis not contrary to reason for me to chuse my total ruin, to prevent the least uneasiness of an Indian or person wholly unknown to me. ‘Tis as little contrary to reason to prefer even my own acknowledge’d lesser good to my greater, and have a more ardent affection for the former than the latter. A trivial good may, from certain circumstances, produce a desire superior to what arises from the greatest and most valuable enjoyment; nor is there any thing more extraordinary in this, than in mechanics to see one pound weight raise up a hundred by the advantage of its situation. In short, a passion must be accompany’d with some false judgment. in order to its being unreasonable; and even then ‘tis not the passion, properly speaking, which is unreasonable, but the judgment.”

Seems to have said (p. 413): “Reason alone can never be a motive to any action of the will.” (p. 415): “reason is, and ought only to be the slave of the passions.”

“A passion must be accompany’d with some false judgment, in order to its being unreasonable.”

A nice citation of the immediacy effect, on p. 536 (may be in a 1896 edition), taken from Cohen, Ericson, Laibson, & White (2020 JEL):

“In reflecting on any action, which I am to perform a twelve-month hence, I always resolve to prefer the greater good, whether at that time it will be more contiguous or remote; nor does any difference in that particular make a difference in my present intentions and resolutions. My distance from the final determination makes all those minute differences vanish, nor am I affected by any thing, but the general and more discernible qualities of good and evil. But on my nearer approach, those circumstances, which I at first over-looked, begin to appear, and have an influence on my conduct and affections. A new inclination to the present good springs up, and makes it difficult for me to adhere inflexibly to my first purpose and resolution. This natural infirmity I may very much regret, and I may endeavour, by all possible means, to free my self from it. I may have recourse to study and reflection within myself; to the advice of friends; to frequent meditation, and repeated resolution: And having experienced how ineffectual all these are, I may embrace with pleasure any other expedient, by which I may impose a restraint upon myself, and guard against this weakness.”


Cohen, Ericson, Laibson, & White (2020 JEL) give the following bibliographic info: Hume, David. 1896. A Treatise of Human Nature by David Hume, Reprinted from the Original Edition in Three Volumes and Edited, with an Analytical Index
conservation of influence: at the end of the section that deals with causation,
Hume states:

“we may define cause to be an object followed by another, and where all the objects, similar to the first, are followed by objects similar to the second. Or, in other words, where, if the first object had not been, the second never had existed.”

Second formulation is a difference-making idea. A cause makes a difference to whether its effect obtains: without it, the effect would not have obtained.


Survey on effectiveness of nudge units

https://doi.org/10.1007/BF01207789

Clearly finds ESE (event-splitting effect). P. 272 last para or paper writes: “Finally, it is worth reiterating that the ESEs discovered in this experiment are consistent with simple WUT, assuming post-combination and subadditivity.” Here WUT refers to 1979 separable prospect theory à la Edwards. §2 defines subadditivity as \( w(p) + w(q) > w(p+q) \), with \( w \) my notation of probability weighting (he writes \( \pi \)).


only shows that there was no anchoring in Humphrey (2005)


[% https://doi.org/10.1007/s11238-006-8047-x

coalescing: Investigates effects of learning on violations of monotonicity, coalescing, and the common consequence effects (more complex than Allais, with no sure option available). Certainty equivalents of prospects are elicited through matching. From that, choices are derived indirectly. In the learning treatment, subjects are shown 10 drawings of each prospect before deciding. These drawings were manipulated so as to be representative (deception when implementing real incentives). Some deviations from expected utility were reduced but others were enhanced. The author is, understandably, more enthusiastic about his own research speciality, event splitting, than about other topics when he writes (p. 97): “Event-splitting effects are unlike many choice anomalies because there exists a range of real world decision-making contexts where one observed analogous behaviour.” %]


[% https://doi.org/10.1016/j.econlet.2004.02.015

PT falsified & inverse-S: They test the common consequence effect and find risk aversion increasing and not decreasing, which is the exact opposite of inverse-S. This independently replicates the same finding as by Birnbaum, for instance in Birnbaum & Chavez (1997).

Use random incentive system. Did it with poor farmers from the countries mentioned in the title.

More elaborate results, with error theories added, are in Humphrey & Verschoor (2004, *Journal of African Economies*). Unfortunately, the papers have no cross references to explain their overlap and priority. %]

PT falsified & inverse-S: Do same as their 2004 Economics Letters paper, but more elaborate, with error theory added. Then still they prefer RDU with error better than EU with error. (e.g. p. 82 & 84) 


updating: discussing conditional probability and/or updating


dynamic consistency


Schijnt al IIA-versie gehad te hebben.


Seems to show that subjects like to answer truthfully, and not lie, also if no incentive.


Put red and white poker chips in bag (actually, coffee can), say 5 red and 3 white, 8 in total. Then asked subjects to predict how many reds there would be in, say, 5
drawings, always with replacement. Subjects received a prize if they guessed right. They should obviously gamble on the most likely result of the five drawings. Seems that they did not do this very well, but for small real probability of red acted as if this probability was higher, and for large real probability as if it was smaller (inverse-S). I did not understand on p. 176 the discussions of work of Karni, first because for given probabilities state-dependence does not seem to be plausible, second, how they could escape from it if it would nevertheless arise.

Conclude that previous conclusions in the literature about divergence of subjective and objective probabilities may be based on faulty assumptions, such as strict rationality.


Found high convergence between risky and riskless utility. Derive theoretical relations, if one is additive, the other is multiplicative, then, by Cauchy’s equation ... etc. Find that linear relation gives good fit. Exponential transform provides little gain.
utility elicitation; risky utility \( u = \text{transform of strength of preference} \ v \)

Hutton Barron, Francis, Detlof von Winterfeldt, & Gregory W. Fischer (1984)
“Empirical and Theoretical Relationships between Value and Utility Functions,”
*Acta Psychologica* 56, 233–244.

{\% Seems to formulate principle of expected value. Blaise Pascal seems to have
encouraged him to write this book. \%}

Huygens, Christiaan (1657) “*Tractatus de Ratiociniis in Ludo Aleane.*” Amsterdam.
Translated into Dutch by Frans van Schooten: Van Reeckening in Spelen van Geluck.

{\% \%}

Hwang, Ching Lai & Kwangsun Yoon (1981) “*Multiple Attribute Decision Making.*”

{\% \%}

Hwang, Ching Lai, Abu S.M. Masud (1979) (in collaboration with Sudhar R. Paidy &
Kwangsun Yoon) “*Multiple Objective Decision Making: Methods and

{\% \%}

Deal. On the Influence of Group Decision Making, Time Pressure and Gender in

{\% time preference: comparing risky and intertemporal utility
real incentives/hypothetical choice: “stated preference,” often combined with
discrete choice models, is a common term for using hypothetical/introspective
data iso revealed preference.

The authors let people do hypothetical choices between payments (one
nonzero) with both risk and delay, assume constant discounting and EU with
CRRA, and fit the parameters simultaneously. Had they assumed prospect theory
iso expected utility for risk, they would have had the problem that a common
power of probability weighing, discounting, and expected utility would be
unidentifiable. But they assume expected utility for risk, whence the problem
does not arise.

They call their method new but Andersen et al. (2008 Econometrica) and
Chapman (1996) and others preceded them in using EU utility to estimate
discounting. They correlate their findings with smoking behavior. %}
Preferences: Stated Preference Discrete Choice Modeling Analysis Depending

{% P. 244: “It seems wiser to treat numerical estimates of chance as behavioral indicators of
underlying evidence.” [italics from original] Give arguments favoring qualitative
rather than quantitative expressions of uncertainty. %}
“The Relation between Probability and Evidence Judgment: An Extension of

{% Big study in Japan finds that discounting, also hyperbolic, is related to body
weight. Natural that obesity and the like will be related to this. Sign dependence
is also related to it. %}
Ikeda, Shinsuke, Myong-Il Kang, & Fumio Ohtake (2010) “Hyperbolic Discounting,
the Sign Effect, and the Body Mass Index,” Journal of Health Economics 29,
268–284.

{% one-dimensional utility: Pareto utility is power utility with initial wealth
incorporated. The author discuss advantages of this family. %}
Ikefuji, Masako, Roger J. A. Laeven, Jan R. Magnus, & Chris Muris (2013) “Pareto
Utility,” Theory and Decision 75, 43–57.

{% Application of ambiguity theory;
Studies financial markets, with optimal portfolios and equilibrium asset prices,
and the effects of ambiguity aversion as in maxmin EU of Gilboa & Schmeidler
(1989). The implied desire to hedge leads to portfolio inertia (also if free market,
and also for investors who do participate in the market). Small pieces of news can
lead to drastic changes and excess volatility. Interaction between risk and ambiguity may explain spikes in stock price volatility. 


[https://doi.org/10.1093/ej/ueaa115](https://doi.org/10.1093/ej/ueaa115)


In finance, people can have “non-realized” losses: They know their stocks have decreased in value, but they did not sell them yet and do not feel it so much.Realizing means they sold them and really lost. This paper seems to show that after a realized loss, individuals’ risk-taking decreases, whereas it increases after an unrealized (paper) loss, the “realization effect.” Merkle, Müller-Dethard, & Weber (2021 EE) is a follow-up. 


[https://doi.org/10.1287/mnsc.2015.2402](https://doi.org/10.1287/mnsc.2015.2402)

Subjects have to work for either positive payment, or negative payment (meaning they receive prior endowment and then have to pay back). Negative payment gives more work, in agreement with loss aversion. (In agreement with Bentham (1828-43) [1782-7], [1782-7]: 236.) However, subjects prefer negative payment to positive payment, which maybe can be taken as evidence against loss aversion although this is debatable. 


[https://doi.org/10.1257/jep.35.3.157](https://doi.org/10.1257/jep.35.3.157)

*foundations of statistics*

Expresses some sympathy for p-values, so, is no full Bayesian.

A text of the “there is no reason that not” type that is typical of this paper is the
Although I agree with much of the sentiment that small p-values are not sufficient for concluding that the null hypothesis should be abandoned in favor of the alternative hypothesis, I do think that small p-values are necessary for such a conclusion. More specifically, in cases where researchers test null hypotheses on which we place substantial prior probability, it is difficult to see how one could induce anyone to abandon that belief without having a very small p-value." [italics added] (p. 158) 


Find that the Allais paradox is much stronger if a zero outcome is involved as minimum, than if not. Argue that it is more due to the zero effect than the certainty effect. A special role for the 0 outcome has also been studied by Birnbaum, Coffey, Mellers, & Weiss (1992), who use it to get violations of monotonicity, Payne (2005), Diecidue & van de Ven (2008), and Diecidue, Levy, & van de Ven (2015).


This paper criticizes nudging techniques because advocates (including me) assume the existence of true correct best values. They assume that there is “something down there” (my words). The authors argue that this assumption is unfounded. For example, p. 13: “Thus, Hausman's analysis does not resolve the problem we identified in the literature of behavioural welfare economics. That problem was to justify the implicit assumption that, for any given individual, there exists some mode of latent reasoning that generates complete and context-independent subjective preferences.” P. 22 (conclusion): “We need a normative economics that does not presuppose a kind of rational human agency for which there is no known psychological foundation.”

The paper often cites Kahneman as an authority. It takes space to put every possible detail right.

P. 1 1st para describes what I call the Bayesian twin, although here it is broader:

"The task for welfare economics is then to reconstruct the preferences that the individual would have acted on, had her reasoning not been distorted by whatever psychological
mechanisms were responsible for the mistakes, and to use the satisfaction of these reconstructed preferences as a normative criterion.”

The paper sometimes calls that “preference purification” (title of §2 and elsewhere).

P. 2 3rd para: “Although there is a clear sense in which the choices made (or preferences revealed or judgements expressed) by the person in different contexts are inconsistent with one another, it is not at all obvious which (if any) of these choices is correct – or even how ‘correctness’ should be defined.”

P. 7, on the often cited Bernheim & Rangel (2007, 2009): “Bernheim and Rangel’s first line of approach is to propose a criterion that respects the individual’s revealed preferences over pairs of objects if those preferences are not affected by changes in ancillary conditions, and instructs the planner ‘to live with whatever ambiguity remains’ (2009, p. 53). They then suggest that this rather unhelpful criterion might be given more bite by the deletion of ‘suspect’ GCSs. A GCS is deemed to be suspect if its ancillary conditions induce impairments in the individual’s ability to attend to or process information or to implement desired courses of action.” [Italics added]

P. 13 cites Hausman & Welch (2010 p. 128) pointing out that nudge does not fully 100% respect free will:

“something paternalistic, not merely beneficent … in addition to or apart from rational persuasion, they may ‘push’ individuals to make one choice rather than another … their autonomy – the extent to which they have control over their own evaluations and deliberations – is diminished. Their actions reflect the tactics of the choice architect rather than exclusively their own evaluation of alternatives. … limiting what choices are available or shaping choices risks circumventing the individual’s will.” (p. 130)

Infante et al. call the Bayesian twin the “inner rational agent.” P. 14:

“We will call this disembodied entity the inner rational agent. … Preference purification can be thought of as an attempt to reconstruct the preferences of the inner rational agent by abstracting from the distorting effects of – by ‘seeing through’ – the psychological shell. … if the faults in the psychological shell were corrected.”

Several parts discuss Bleichrodt, Pinto, & Wakker (2001), abbreviated BPW, in interesting manners. Little surprise that I disagree sometimes, in two places. The first is p. 20:

“BPW’s purification methodology treats the non-linearity of the probability weighting function as a reasoning error … But where is the error? … had used decision weights in the mistaken belief that they were objective probabilities. But that is not a remotely plausible account … remember that when people respond to Allais’
problems, they are told all the relevant objective probabilities.”

This discussion interprets probability weighting too narrowly. It need not just be wrong cognitive belief about probability. It can also be wrong FEELING while right knowing (imperfect numerical sensitivity), or pessimistic overattention to worst outcomes, or deliberate nonlinear decision weighting, e.g. by researchers who think that nonEU for risk is rational (which I Bayesian then still consider to be a mistake to be corrected for). The overly narrow interpretation of probability weighting here is called the second misunderstanding in Fox, Erner, & Walters (2015 p. 55).

P. 21 3rd para, middle of page, writes that BPW would not go by the preferences of the subject but by those of the professional: “Viewed in this way, what seems to be required is not an inference about the hypothetical choices of the client’s inner rational agent, but rather a way of regularising the available data about the client’s preferences so that it is compatible with the particular model of decisionmaking that the professional wants to use.” However, BPW assume as default that the only thing the professional wants to do is maximize the subject’s preferences. The professional does not have an own agenda.

P. 21 penultimate para goes a long way agreeing with BPW, despite the (“religious”) difference in view on the existence of true values:

“In the same way, a medical decision-maker might reasonably use BPW’s methodology to construct a tractable model of the client’s preferences, regularised so as to be consistent with expected utility theory, without claiming that the preferences in the model were latent in the client. The arguments we have developed in this paper would not be objections to a version of behavioural welfare economics that claimed only to regularise revealed preferences that were inconsistent with conventional theory, without interpreting this process as the identification and correction of errors, or as a way of helping individuals to make better choices. But that is not the version of behavioural welfare economics that is to be found in the literature.” The authors introduce the term regularisation for the pragmatic application of BPW (so, in fact, EU) described in the above para, where no latent preferences are assumed to exist and EU is not assumed to be normative, but it is done pragmatically in the absence of what else to do. %}


ambiguity seeking for losses: They find ambiguity aversion for losses. However, as usual in this case, they did not control for suspicion (suspicion under ambiguity). Subjects could not choose the color to gamble on. What the authors call subadditivity is the usual violation of the s.th.pr. in Ellsberg 3-color. They do not do neuromeasurement but cite much literature on it. %}


Telling patient that an elective 1-hour procedure has 0.01% probability of death may be hard for people to relate to. Comparing to similar risks, such as same-age and same-sex people having a 0.01% death risk over 1 month, may help. This paper proposes several such ways to explain. Reminds me of an idea of Ron Howard (1988), to introduce a new unit for a small probability of dying, the microort, to help people in communication. %}


gender differences in risk attitude: women are more risk averse than men. They measure risk aversion assuming EU and finding CRRA. They measure subjective discount rate by fitting hyperbolic discounting, where they take some
indifferences and assume linear utility. Because they have utility curvature for CRRA risk aversion they could use this utility function to correct discounting for utility curvature, as in Andersen et al. (2008 Econometrica) and others. But they are not clear on whether they did so and probably they didn’t, and simply assumed linear utility. The latter is better than the Andersen et al. method because EU utility is more distorted by nonEU risk factors than that it brings true utility for risk, let be for intertemporal.

For risk and time attitudes, they consider two different outcomes: Money and number of plants planted that are good for the environment. They call these monetary and environmental environments. The differences they claim in risk and time attitudes can be due simply to different utility of the two kinds of outcomes. Utility curvature of money can be different than of plants, as these can be different than for apples, pears, quantity of wine drunk, and so on. %}


{% %}


{% Seems to describe optimism. %}


{% real incentives/hypothetical choice: small differences/same effects %}


{% Seem to find even negative correlation between risk aversion measurements in different contexts. %}


thus criticize the generality claims of P&Z, and suggest that P&Z’s nonreporting of their lottery data is unfortunate. In their reply, P&Z explain that their lottery data were only meant for learning, and contained many anomalies making them too unreliable. P&Z disagree with many other things.

Oh well, I think that loss aversion is strong but volatile, and small details can change it. %


probability elicitation: applied to experimental economics. Measures matching probabilities of the right to play a strategic game against an opponent. Interprets playing the game as ambiguity. This is often done. One usually does not know the probability of what the opponent does. But a difference may be that strategic considerations concern more than what is usually called uncertainty (or ambiguity).

Very correctly, points out that we can’t measure ambiguity attitude without speculating on beliefs. However, belief is then simply measured by direct questioning, nonincentivized (discussed in §7.2), and is taken to be additive. This is what some (Fox, Tversky, Wu, Gonzalez) have called the two-stage model, although they allowed for nonadditive beliefs.

Next, matching probabilities are measured (if I understand right) from binary choices between playing the game and playing a lottery. From this, subjects are categorized into three categories: Ambiguity averse, ambiguity neutral, and ambiguity seeking. They are also divided into three categories of risk averse, risk neutral, or risk seeking, and in three categories regarding sophistication or naïvete (naïve is taken here very strictly to mean not reckoning at all with the opponent’s side and taking the probabilities over his strategies uniformly; 10% of the subjects will be that) versus sophisticated (reckoning with other’s plans in any way). The percentages of ambiguity seeking, ambiguity neutrality, and ambiguity averse are 32/46/22, so that ambiguity aversion is the least prevalent. Not very surprising given that here other, strategic, aspects play a role. (game theory as ambiguity)

nonadditive measures are too general: P. 367 4th para rightfully says that nonadditive capacities are too general, and then assumes in fact the source method of Abdellaoui et al. (2011): probabilistic sophistication within the ambiguous (meaning game) source and the risky source, with the weighting function (I would call it source function) different for the two sources so, no global probabilistic sophistication. P. 369 para —4 erroneously cites Epstein for this approach. Epstein took probabilistic sophistication as designating unambiguity (risk), and took deviations from probabilistic sophistication as ambiguity. He with much emphasis did not want any exogenous concept of
unambiguous. Thus, if there is probabilistic sophistication within two sources, as is the case here (and as also in Ellsberg 2-color), then he had no tool for saying which is unambiguous (his event-derivatives are impractical in this experiment, as everywhere). Ivanov takes neo-additive weighting functions with only one parameter, the pessimism parameter, by multiplying beliefs by $(1-c)$ (p. 360 para 2). Thus he can only capture the pessimism component, and only the positive part of it (negative pessimism, i.e., optimism, is excluded beforehand) and he also does not capture the orthogonal insensitivity component.

**correlation risk & ambiguity attitude:** the author does not explicitly discuss this, but from Figure 2 (p. 384) lowest panel one can see that risk aversion is negatively correlated with ambiguity aversion, where the latter is described above is not just common ambiguity but also involves preference for strategic uncertainty. %}


{% Seem to use sophisticated probabilistic choice-statistical re-analysis of Tversky (1969, Intransitivity of Preferences) that casts doubt on whether there really was intransitivity in the data. %}


{% A remarkable variation of the smooth KMM model. For the 2nd order acts the authors do not impose EU axioms, but Yaari’s (1987) dual axioms (which means giving up smoothness). Linear utility in the 2nd stage is very reasonable because 1st stage utils are input here. They are kind of axiomatizing using RDU for ambiguity! %}


{% https://doi.org/10.1016/j.ipubeco.2010.03.006 preference for flexibility %}

(https://doi.org/10.1016/j.jpubeco.2009.12.004)


One should watch out that probability can mean nonadditive measure in this paper (footnote 4). But the probability measures in the prior set $\mathcal{P}$, and the second-order measure $\xi$, are meant to be additive (Izhakian, personal communication, April 24, 2017).

The author introduces a new ambiguity model (name: see title of paper), combining ideas of the smooth model with Schmeidler’s RDU. It takes a two-stage approach as the smooth model does. For risk, known probabilities, it still assumes EU so that a vNM utility function $U$ captures risk attitude. But then, unlike smooth, the second order integral does not involve an extra utility transformation, but an RDU Choquet-type integral with the nonadditive measure capturing ambiguity attitude. (Reminiscent of Giraud 2014.) Whereas an ambiguity-neutral person would use goodnews probabilities that are linearly weighted (through 2nd order probabilities) averages of goodnews probabilities, the author here inserts a transformation $\Upsilon$ (this is a capital upsilon and it is called the outlook function) on $[0,1]$ giving a quasilinear mean, doing mathematically with
goodnews probabilities what certainty equivalents in EU do with outcomes. This “certainty-equivalent probability” is called perceived probability, and is a matching probability. The expected probability of an event is the probability assigned by the ambiguity neutral twin. Concavity of the transformation $\Upsilon$ pushes down all the resulting goodnews probabilities, bringing extra pessimism and, hence, ambiguity aversion, and with convexity it all is opposite.

Interestingly, if the aforementioned transformation $\Upsilon$ is S-shaped (opposite of inverse-S) in the sense of convex then concave, then this gives likelihood insensitivity: The goodnews probabilities for best outcomes are small and all move in the area where the transformation $\Upsilon$ is convex, giving overestimation and extra optimism there. For worst outcomes we similarly get underestimation of the goodnews probabilities and extra pessimism. Because these things do not involve direct convex combinations I can’t see through the behavioral implications completely. It also seems that not the absolute level of the transformation $\Upsilon$, but its local degree of convexity/concavity, determines its effects here. Besides the outlook function there also is a capital gamma $\Gamma$ function that further affects how the events are weighted in an overall Choquet-type integral.

The model has attitudes referring to (the set of) probabilities and, thus, is event-driven rather than outcome-driven. (event/outcome driven ambiguity model: event-driven). For losses, the author does not use a reflected integral, as with PT, but the same integral, as with CEU/RDU. If I understand right, this is taken as reference- or sign dependence.

For the aversion to mean-preserving spreads to which concavity of $\Upsilon$ is equivalent, we need 2nd order probabilities exogenously given to make this directly observable.


{% This paper is criticized by Fu, Melenberg, & Schweizer (2023).}

**event/outcome driven ambiguity model: event-driven:** The degree of ambiguity depends on the partition generated by the outcome-relevant events, but not on the outcomes otherwise. The author puts this very central. He also emphasizes that it is independent of risk attitude, although his job here is
simplified by assuming expected utility for risk so that risk attitude is purely outcome-driven. He uses his 2017 EUUP model, and uses a generalized expected volatility of the 2nd order probability distribution as an index of ambiguity. This paper gives theoretical background to the empirical Brenner & Izhakian (2018).

The more-ambiguous-than ordering of events in Def. 2 can only be done for events with the same (what I would call the) a-neutral probability, i.e., expected probability where the expectation is taken over 2nd order probabilities. Definition 3 gives a behavioral equivalent but one problem is that it still requires the, not directly observable, restriction of same a-neutral probabilities and, further, quantifies over all ambiguity averse agents.

P. 25, last para of §6, correctly writes that the ambiguity indexes of Baillon et al. (2018 ECMA) do not distinguish ambiguity in info/events from ambiguity attitude. Unlike other popular ambiguity theories, the theory of Baillon et al. does not want to claim such a separation. I think that it is too early to claim such separations, and the claimed separations in the literature are ad hoc. %}


{%%}

{%% Calculates uncertainty premium for smooth model in money units. %}

{%% natural sources of ambiguity; uncertainty amplifies risk; event/outcome driven ambiguity model: event-driven
For bonds, possibility to default is main source of ambiguity. Ambiguity may be concentrated in one tail. The paper assumes ambiguity, and ambiguity attitudes, independent of outcomes. %}
loss aversion: erroneously thinking it is reflection: P. 68, footnote 10: “we do not assume different attitudes toward risk for losses and for gains (i.e., loss aversion).” This paper uses Izhakian’s ambiguity model to fit data from the financial market. It takes an, exogenously set, two-stage model of ambiguity like the smooth model only using RDU-type goodnews probability transformation rather than the utility-transformation of the smooth model. Then it does parametric data fitting to assess 2nd order beliefs and the rest. It finds that, whereas extra risk-volatility makes people exercise options later, a common and plausible phenomenon, ambiguity does the opposite. %}


https://doi.org/10.1287/mnsc.2021.4074

This paper applies Izhakian’s ambiguity theory of expected utility with uncertain probabilities (EUUP) to finance.

Footnote 20 writes that the indexes of Baillon et al. (2018) only work for exactly three events. However, Baillon et al. indicate that the extension to any number of events of three or more is provided in a follow-up paper, now appeared as Baillon, Bleichrodt, Li, & Wakker (2021 JET). The authors are right that the insensitivity index of Baillon et al. is attitude dependent, whereas they take an ambiguity index exogenously generated by data and not by attitude.

P. 4091 claims that most ambiguity models today are outcome dependent, citing the smooth ambiguity model that I also consider to be outcome dependent. However, they claim that maxmin EU is also outcome dependent, whereas I consider it to be event dependent. Other event dependent ambiguity models, such as Schmeidler (1989) and its variations Tversky & Kahneman (1992) or Abdellaoui, Baillon, Placido, & Wakker (2011) are not cited here. Later the authors EUUP is presented as a variation of Schmeidler (1989).

This paper derives the exogenous ambiguity from volatility over time and turns that into a set of priors. Greater risk leads firms to decrease leverage. but greater ambiguity to the opposite, increase leverage. Many people take ambiguity as a sort of increased risk and then this result is surprising. %}


This paper starts from the well-known fact that time inconsistency at group level can be generated from aggregation where all individuals are time consistent. It
experimentally tests it. 3/4 of subjects is present-biased and 1/4 future-biased or unspecified. So as to separate genuine time preference (as of consumption) from market-driven cash-flow, they use a special system of paying in tokens leading to discounted payoffs (p. 4192 bottom). (time preference, fungibility problem)


{\% Shows further problems of aggregating time preferences under heterogeneity: Any Pareto optimal nondictatorial rule must be time inconsistent. They also obtain intransitivity results. \%


{\%


{\% Newcomb’s problem \%


{\% ISBN 0521635381 \%


{\% Children use more base-rates as they get older; use of representativeness heuristic is also examined. \%


{\% Nash equilibrium discussion \%}

{% law and decision theory: Subject had to predict jury decisions, receiving info on judgments by others. Decision bias (discount information of others too much in our decisions) in a law context. Stronger with real experienced attorneys (although better calibrated) than with students. Experience enhances costly mistake! %}


{% %}


{% %}


{% %}


{% equity-versus-efficiency %}


{% %}

{cancellation axioms}: Necessary and sufficient conditions for additive representability in full generality!! A true classic. It uses the cancellation axioms but brings in an Archimedeanity on preference differences (all derived from ordinal revealed preference).

P. 422, Condition H: $A_i$’s must be large enough relative to $p_i$’s ($n_i/p_i > L(x^i, y^i, z^i, t^i)$).

P. 435 l. 2: $X_1 \cup X_2$: are they disjoint!? (in line above second displayed formula, for $x_1+x_2$).


{one-dimensional utility}


EU+a*sup+b*inf


Event/outcome driven ambiguity model: Partly event-driven, through belief-function limits of contained objective-probability events, but also partly outcome-driven, through the function $\alpha$ that depends on the minimal outcome $m$ and the maximal outcome $M$.

Gives a separation of ambiguity into information and attitude, and is the first to provide so cleanly. Whereas Jaffray was fine with subjectivity in utility functions, he abhorred of subjectivity in the processing of information. Hence, he preferred to split up ambiguity into a risk part, where objective probabilities are given, and a part where it is not, but then the latter should also be treated in some objective manner. Combining risk with uncertainty happens in the well-known Anscombe-Aumann framework, but this is unfortunate because it puts the nonprobabilized uncertainty in the first stage and conditions on it, which is unfortunate because it is better to condition on risk than on uncertainty. (My criticism here applies to the AA framework as used nowadays, 2022 and before, to analyze ambiguity, which is not what AA (1963) themselves did.) Hence, Jaffray put the risk part first, and conditioned on risk. It leads to the following model, where the 1st stage events can be anything but they are called messages. First, with probability $p_i$, a message $M_i$ is received. The $p_i$ are often called mass distribution (or basic probability). After that a stage of ambiguity results, where there is no more objective info. Jaffray used his model of complete absence of info, in the spirit of Cohen & Jaffray (1980). The only info one receives from the message is what the set of possible outcomes is that will result.

Two-stage info as above, an objective probability distribution over subsets of outcomes, amounts to Dempster’s (1967) model of random messages, and can be captured by a belief function. Given the belief function, the probabilities over the subsets of consequences can be gotten back as the Möbius inverse of the belief function. Möbius inverses can be calculated for every nonadditive set function, but they are nonnegative if and only if the nonadditive set function is a belief function. A belief function is very convex/pessimistic, and is a lower probability. One can also capture the info through the dual of the belief function, the plausibility function, which is very concave/optimistic. Shafer’s (1976) belief functions are similar, the only difference being that the probabilities over the messages are subjective, which is what Jaffray would not want.
Now follow details and notation. Let $X$ be an outcome set (it is that more than a state space, as it is originally called in this paper), $F$ the set of all belief functions (could be extended to capacities) on $X$, and let a preference relation over $F$ be given. We can mix belief functions, and impose the usual vNM mixture-independence condition on preferences (this is best conceivable if the belief functions are exogenously given). It characterizes a preference functional over belief functions, linear w.r.t. mixing. Through Möbius inverses, belief functions can be considered linear mixtures of elementary set functions $e_B$ ($e_B(A)$ is 1 if $A$ contains $B$, and is zero otherwise). Under a monotonicity axiom, amounting to complete absence of information for such elementary set functions, the preference value of $B$ can depend only on its supremum and infimum (like $\alpha$-Hurwicz but $\alpha$ depends on outcomes). This can be taken as ambiguous outcomes vs. ambiguous probabilities, but properly assumed to concern the state space.

We can interpret the mixture weights of the Möbius inverse as probabilized uncertainty, and the $e_B$ as the nonprobabilized information which is to be treated as total absence of information, so as to avoid any subjective inputs (this latter avoidance is a central point in all of Jaffray's work).

A justification of mixture operation for belief functions can be found in Jaffray’s 1991 publication in the FUR-IV proceedings (Chikan ed.).


{% Dutch book: for belief functions, by using the linear structure of belief functions. %}


{% updating: nonadditive measures %}

% §2 briefly discusses the separation of ambiguity in decision situation and ambiguity attitude. %}

% This paper justifies the independence for belief functions. %}

% updating: nonadditive measures: Proposes a way to update belief functions, and proves that this method, unlike the Dempster/Shafer method, will again yield a belief function. One direction of the result was obtained independently by Fagin & Halpern (1991), but this paper very nicely adds the more difficult direction, showing equivalence. %}

% event/outcome driven ambiguity model: event-driven
§3 summarizes Jaffray’s model and its arguments. Important: §3.4.3 characterizes $\alpha$ maxmin if the set of priors is objectively given.

This paper shows that the $\alpha$-Hurwicz criterion a priori plus same criterion a posterior violate dynamic consistency. It, therefore, shows in fact that the criterion violates the meta-version of dynamic consistency of Epstein & Le Breton. %}

% dynamic consistency %}


P. 165 2nd para describes matching probabilities. 3rd para points out that they can violate additivity.

**paternalism/Humean-view-of-preference:** P. 165 4th para puts it right: “As in medicine, prescriptions should rest on diagnoses and diagnoses rely on the study of pathologies. Judgment psychology had identified several sources of ‘biases,’ ”

P. 175 Proposition 1, Corollary 1, and p. 176: This paper characterizes the special case of CEU/RDU where the weighting function/capacity a convex combination (with constant mixing weight $\alpha$) of a lower and upper probability. (P. 168 l. below Eq. 7 points out that in general lower probabilities need not be convex but are only superadditive—what I like to call subadditive.) In the special case of $f$
convex it is, therefore, also a special case of $\alpha$ maxmin. Notation: The capacity $v$ is $\alpha f + (1-\alpha)F$, with $f$ denoting a lower probability and $F$ an upper probability. The upper and lower probabilities are exogenously given.

The main structural restriction (p. 179 (A1)) is that the authors assume a rich set of risky events available, i.e., with known probabilities, that can be used to mix a rich set of ambiguous events in a kind of Aumann-Anscombe model (so, the roulette wheel precedes the horse race, which is better than the more common other way around). This extra structure is called objective imprecise risk. The authors assume that here the Jaffray (1989) model holds. This assumes expected utility for risk.

The paper was not written in an accessible manner because it gives many mathematical derivations and results in the flow of the text. \%


\%


\%


\%

https://doi.org/10.1007/BF01079626

Criticism of monotonicity in Anscombe-Aumann (1963) for ambiguity: when working on this paper, Jaffray, who considered EU to be normative for risk but not for ambiguity, explained to me that one should condition only on unambiguous events, and not on ambiguous ones. So, the Anscombe-Aumann framework as used in the ambiguity literature today (I write this in 2016) does it the wrong way around. Jaffray’s papers and also this one do it the right way. \%

Link to paper

conservation of influence: justifications of counterfactual reasoning


CBDT


measure of similarity


“It is only when they go wrong that machines remind you how powerful they are.”

James, Clive (1976, November 14)

P. 190: “Common sense says, we lose our fortune, are sorry and weep; we meet a bear, are frightened and run; we are insulted by a rival, are angry and strike. The hypothesis here to be defended says that this order of sequence is incorrect, that the one mental state is not immediately induced by the other, that the bodily manifestations must first be interposed between, and that the more rational statement is that we feel sorry because we cry, angry because we strike, afraid because we tremble, and not that we cry, strike, or tremble, because we are sorry, angry, or fearful, as the case may be.”

James, William (1884) “What is an Emotion?,” *Mind* 9, 188–205.

free will/determinism

This paper has the lively beautiful style that research papers written before 1930 typically have. The author uses an overdramatic style of writing. Or maybe I
should say speaking, because it was a lecture. For example, the opening lines on there not being a less worn out topic than free will/determinism. End of opening para seems to say that whether free will exists cannot be proved by arguments, but is a choice of free will itself.

2nd para seems to confuse “is” and “ought” in “If a certain formula for expressing the nature of the world violates my moral demand, I shall feel as free to throw it overboard,” but probably I misunderstand something here, the more so as I do not understand the rest of this para.

The author throughout seems to take the word chance to refer to physical, rather than epistemic, uncertainty, and the latter concept, so central in my thinking, seems to play no role in this text. Hence, for him, the existence of chance contradicts determinism.

Soft determinism seems to refer to the combination of determinism with free will, which is quite my view (although I more favor not committing to (in)determinism), and I agree with “for freedom is only necessity understood” as the author describes soft determinism, where I side with the cited Mr. Hodgson who is said to call himself a “free-will determinist.” (Later, in a para starting with “So much for subjectivism!”, James will prefer subjectivism (soft determinism) to pessimism (hard determinism).) James cites the nice

“And the first morning of creation wrote
What the last dawn of reckoning shall read.”

This text puts it well: ‘Both sides admit that a volition, for instance, has occurred. The indeterminists say another volition might have occurred in its place: the determinists swear that nothing could possibly have occurred in its place.”

The authors argues that facts will never show if there are/were several possibilities (i.e., indeterminism) or only one (determinism), but it is our sentiment of what we find more rational. The author uses the term “rational” not in the decision-theory way, but as sort of intellectually acceptable/plausible.

The author seems to consider only one kind of chance; due to uncertainty about decisions by others. Not chance purely in nature. This is not really said, but surely suggested, by “Indeterminate future volitions do mean chance.”

**conservation of influence**: He brings up an essential ingredient in what I call influence: regret. You think about what would have happened had you done something else than you did.
Funny is the story “Hardly any one can remain entirely optimistic after reading the confession of the murderer at Brockton the other day: how, to get rid of the wife whose continued existence bored him, he inveigled her into a desert spot, shot her four times, and then, as she lay on the ground and said to him, ‘You didn’t do it on purpose, did you, dear?’ replied, ‘No, I didn’t do it on purpose,’ as he raised a rock and smashed her skull.” He later nicely describes regret “though it couldn’t be, yet it would have been a better universe with something different from …”

[italics from original]

Nice sentences:
“Not the doing either of good or evil is what nature cares for, but the knowing of them.” James calls this subjectivism, a term he prefers to gnosticism.

“if determinism is to escape pessimism, it must leave off looking at the goods and ills of life in a simple objective way, and regard them as materials, indifferent in themselves, for the production of consciousness, scientific and ethical [subjective], in us.”

“But then the moral judgments seem the main thing, and the outward facts mere perishing instruments for their production. This is subjectivism.”

“Not the saint, but the sinner that repenteth, is he to whom the full length and breadth, and height and depth, of life’s meaning is revealed.”

“Look to thyself, O Universe, Thou are better and not worse,
we may say in that philosophy, the moment we have done our stroke of conduct, however small.”

On a philosophy of objective conduct: “But this means a complete rupture with the subjectivist philosophy of things. It says conduct, and not sensibility, is the ultimate fact for our recognition.” I must admit that I don’t see an inconsistency between subjectivism and the philosophy of objective conduct.

At end James states his own view. He cannot imagine qualifying things as good or bad, and feeling regret about one’s (bad) actions, unless the world is indeterministic: “And if I still wish to think of the world as a totality, it lets me feel that a world with a chance in it of being altogether good, even if the chance never come to pass, is better than a world with no such chance at all.” I did not discover any more argument advanced by him. He does restate that whether free will exists cannot be proved by arguments, but is a choice of free will itself.

He ends with reconciling indeterminism (“chance”) with the existence of the allmighty providence. The allmighty providence gives us small local freedom, but on a larger scale takes care that everything goes his way still. Like a good chess
player not knowing what exact moves his weak opponent will make, but yet
knowing he will end winning the game.

James, William (1884) “The Dilemma of Determinism,” lecture to Harvard Divinity
School students.

{ measure of similarity;
Ideomotor theory: the notion that conscious goals and images are inherently
impulsive, and tend to be carried out by default, unless they are inhibited by other
conscious thoughts or intentions.

free will/determinism: Seems to have written: “Now how do we ever get up under
such circumstances? … We suddenly find that we have got up. A fortunate lapse of consciousness
occurs; we forget both the warmth and the cold;… the (spontaneous) idea flashes across us,
“Hollo, I must lie here no longer” --- an idea which at that lucky instant awakens no contradictory
or paralyzing suggestions, and consequently produces immediately its appropriate motor effects.
... This case seems to me to contain … the data for an entire psychology of volition”


{ Table 1 in a nice didactical way indicates relations between discount factor,
discount rate, present value, and other things.

They also propose a sort of continuous extension of quasi-hyperbolic. Time is
taken continuously. Then first during some period, “extended present” (my term)
there is constant discounting (say the period during which present self controls),
but after it suddenly drops by a factor, but other than that keeps the same
exponential. There are some drawbacks to this model, as I read in a paper by Pan,
Webb, & Zank. For instance, to accommodate (day 0: 1 apple) > (day 1: 2
apples) and (day 365: 1 apple) < (day 366: 2 apples), the well-known violation of
stationarity put forward by Thaler, the point of change of regime must be either
between day 0 and day 1 or between day 365 and day 366. This is too restrictive.

%}

Jamison, Dean T. & Julian Jamison (2011) “Characterizing the Amount and Speed of

{ Seems to be: decision under stress: general conflict theory of decision making,
with stress-syndroms and their effects on decision making.
P. 11 seems to write that there is “no dependable way of objectively assessing the success of a decision” which is qualified as a “somewhat demoralizing” conclusion. 


Link to paper
Keywords. utility assessment, Standard gamble, Time Trade-off, breast cancer, chemotherapy, radiotherapy.

PE most missing answers (PE doesn’t do well) (they call it SG) %}


[Link to paper](https://doi.org/10.1177/0272989X0002000108)

{% Study discrepancy hypothetical/actual within and between patients. %}


{% Study discrepancy hypothetical/actual within and between patients. %}


conservation of influence: seems to have said: het is geen uitdaging te zien wat er is, maar wat er geweest zou kunnen zijn. %}

Japin, Arthur (date unknown)
{% Under PT, if a loss is large, its marginal utility can be smaller than the marginal utility for small positive gains, so much that it can even overcome loss aversion. Then splitting up a big loss into a somewhat bigger loss and a small gain can, if these are evaluated separately as with mental accounting, be an improvement. The paper shows it theoretically and experimentally. %}


{% Hypothetical choice, with also losses. More numerate subjects go more by expected value. (cognitive ability related to risk/ambiguity aversion) In particular, they are less risk seeking if the risky prospect has lower EV and involves a loss. %}


{% %}


{% https://doi.org/10.1007/s11166-020-09327-4

This paper measures the general introspective risk aversion question (GRQ) used by Dohmen et al. (2011) and others. $N=1730$ subjects from Qualtrics and 378 subjects in the lab. It also measures lottery choices through choice lists. For the latter it does PT data fitting with five parameters: Concavity of utility for gains, concavity of utility for losses, loss aversion, likelihood insensitivity for probability weighting for gains, and likelihood insensitivity for probability weighting for losses. GRQ is correlated with loss aversion and concavity of utility for losses, but not with the other three parameters. It suggests that people take the GRQ to primarily concern losses. Linguistically, risk indeed is often taken to refer only to losses. I was glad to see that the authors consider likelihood insensitivity. %}


Previous studies have shown that people are risk seeking when below a goal. This agrees with the risk seeking for losses that PT predicts. The present study
considers the case of all outcomes above the goal. PT would predict risk aversion for gains. They, however, find risk seeking. %}


Estimate index of relative risk aversion from market data. Using EU it ranges from 7.4 to 15, and using maxmin EU it ranges from 1 to 8. 


**marginal utility is diminishing:** Jn 1889 edn. seems to be stated on p. 173.

**decreasing ARA/increasing RRA:** 1889 edn. seems to have stated it on p. 172/173.

Seems that Jevons resolved the paradox of value (water is more useful than diamonds but we pay less for it) by considering marginal utility and, thus, turned utility into a central concept for economics. This constitutes the revolution of marginal utility of around 1870, where also Menger (1971) and Walras (1874) came up with the idea of marginal utility. Sugden wrote that they showed that for any pair of goods and for any consumer who maximises utility, the ratio of the marginal utilities of those goods is equal to the ratio of their prices.

Seems that Jevons used the term hedonic force for utility (**conservation of influence**). Edgeworth later also seems to have done.

P. 6 of 1911 edn. seems to write: “Utility is plainly the subject-matter of economics from beginning to end … the object of Economics is to maximize happiness by purchasing pleasure, as it were, at the lowest cost of pain.”

P. 36 of 1911 edn. seems to express/suggest the thought that a person could find out about his strength of preference through introspection; this str. of pr. then could as well serve as vNM utility, certainly in a normative sense.

Was like Bentham but formalized more/better (Selten grouped these two together) Seem that he was not very good at doing formal analyses.

P. 51:

“Utility may be treated as a quantity of two dimensions.”

Those are intensity and time.

Pp. 61-62 seems to write: “the final degree of utility is that function upon which the
whole Theory of Economy will be found to turn.”

Pp. 72-73: **discounting normative**: Argues against discounting (unless for uncertainty). Strotz (1956) cites Jevons, pp. 77-80, as: “people of good sense will not discount the future except for uncertainty—but people do discount the future in accordance with its remoteness.”

P. 85 seems to state impossibility of interpersonal comparison of utility.

Stigler cites him as pessimistic on measuring utility. %}


{% Act f is more ambiguous (I) than act g if an ambiguity averse DM prefers g to f whereas an ambiguity neutral replica of himself is indifferent. It is extended to more ambiguous (II) if, the more ambiguity averse the agent, the more compensation he requires for f. Is analyzed for $\alpha$ maxmin and smooth ambiguity model. The use of ambiguity neutral replica is reminiscent of the ambiguity definitions of Epstein and Ghirardato & Marinacci, who chose either probabilistically sophisticated or expected-utility maximizing replicas of the DM as ambiguity neutral, and the difficulty is that such replicas are not easily observable. The separation of ambiguity and ambiguity attitude is by assuming ambiguity attitude constant. %}


{% Use simulation to see which methods for determining attribute weights in MAUT work best. %}


{% gender differences in risk attitude: %}

{% dominance violation by pref. for increasing income: Not exactly that but close and also a violation of dominance due to contrast effects and special effects of the outcome much in the spirit of Birnbaum, Coffey, Mellers, & Weiss (1992). Follows up on Scholten & Read (2014) and show that the violations also occur when the preference for increasing outcomes, put forward by S&R, cannot explain it. %}


{% %}


{% probability communication: People perceived a higher risk of COVID-19 from a total-cases format than from frequency formats when the denominators are relatively small, and the lowest risk from a proportion format. Finds also some denominator neglect. %}


{% Seems to show that individual stocks and underdiversified portfolios have positive skewness. %}


{% Consider to what extent an agent wants to move from a probability distribution towards a preferred one for various costs. In some situations the Pratt-Arrow measure arises as relevant index, in other situations the Ross characterization. %}


{\% measure of similarity \%}


{\% \%}


{\% Marc referaat Jan 20, 1993. Ask people how much they want to pay for a preventive measure, how high they estimate their subjective risk with and without the therapy. The open contingent valuation did bad. \%}


{\% P. 283 does not commit to utilities having to be elicited from general public. P. 286: additive separability underlies Markov models. Pp. 289-292: nice discussion of WTP history, e.g. NOAA. \%}


**paternalism/Humean-view-of-preference:** Many references. Analyzes cases of discrepancies between objective probabilities and probabilities as perceived by the public. Assumes that the correct probabilities should be used, but that the public’s misperception enters directly as a loss in the utility function. So, this is not consequentialist utility but a kind of meta- and perception-driven utility. Given that utility component, deviations from conventional efficiency rules. Makes prospect-theory inverse-S assumptions about misperceived risks. Then analyzes if taxes and (costly) information-provision can improve total welfare. In some situations can if people overestimate risks but not if they underestimate.

{% Defends Rabin’s (2000) critique against the criticisms by Cox & Sadiraj (2006) and by Rubinstein (2006). It takes data of Holt & Laury (2002), fits this into an economic model with all the flesh and bones of lifelong consumption etc., and shows that under expected utility the risk aversion found by Holt & Laury in terms of lifelong utility implies absurd curvature of utility. %}


{% Loss aversion of prospect theory is useful in this study. %}


{% %}


{% https://doi.org/10.1007/s11229-018-1719-6

*Foundations of probability*: Proposes a definition of probability (or chance; am not sure if he distinguishes between the two) that is objective but still epistemic: physical chance is the degree of belief if one has maximal knowledge of all causes. It is a definition that cannot be reconciled with a deterministic view of the world. The author argues that his definition unifies many existing ones. His definition fits well with the spirit of current (2022) ambiguity theory: that objective probabilities is the highest state of knowledge. It does not at all fit with my opinion on this point though …

Section 2 opens up, enthusiastically, with: “The only fully-developed epistemic theory of chance is my own theory, presented in Johns (2002),” %}

Show that consistency does not imply EU. (Time) consistency is **dynamic consistency**, forgone-branch independence (often called consequentialism) is incorporated by letting 2\textsuperscript{nd} period utility be independent of unrealised alternatives; more precisely, their assumption of Conditional Weak Independence holds iff one can get forgone-branch independence satisfied. They have no uncertainty in 2\textsuperscript{nd} stage. 


Generalizations of result that every pair of three events can be independent but not the triple. 


[https://doi.org/10.1007/s11166-021-09346-9](https://doi.org/10.1007/s11166-021-09346-9)


A short and accessible account of the influence of default on decisions. 


Observed that participants pay more for flight insurance that explicitly listed certain events covered by the policy (e.g., death resulting from an act or terrorism...
or mechanical failure) than for a more inclusive policy that did not list specific events (e.g., death from any cause).

Choices are hypothetical. Authors do cite some real-choice evidence in agreement with their findings. %


{% %}


{% PE higher than CE; utility elicitation %; extended Hershey & Schoemaker (1985) by broader range of stimuli; conclude that reframing cannot account for all of their own data and propose that response mechanisms also intervene.

CE bias towards EV: a process analysis showed that 9 of 24 participants used an EV heuristic in CEs (certainty equivalents). %


{% %}


{% %}


{% risk averse for gains, risk seeking for losses: find the predictions of prospect theory for below-target banks confirmed for data from 142 banks.

P. 86, “Theoretically, if the utility functions of bank managers do contain convex segments

...
below target, models of the banking firm that assume universal risk aversion or risk neutrality are improperly specified. The results of this study suggest that the concepts of target outcome and distance below target should be incorporated into models that rely on risk preference assumptions. The target return is the point of inflection of the utility function and outcomes below target may induce significantly different levels of risk tolerance. Furthermore, the distance below target can affect the degree of change in risk tolerance. It is clear that models of the banking firm may be at best imprecise without considering the possibility of convex segments of the utility function below target.”

**PT, applications:** different risk attitude for gains than for losses. 


A meta-analysis of relations between time-preferences and risk preferences. Unclear and weak results are found. It was not clear to me which component(s?) of risk attitude the authors considered. They use the term probability discounting for probability weighting (I guess), but which parameters of it they use and, for instance, if utility curvature plays a role, did not become clear to me in the limited time I spent reading. Do they consider rank-dependent weighting, or something different? 


**real incentives/hypothetical choice: for time preferences;** N = 6 participants, screened for a history of psychiatric disorder. Choices until an indifference point was reached. Choices between immediate reward and delayed reward. Immediate reward was adjusted. Delayed rewards were between $10 and $250. Every subject answered the same set of questions. Both hypothetical and real rewards were done for each of the four amounts. One of the choices in the session for each of the four amounts was paid in the real treatment. (Despite adaptive experiment, but subjects cannot notice.) Thus, subjects received four real payments. Random incentive system but 4 times, so still income effect. Delays ranged from 1 day to 6 months. In the hypothetical treatment the delays of 1 year, 5 years and 25 years were added, along with the rewards $1000 and $2500. Session lasted for about 2.5 hrs with two 5 mins breaks in between. Mazur
discounting, exponential discounting. Linear utility. Magnitude effect was found. Statistical analysis may be weak. They tested whether there was correlation between real and hypothetical treatment, but did not test whether this correlation is 1.


Probability elicitation: applied to experimental economics; proper scoring rules: Consider, more generally, incentive compatibility, with proper scoring rules as a special case. Assume risk neutrality throughout. P. 877, condition TR (truth revelation, referring to Myerson 1982 for it) means there is a one-to-one relation between types and answers. Incentive compatibility can be achieved, under some assumptions, if center’s info depends—perhaps solely through messages—stochastically, however slightly, on all relevant private info. Note that the payments scheme need not observe the types in the end. In this sense it may be related to Prelec (2004).}


Probability elicitation: review of subjective probability measurements in the medical literature, primarily based on direct judgments, but citing Winkler, Savage, and others. %}

{% probability elicitation: seems that they consider continuous distributions %}


{% risky utility u = transform of strength of preference v, latter doesn’t exist: 
paper seems to argue for ordinal approach. %}


{% P. 183 seems to have already written de Finetti’s exchangeability condition, 
called “permutation postulate.” %}


{% According to Zabell (1982), he already characterized Dirichlet priors, as later characterized so nicely by Carnap, although he seems to have missed that one needs at least three events and erroneously claimed it also for two events. %}


{% adaptive utility elicitation; p. 220: health states with negative utility were given utility 0 … !!? %}


{% foundations of statistics %}

{\% proper scoring rules: shows that in betting market proper scoring rules better classify analysts than their monetary consequences. \%


{\% proper scoring rules; People in proper scoring rules are better off, a.o. in view of concave utility, if they do it jointly as a group and share their profits afterwards. Can be related to hedging in CAPM. \%


{\% Maximum likelihood probability estimate is equivalent to maximization of log utility. The paper examines how several kinds of risk aversion utility functions impact probability estimations, and optimal collections of info. \%


{\% foundations of statistics \%


{\% http://dx.doi.org/10.1214/12-STS408

Discuss the history of Borch’s argument that mean-variance analyses will always lead to violations of stochastic dominance. It can be escaped by restricting the payoff domain, or by restricting the probability distributions considered (restricting to normal is popular for this purpose). \%

Christiane, Veronika & I: If German people had to judge on salaries or prices in their own home-country, then they treated €λ too much as if λDM, so went by numerical effects not just by value. If people had to judge on foreign currencies or prices in € in a foreign country, they did not do this. %}


https://doi.org/10.1007/s40505-014-0056-2

Characterize maximization of \( \sum_{j=1}^{\infty} x_j \) over real-valued bounded infinite streams \((x_1, x_2, \ldots)\). They consider overtaking criterion \( \lim_{j \to \infty} \sum_{j=1}^{n} (x_j - y_j) \), liminf-s rather
than lims, and eventually periodic streams. They also considered limits of discounted sums with the discount factor tending to 1. Pivato (2022 pp. 8-9) explained how those are special cases of AU representations, generalized by the overtaking criterion. Johnsson & Voorneveld’s (2018) representation does not only satisfy fairness but also strong Pareto optimality, and thus provides a reconciliation of these. It does not satisfy completeness on the domain considered.


Proper scoring rules; Show that in a mathematical sense scoring rules amount to the same as optimizing particular utility functions in decision situations and to measures of entropy.

They take the family of utility with risk tolerance (reciprocal of Pratt–Arrow
index of risk aversion) linear in money $x$. The slope $\beta$ is the power of power utility and is index of risk aversion. Exponential utility is when slope $\beta$ is 0. So, level of absolute risk aversion does not count.

Eq. 1: I guess that the capital delta, described as the gradient of $V(r,r)$ w.r.t. $r$ (also denoted as $V(r)$ or as $V$ by the authors), should be the linear function $p \rightarrow V(r,p) - V(r,r)$ (which is its own gradient). %}


{% Imagine we want an agent to reveal his $\alpha$ quantile $x_L$ of a probability distribution over the reals. That is, for a random variable $X$, $P(X \leq x_L) = \alpha$. Then we ask him to state $x_L$ and, after observing $X$, we pay him $\alpha x_L - (x_L - X)1_{[X \leq x_L]}$. Under EV, the optimal answer is $x_L = x_L$. A nice result! A dual to proper scoring rules that was much needed, and was only invented in 2009. Congratulations to the authors.


{% }


{% }


{% }

On a representative agent. Take an otherwise standard Arrow-Debreu model but deviate from a representative agent by considering heterogeneous beliefs, which introduce a kind of extra risk. The same equilibrium results with homogeneous agents with “consensus” probabilities, that may be more optimistic or more pessimistic depending on the degree of risk aversion in the utility function. Use Ito to analyze.


Investigate how changes in individual risk tolerance can affect the aggregate risk tolerance, which is not always monotonically.


*proper scoring rules*: seems to bring in epistemic criterion (closeness to true state of nature I guess) besides behavioral (“pragmatic”) criteria, and get impossibility results for sets of priors. P. 103: p. 85: a preference relation should be extendable while preserving good preference conditions.


*utility = representational*: seems to write:

“decision theory must throw off the pragmatist / behaviourist straitjacket that has hindered its progress for the past seventy years” (p. 254).

{\% For subjective probabilities, makes the well-known distinction between balance and weight. Then there is a third dimension, specificity. It apparently means something like whether all pieces of info that led to the probability assessment supported that probability assessment, or if some pieces supported higher probability assessments and others supported lower ones. Probably similar to expert aggregation where a difference is made between imprecise and conflicting expert judgments. In the author’s approach if no probability measure is known then it must be a set of probability measures (as with people who always exclusively think in terms of sets of priors). Then specificity for some event is maximal if all probability measures in the set of priors assign the same probability to that event. I do not really see that this would be a new dimension apart from balance and weight.

The paper assumes that if your credal state is not reflected by one probability measure, then it is by a set of probability measures. (I did not see it refer to higher-order beliefs with 2nd-order probabilities over those probability measures.) It does not look much into alternatives. P. 154 claims to show that it can only be this. The paper also takes Bayesianism not to assume completeness of preference and, hence, not one unique probability measure (§2 l. 2).

The paper uses the term bias not in the sense of mistake, but in the sense of subjective info.

P. 168: U4 is a case of an urn with colored balls with total absence of info on the composition, and the author really does not want the principle of insufficient reason then (“it is clearly wrong in the fourth,” middle of p. 168).

Sentences such as that subjective probabilities accurately reflect total evidence are fine if reflect means the weak depend on, reckon with. They are off if reflect means that they completely capture everything relevant. %}


{\% Seems that he used the term credal committee to express that the set of priors in multiple priors/imprecise probabilities is the set of all probability distributions
consistent with one’s evidence. So, each probability measure is a member of the committee. %)


{% A.o., p. 653 reviews discussions of the game that convinced me of forward induction. §6, p. 658 etc discusses small worlds. They suggest that Savage’s model be “partition-dependent.” I do not see this but didn’t study it in detail. %}


{% Application of ambiguity theory; Assume repeated decisions at time points 1, 2, …, where at each time point the smooth model of KMM holds, and a recursive model is used. They emphasize that they get a clear separation between risk attitude (vNM utility), ambiguity (the 2nd order probability distribution of the smooth model), ambiguity aversion (through the second-order utility function φ of the smooth model), and intertemporal preference. Many models in the literature are special cases of their general setup. They take a tractable version of their model and use it to analyze dynamic asset-price phenomena, where they can accommodate many phenomena. A problem may be that the model is very general.

P. 560 top cites puzzles in asset markets/macroeconomics.
P. 561 Footnote 3 cites ambiguity/robustness for finance.
Pp. 563-564 hits the nail on the head when explaining that the smooth model of ambiguity is popular for being tractable, allowing to analyze ambiguity attitude as traditional risk attitude. (I add: using the familiar utility curvature.) %}


{% Christiane, Veronika & I %}

Christiane, Veronika & I; examines factors influencing how quickly people learn to think in terms of a new unit of money (the Euro). 


PT, applications, loss aversion; Presented in Chantilly, 1997; Consider data of 10 years of horse race betting in UK. Note that this concerns a population that is more risk seeking than average. So, for instance, the certainty effect typically should not be expected to occur; it indeed didn’t.

They observe what the betting odds are for many races. This and the results of the races is the only data they use, and they do not use data about the stakes bet on various horses. They assume one representative agent, and assume that the betting odds are such that the agent is indifferent between all horses. This follows from market equilibrium: If one horse was better, betting on it would increase and, hence, its prices. From this assumption alone (their Eq. 1), they can derive both the probabilities of horses winning and the (risk-)preference functional of the bettors. It works as follows. First, for each preference functional given, the indifference between all horses gives $n-1$ equations, enough to get the $n$ probabilities (that add to 1). Then, for each preference functional, a proper scoring rule is calculated relative to the actual winning horses. Finally, the preference functional is chosen with the best scoring rule.

Find that RDU does not improve on EU, but PT does. They cannot incorporate loss aversion (utility more steep for losses than for gains) because the data do not permit. The better performance of PT results from different probability weighting for gains than for losses.

Weighted utility does not seem to fit the data well (p. 528).

The data do not suggest inverse-S. PT estimations suggest convex (pessimistic) $w$ for gains, concave for losses (also pessimistic, because of dual integration for losses that PT does). For losses they seem to find risk aversion, for gains a little risk seeking. This is contrary to the common empirical findings although their footnote 17 suggests that it is in agreement with common findings.
This population of betters can of course not be expected to agree with general findings. 


*game theory for nonexpected utility*

The fixed-point reasoning leading to Nash equilibrium can be extended to ambiguity without expected utility.


Estimate concavity of utility under EU from agricultural data, and find so much concavity that they say it can’t be. So, nonEU is desirable. They confirm Rabin’s (2000) calibration idea.


Distinguish between standard risk aversion, which concerns final wealth, and marginal risk aversion, which concerns taking a prospect as reference point and evaluating changes from there. So, exactly Sugden’s (2003) random reference theory. The authors’ approach has also been studied under the heading of background risks, as in Barberis, Huang, & Thaler (2006, American Economic Review).

10 interviewers interviewed 290 households in India, asking about real decisions made first, then about hypothetical seeding decisions that were presented as objective probability distributions over outcomes. One sentence (p. 618 last one) says that payment was performance-based, but I did not find how and if it was really real-incentive. The authors consider probability weighting but
it is not clear if for three-outcome prospects as considered in their experiment they do rank-dependent or separate outcome transformation. They do not seem to consider loss aversion, only different utility and probability weighting for losses, only mentioning once that they find no “discrete loss aversion” (p. 624 just above Conclusion) without specifying what it means. They measure risk aversion as preference for increasing variance.

**risk averse for gains, risk seeking for losses**: p. 620 3rd para reports risk seeking for the only loss prospect they consider (relative to the reference prospect). %}


%^ Proposition 1 seems to show that revealed preference data cannot identify utility and subjective probability, but I do not understand. I do not see what domain is assumed. Surely, with rich enough domains, revealed preference can uniquely identify utility and subjective probability. %} Just, Richard E. & David R. Just (2011) “Global Identification of Risk Preferences with Revealed Preference Data,” *Journal of Econometrics* 162, 6–17.


Seems that pattern of increasing/constant/decreasing impatience was not affected by adding front-end delays. 


For variability of quantity of food, animals are risk averse. But for variability of delay time they are risk seeking.


Inverse-S; real incentives/hypothetical choice, discussion of it on p. 1121; ask certainty equivalents; Seems that for Canadian students with one group they paid out exactly, and for another group they took 100 times higher payments in the experimental questions but in implementation of incentives divided them by 100.


Proposes explaining Allais and Ellsberg within SEU from subjective beliefs (e.g. suspicion; suspicion under ambiguity) 

Argue that game theory is “just” a special case of DUU and that it should therefore be solved by SEU where one should think about the probability distribution over opponents’ strategy choice. Consider this to be a reason to criticize the study of solution concepts. In discussions of the paper printed in the pages following it, Harsanyi appropriately criticizes it (although I don’t like the circularity in his minimax reasoning at the bottom of p. 121). On p. 122 he calls the “SEU-for-game-theory” a “highly uninformative statement” and on p. 121 he writes “But this immediately poses the question of how this probability distribution is to be chosen.” [Italics from original] That’s how it is. If one assumes that the Savage analysis can be applied to game theory and that opponents’ strategy choices can be treated like states of nature, then game theory can be considered to be the study of how the subjective probabilities over strategy choices of opponent should be chosen. Later papers trying to do so are Aumann & Drèze (2009) and Gilboa & Schmeidler (2003 GEB), but they both use highly hypothetical thought experiments. (game theory can/cannot be viewed as decision under uncertainty) %


Continue on their 1982 paper. Didn’t change my views regarding the 82 paper. (game theory can/cannot be viewed as decision under uncertainty) %


Show when probability defined on arbitrary subset, can be extended to all subsets. %


Usual trickeries with finite additivity. Then you can set up a partition (“experiment”) such that conditional on each outcome, a prior hypothesis becomes more probable. You can also be averse to cost-free information. (information aversion) %

{% The importance of convex capacities in statistics is explained on p. 1251. Characterize extreme points of upper distribution functions corresponding to coherent symmetric (i.e., transforms of Lebesgue measure) capacities on [0,1]. %}


{% utility elicitation; probability elicitation; how these can be distorted by hidden stakes. %}


{% anonymity protection: describe a way to present only sufficient statistics regarding tables with data. %}


{% On grading students, with an extra option “don’t know” and discussions about how best to score it. This topic is adjacent to: proper scoring rules. %}


{% %}


{% %}


This paper brings useful and complete results on the logical dependencies between completeness, transitivity, and connectedness of the order topology, and various weakenings of these conditions. Bits and pieces have been around before in the literature, but this paper brings it all toether. It displays great knowledge of the literature, e.g. by citing the impressive works of Pfanzagl.

The basic result (Theorem 2) is as follows, where continuity of a binary relation means that both weak upper and lower sets are closed, and strict upper and lower sets are open. If a binary relation is continuous in a connected space, and even if it is in a space with no more than two connected components, then transitivity implies completeness, and [completeness & transitivity] is implied by
antisymmetry, also by transitivity of the symmetric part with connected sections, and transitivity of the symmetric part with semi-transitivity. Theorems 3 and 4 derive connectedness, or existence of no more than two components, from other properties imposed on all continuous relations.

**one-dimensional utility**: some results in §4.4.

The authors replace the common terms complete and transitivity by the uncommon terms decisive and consistent. It escapes my why. %}


{ The experiment in this paper is weak, and the theory not very important, but the discussions and interpretations are superb, showing deep understanding. Hence I like to cite this paper.

P. 268 gives profound text on how people confuse knowledge about process with knowledge about outcome, which I also think is the mistake that Ellsberg-paradox researchers make: “This example shows the “irrational” nature of ambiguity avoidance. For example, if an ambiguity averse subject chooses less than 100 red balls to indicate indifference, then s/he is limiting his/her opportunity of winning to gain the false sense of security of thinking s/he knows more about the outcome. It is true that the subject knows more about the process of winning in the first urn than in the second urn, but s/he does not know any more about the probability of the outcome, information s/he mistakenly thinks s/he is “buying” by sacrificing the number of red balls in choosing an indifference value.” This is the essence, I think, of what misleads many researchers to think that ambiguity aversion is rational. I think that in the known Ellsberg urn you do not have better information than in the unknown but, if anything, the opposite: In the known urn you are sure to have the worst information that could be.

P. 268 uses matching probabilities to measure weight of ambiguous events. It is similarly done by Viscusi & Magat (1992 Eq. 7).

P. 268/269, ambiguous thumbtack versus fair coin, of 54 MBA students, 18 preferred fair coin, 21 preferred tack; On latter: “This group may represent some people who would pay to seek ambiguity, but does represent some people who believe that they have more information about the probability of winning with the tack and, hence, will pay more for that information.” **ambiguity seeking for unlikely** (below .1 or .3 according to Camerer & Weber, 1992) **second-order probabilities to model ambiguity**; generate
ambiguity this way, and use a parametric model for that; p. 267 1st column 2nd para

**ambiguity seeking for losses;** p. 270: “In the gains domain, there is ambiguity seeking at low mean probabilities and ambiguity aversion at high mean probabilities. In the loss domain, a reflection effect occurs with ambiguity aversion at low mean probabilities and ambiguity seeking at high mean probabilities. Therefore, the presence of ambiguity may accentuate the attitude toward risk.”

**uncertainty amplifies risk:** p. 270: “Therefore, the presence of ambiguity may accentuate the attitude toward risk.”

**reflection at individual level for ambiguity:** although the last experiment (p. 270) has within-subject data, it is not reported.}


---
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Kahneman thinks that violations of expected utility as in the Allais and Ellsberg paradoxes are not irrational: p. 19: “Furthermore, the preferences that Allais and Ellsberg described do not appear foolish or unreasonable, …” Some later Kahneman writes, on p. 19: “Indeed, the ambiguous normative status of the Allais and Ellsberg patterns has inspired many attempts to reconcile observed preferences with rationality by adopting a more permissive definition of rational choice (Tversky and Kahneman [1986]).” Kahneman’s viewpoint here is opposite to Tversky’s who considered expected utility to be normative. Kahneman’s citation of Tversky & Kahneman (1986) is incorrect. The latter reference nowhere says that violations of expected utility can be normatively acceptable. To the contrary, it advances further arguments for the normative status of expected utility.

paternalism/Humean-view-of-preference: p. 20: “More provocatively, the observed deficiencies suggest the outline of a case in favor of some paternalistic interventions, when it is plausible that the state knows more about an individual’s future tastes than the individual knows presently.” %}


P. 163: Kahneman does not seem to consider expected utility to be normative:

“Unlike the paradoxes of expected-utility theory, violations of invariance cannot be defended as normative.” although it is not 100% stated.

Kahneman & Tversky (1979, p. 277) stated the opposite.

P. 163: “As I will show, reference-independence can also be viewed as an aspect of rationality.”

P. 164 supports the Rabin calibration argument.

P. 164 says loss aversion is about 2 on average.


Further comments are in comments on the Kahneman (2003) American Economic Review paper. Here I only discuss things not in American Economic Review.

P. 697: “… that intuitive judgments occupy a position—perhaps corresponding to evolutionary history—between the automatic operations of perception and the deliberate operations of reasoning.”

P. 702, 2d para, has a remarkable sentence negating the value of theory: “…
accessibility … the lack of a theory does little damage to the usefulness of the concept.” I did not find a similar sentence in his American Economic Review 2003 paper. This may agree with Kahneman’s opinion that the success of the ’79 prospect theory paper is mostly an academic coincidence, where Kahneman ignores the importance of the theoretical content of that ’79 paper (p. 702 3rd para), including the essence of that paper: that it could combine empirics and theory.

P. 703: “Guided by the analogy of perception, we expected the evaluation of decision outcomes to be reference dependent.”

P. 704 lacks nuances when writing: “I call it Bernoulli’s error. Bernoulli’s (1738/1954) model of utility is flawed because it is reference independent.” [italics from original]

P. 705, 2nd para:
“… because the value function is a psychophysical mapping.”

Such a universal claim is not in his American Economic Review 2002 paper.

utility concave near ruin: p. 705, 2nd para: “However, the value function is not expected to describe preferences for losses that are large relative to total assets, where ruin or near ruin is a possible outcome.”

P. 707 2nd column 1st para: “… people who are confronted with a difficult question sometimes answer an easier one instead.” P. 713 4th para nicely follows up on this: “The probability of Linda being a bank teller is an extensional variable, but her resemblance to a typical bank teller is a prototype attribute.”

P. 710 2nd para of 2nd column, and elsewhere explains that Kahneman & Tversky emphasized cognitive aspects and not emotional because, in their days, psychologists automatically assumed that everything was emotional, and cognitive aspects were new then.

P. 712 3rd para: within-subjects designs have problem for study of intuitive non-reasoned tasks that they may trigger reasoning.

P. 726, 2/3 at 2nd column: “The concept of loss aversion was, I believe, our [Tversky & Kahneman] most useful contribution to the study of decision making.”


In what follows, “AP” refers to Kahneman (2003, American Psychologist), which, like this paper, is a summary of Kahneman’s Nobel-lecture.

P. 1453, para on 1st/2nd column: Discussion that distinguishing between good
and bad, approach/avoidance, is very basic. Is in AP at p. 701, end of 1st column.

P. 1454, last para, presents reference-dependence in perception as universal:
“A general property of perceptual systems is that they are designed to enhance the accessibility of changes and differences. Perception is reference dependent…”

**paternalism/Humean-view-of-preference**: §VII, pp. 1467-1469 discusses corrections/avoidance of biases. AP has it on pp. 710-712.

P. 1456, on prospect-theory’s departure from rationality: “One novelty of prospect theory was that it was explicitly presented as a formal descriptive theory of the choices that people actually make, not as a normative model. This was a departure from a long history of choice models that served double duty as normative logics and as idealized descriptive models.”

P. 1457, 3rd para (also AP p. 705, 3rd para): “Bernoulli’s error—the assumption that the carriers of utility are final states—…”

P. 1457, end of 1st column:
“The core idea of prospect theory—that the value function is kinked at the reference point and loss averse—…”


{P. 726, 2/3 at 2nd column: “The concept of loss aversion was, I believe, our [Tversky & Kahneman] most useful contribution to the study of decision making.”

P. 727, top of 2nd column, suggests that the success of prospect theory is by arbitrary processes. I disagree. The success is because 1979 prospect theory was the first rational theory of irrational behavior, which is a major intellectual breakthrough.

**dynamic consistency**: p. 727, 2nd column, bottom, describes that Amos and he considered dynamic decision principles, which they indeed did in their magnificent Science 1981 paper, way before Hammond (1988) and others. %}


{§4.5, in a discussion of the Allais paradox, states explicitly that Amos Tversky considered deviations from expected utility as in the Allais paradox to be irrational, and that he developed prospect theory only for modeling irrational behavior. In a preliminary January 2011 version of the chapter that Daniel wrote
and that I commented on, Daniel wrote:

“Most theorists, notably including Allais, maintained their belief in human rationality and tried to bend the rules of rational choice to make the Allais pattern permissible. Over the years there have been multiple attempts to find a plausible justification for the certainty effect, none very convincing. Amos had little patience for these efforts – he called the theorists who tried to rationalize violations of utility theory “lawyers for the misguided.” ”

We went in another direction: we retained utility theory as a logic of rational choice, but abandoned the idea that people are perfectly rational agents. We took on the task of developing a psychological theory that would describe the choices that people make, whether or not they are rational. In prospect theory, decision weights would not be identical to probabilities.”


{P. 300 writes: “The concept of loss aversion is certainly the most significant contribution of psychology to behavioral economics.”}


They distinguish emotional and (a thinking-based) life evaluation. They analyze > 450,000 responses to the Gallup-Healthways Well-Being Index (in US) and do regressions. Income and education are closely related to life evaluation. Health, care giving, loneliness, and smoking are closely related to daily emotions. Life evaluation always increases in income, but emotional stops after annual income of $75,000.


Contingent valuation responses reflect the willingness to pay for the moral satisfaction of contributing to public goods, not the economic value of these goods. Scope insensitivity/embedding effect: If you ask people how much money it is worth to them to save the polar bear, they answer an amount that in fact reflects the total value they want to spend on helping animals.


% *PT, applications*, loss aversion; consider buyers, sellers, and choosers.

P. 4 equates Bentham’s utility with Kahneman’s experienced utility, as if solely to be aggregated over time, even though Bentham also considered aggregations over other dimensions. Argue for various concepts of utility, not one (risky utility $u =$ transform of strength of preference $v$). New contribution of this paper is proposing the U-index: Let subjects categorize all kinds of aspects and specify their intensity. Each time point is categorized as negative if the most negative score over attributes exceeds in absolute value the most positive score over attributes. The U-index then specifies the percentage of time with a negative score. The authors point out that in this way information is lost and call the index ordinal in this respect (although it compares positive distances from 0 to negative ones), but reassure the readers by stating that they see this as an advantage.


Total utility theory. Kahneman argued in several papers that it may be useful not to let people decide/choose over episodes, because there are biases in time aggregation. In such cases, let people only evaluate instant utility through introspection at that moment, and let researchers/policy makers integrate these (total utility or ERM). Getting such introspections can be cumbersome and costly. This paper proposes DRM, a tractable alternative: Let people retrieve from memory their instant utility of the past day, by letting them partition that day into episodes, letting them recall the events and instant utility of those episodes, and let them report those. (This also gives info on time budgeting.) It was done with a convenience sample of $N = 909$ women who had worked the day before.

Participants reconstruct experiences of preceding day. For some things, there is a nice contrast between what this method measures and what global overall satisfaction judgment gives. The latter may say “I enjoy my kids,” whereas the former shows that all activities related to children were perceived of as a burden. DRM may avoid social desirability, but missing out on global overall value that is not easily allocated to particular time and on valuable long-term things that are not perceived as an instant change (with supposedly flowers bringing more happiness than a couch).

{\% This papers discusses, first, the ESM (Experience Sampling Method) where people several times per day receive the request to describe their experiences at that moment, so that instant utilituy is measured truly as meant to be. The authors call this the gold standard (p. 431 l. 1). Then it discusses the DRM (daily reconstruction method), where people at end of day are asked what happened. It is a pragmatic alternative to the ESM. Then it discusses the ERM (Event Recall Method), another pragmatic alternative. Proposes to use these measurements to measure national well being. \%


{\% \% linear utility for small stakes: Claim that this is normative although empirically violated. Claim that people are generally too risk averse, for one thing because they isolate choices too much. In this point they preceded the narrow bracketing of Read, Loewenstein, & Rabin (1999) and the myopic loss aversion of Benartzi & Thaler (1995).

Kahneman (January 22, 2008, personal communication, email) pointed out that the arguments in this paper should only concern moderate stakes that are not a substantial portion of total wealth. They wanted to have this restriction.

Kahneman checked out the paper and saw that they had forgotten to write it. \%


{\% \%


{\% \%}


Argue that known biases are all in favor of hawks, so that they more often win in politics than doves. Relate it to the current war (2007) in Iraq.


{conservation of influence: If it is violated, then behavior is just noise. The authors state this point for choice inconsistencies in companies. %}


{Christiane, Veronika & I}

risky utility \( u = \text{transform of strength of preference} \, v \): People think that after some days of headache, an additional day of headache brings more extra suffering than the first day, so, the suffering escalates and the utility function seems to be convex. Still, in risky choices, they are risk averse suggesting that the utility function is concave. Some might interpret this finding as a difference between risky and riskless utility. I would ascribe the risk aversion to taking numbers numerically rather than as values. %}


{ %}

{Authors distinguish between experienced and decision utility. Consider ways to optimize the perceived joy of receipt of income, suggesting it is maximized with gradually increasing income and now and then a bonus that does not change the perception of status quo. %}


{Cite evidence that people don’t predict their future tastes properly sometimes. %}


{ %}


{ %}


{ %}


{ %}


An early version of their 1979 Econometrica prospect theory paper.
Use term uncertainty weight iso decision weight.

P. 9 ff. lets isolation refer only to outcomes being changes w.r.t. reference point. 1979 paper will take isolation more general.

P. 12: “Hence, it appears that over a reasonably wide range of assets the value function is approximately the same.”

Remarkably, for pure prospects (x, p, y) with x > y > 0, they take $CE(x, p, y) = y + CE(x - y, p, 0)$, which deviates from their 1979 version and is less satisfactory in the sense that it cannot be defined for nonquantitative outcomes.

P. 14 is explicit on the “two-stage” model (term not used there) where first probability judgments are made and then these are transformed as objective probabilities would. This is not explicit in the 1979 version, only some text on p. 281 paragraph 2.

uncertainty amplifies risk: p. 15 2nd para repeats the two-stage model, and writes: “In these cases, the regressiveness of uncertainty weights with respect to objective probabilities will be further enhanced by the tendency to overestimate low probabilities and underestimate high ones.” This is exactly the condition in my (oh well) 2004 psychological review paper. Wow!

P. 18: (SPT iso OPT): Although they here use a slightly different version of the PT formula than in their published 1979 paper, with utility of outcome differences rather than utility differences, this page and how it extends p. 12 clearly shows what they had in mind for many-outcome prospects.

Pp. 19 ff is very remarkable on dynamic consistency, already containing the
idea of Hammond (1988) and Burks (1977 Ch. 5), to derive independence from dynamic principles, and preceding both of these. Well, at least, they show it for the Allais paradox, but it is typical of any violation of independence. They first have choices between A1 and A2, and then their scaled-down versions B1 and B2. Then come the sequential C1 and C2. They first explain that from the prior perspective, due to RCLA, C1 and C2 are identical to B1 and B2. This is analyzing using dynamic consistency + RCLA, optimizing from the prior perspective. Then they explain that subjects, in a figure that presents the decision node in the 2nd stage, ignore the lower branch and take the 2nd stage choice in isolation. This is what Machina (1989) called consequentialism. Thus they show that to do the Allais paradox one either has to violate DC + RCLA or consequentialism. They claim it more generally, for the certainty effect (which in this paper they formally define as what they will later call subadditivity). They do not claim it in full generality for independence, but they are very close and deserve crediting. I realized this for their 1975 paper (preceding Ch. 5 in Burks 1977!) only 9 Dec. 2012, whereas for their 1979 published version I realized it around 2008.

P. 23: “In this theory insurance and gambling occur in spite of the value function, not because of it.” Nice, very explicit, statement.

P. 24: “Utility theory can be viewed as an attempt to eliminate the concept of attitude to risk or uncertainty and to explain risky choices solely in terms of attitudes to money or wealth.”

P. 25: “Value theory does not purport to account for all forms of risk-seeking and risk-aversion. Many factors not included in this theory (e.g., regret., social pressure, superstition, magical thinking) probably play an important role in risky choices. Value theory is an attempt to modify those assumptions of utility theory that are most severely violated, so as to achieve a more realistic account of choice behavior.”

**second-order probabilities to model ambiguity**: There is a whole section on Ellsberg (pp. 30-33) suggesting that Ellsberg is second-order probability (without RCLA), and then the somewhat far-fetched idea that people then treat 1st order probabilities of winning as outcomes and process them concavely, suggesting a kind of second-order-probability risk aversion. Note that this is a special version of the smooth ambiguity model of KMM (2005): It is already the smooth model when there are only two outcomes! (**event/outcome driven ambiguity model: outcome-driven**)

Whereas the 1979 paper is explicit about expected utility being normative, this
paper has a nice discussion on normative implications without ever committing to a normative status of expected utility.

**paternalism/Humean-view-of-preference**; P. 35: “The observation that people’s preference vary with the formulation of problems underscores the need for decision aids to help people make more consistent and rational choices.” P. 36 has this argument that, for example, regret must be accepted if it cannot be avoided: “If man is constructed in such a way that he is much more sensitive to gains and losses than to absolute wealth, then any attempt to maximize human welfare must recognize this fact. More generally, a normative approach to decision must take into account the nature of man as a pleasure machine.”

They call certainty effect what in their 1979 version they will call subadditivity. 


[Link to paper](https://doi.org/10.2307/1914185)

Merigó, Rocafort, & Aznar-Alarcón (2016) Table 2 and p. 402 wrote that this is the most-cited paper in business and economics. Kim, Morse, & Zingales (2006, Table 2) had it as the 2nd most cited.

I follow this paper here in writing $\pi$ rather than $w$ for the probability weighting function here.

**PT: data on probability weighting;**

risk averse for gains, risk seeking for losses; inverse-S; real incentives/hypothetical choice, p. 265;

P. 263, abstract: Certainty effect is defined as also implying possibility effect. This deviates from the common terminology in the field, and from most of their own other writings, for instance, their 1975 working paper, or Tversky & Fox (1995 p. 272).

P. 272: In this Allais paradox, in the figure with the decision node after the 1st chance node, the gains are maximally correlated giving a certainty-effect perception, whereas in the figure with the decision node before the chance nodes the outcomes are perceived as independent.

P. 273, in showing reference dependence, the authors take good care that the
decision situations are the same in terms of final wealth and that it must really be
the change in reference point.

P. 276 Eq. 2: Contrary to what many think, for prospects with two outcomes,
both nonzero, and either both gains or both losses, the value of a prospect \( x_p y \) is
NOT \( \pi(p)v(x) + \pi(p)v(y) \). P. 276 l. 15: “The evaluation of strictly positive and strictly
negative prospects follows a different rule.” What happens is that for such prospects, PT
is RDU w.r.t. \( w \) for gains, and RDU w.r.t. the dual of \( \pi \) for losses. That is, for \( x > y > 0 \) it is
\( \pi(p)v(x) + (1 - \pi(p))v(y) \). For losses with \( x < y < 0 \) it is also \( \pi(p)v(x) + 
(1 - \pi(p))v(y) \), meaning it is RDU with reflected \( \pi \) there. See Wakker (2022,
Theory and Decision).

**paternalism/Humean-view-of-preference**: p. 277:
The equations of prospect theory retain the general bilinear
form that underlies expected utility theory. However, in order
to accom[m]odate the effects described in the first part of the
paper, we are compelled to assume that values are attached to
changes rather than to final states, and that decision weights do
not coincide with stated probabilities. These departures from
expected utility must lead to normatively unacceptable
consequences, such as inconsistencies, intransitivities, and
violations of dominance. Such anomalies of preference are
normally corrected by the agent when he becomes aware
that his preferences are inconsistent, intransitive, or inadmissible.
In many situations, however, the agent lacks the
opportunity to discover that his preferences could violate decision
rules that he wishes to obey. In these circumstances the anomalies
implied by prospect theory are expected to occur.

Here they state that expected utility is normative. Kahneman (2003, *American
Economic Review, Papers and Proceedings*, p. 163) will state the opposite.

P. 277 explains reference dependence by saying that the utility function is a
book, each page describing it for a difference reference point, which metaphor
was also used by Edwards (1962, p. 116) be it not for utility.

P. 277: Many people erroneously think that, according to prospect theory,
preference depends only on the differences of outcomes with the reference point,
and not on the reference point otherwise. This is not so. For different reference
points the value function and probability weighting function (and loss aversion)
can be different. Here is what the authors write: “The emphasis on changes as the
carriers of value should not be taken to imply that the value of a particular change is independent of initial position.” But they then point out that the dependence is weak: “However, the preference order of prospects is not greatly altered by small or even moderate variations in asset position. The certainty equivalent of the prospect (1,000, .50), for example, lies between 300 and 400 for most people, in a wide range of asset positions. Consequently, the representation of value as a function in one argument generally provides a satisfactory approximation.” (The last sentence finished on p. 278.)

P. 277: decreasing ARA/increasing RRA: it suggests decreasing absolute risk aversion.

Pp. 278-279: that utilities are locally nonsmooth. At wealth level where you can buy a house, you have a high marginal utility of money.

P. 279 1st para: that concavity of utility for losses is more common than convexity for gains.

P. 279: risk seeking for symmetric fifty-fifty gambles. The authors do not think this and speculate that people are highly averse to such risks.

utility concave near ruin: P. 279 says that utility for losses may have concave regions for large losses, that necessitate changes of life style. Do not explicitly relate it to ruin.

P. 280: “decision weights … should not be interpreted as measures of degree or[of] belief.”

P. 280: “the decision weight attached to an event could be influenced by other factors, e.g., ambiguity.”

P. 281 top: what they call subadditivity in fact is subproportionality.

uncertainty amplifies risk (for inverse-S probability weighting): p. 281, penultimate para: “It is important to distinguish overweighting, which refers to a property of decision weights, from the overestimation that is commonly found in the assessment of the probability of rare events. … In many real-life situations, overestimation and overweighting may both operate to increase the impact of rare events” This relates to the preference condition in my 2004-Psych. Rev. paper! Similarly, p. 289 ll. 5-6: “Consequently, subcertainty should be more pronounced for vague than for clear probabilities.”

P. 281: subcertainty means $\pi(p) + \pi(1-p) < 1$.

P. 282: “The slope of $\pi$ in the interval (0,1) can be viewed as a measure of the sensitivity of preferences to changes in probability.” Then follows an error. The authors write that subcertainty implies low sensitivity. This is not so. Subcertainty is about the absolute level of probability, not about the change in
P. 282: “This quantal effect may reflect the categorical distinction between certainty and uncertainty.” [italics added] Here the quantal effect refers to a smallest unit of perception and discontinuity of $\pi$ at $p = 1$.

Pp. 282-283: that small probabilities can be overweighted or ignored.

P. 283: “probabilities of identical outcomes are combined in the editing or prospects.”

P. 283/284 point out that their theory may violate dominance and say that editing can prevent that, but then indirectly (through transitivity) it can still happen.

P. 286 ll. 2-4 point out that utility curvature works opposite to the overweighting of small probabilities.

P. 287 bottom: The authors write that utility, if final wealth is perceived, will be concave. I assume this means that they assume concavity of utility to be more rational than convexity. They also assume that then the reference point is at 0 and all outcomes are perceived as gains. Gains rather than losses seems to be plausible, but I cannot think of a 100% argument why not the reference point then is the maximum wealth level and all outcomes are perceived as losses.

P. 288 4th para claims that the extension of prospect theory to many-valued prospects is straightforward, but does not give the formulas and it might not be clear what they had in mind. P. 18 of their 1975 version does give the formula, and it says that for mixed prospect the separate-probability weighting formula of Edwards and others is to be used. This agrees with what most people have ascribed to prospect theory.

biseparable utility: Unlike what many think, biseparable utility is satisfied by the original prospect theory of this paper when restricted to gains or when restricted to losses.

P. 289 l. 1: The text says that PERCEIVED LIKELIHOOD primarily determine decision weights. This does not say that most of the nonadditivity is generated by cognitive factors, but goes a little bit in that direction. Here is the para: “The decision weight associated with an event will depend primarily on the perceived likelihood of that event, which could be subject to major biases [45] [Their Science 74 paper on heuristics and biases] In addition, decision weights may be affected by other considerations, such as ambiguity or vagueness. The work of Ellsberg [10] and Fellner [12] indeed implies that vagueness reduces decision weights. Consequently, subcertainty should be more pronounced for
vague than for clear probabilities.” (uncertainty amplifies risk)

The journal pushed the authors to produce preference axioms. Hence, the appendix has some, suggested by David Krantz, but it does not really axiomatize the theory. %}


{\% paternalism/Humean-view-of-preference: p. 124 seems to write:

“Though errors of judgment are but a method by which some cognitive processes are studied, the method has become a significant part of the message” %}


Seem to describe probability weighting function as “psychophysics of chance” on p. 344.


A long list of points on which the authors disagree with Gigerenzer’s criticisms. Many are misunderstandings or different wordings. For example, if Gigerenzer criticizes the Linda example for ignoring context and content, he means that the question how likely it is that Linda is a feminist bank teller can be taken by subjects as referring to conditional probability rather than unconditional as it is meant. This is different than K&T use the term. K&T reply here that they tested for this confound, but then, this is less clear, and, … In short, hard to judge for outsiders.

P. 582: “Similarly, the role of availability in frequency judgments can be demonstrated by comparing two classes that are equal in objective frequency but differ in the memorability of their instances.”

P. 582, about their biases and heuristics:

“However, it soon became apparent that although errors of judgment are but a method by which
some cognitive processes are studied, the method has become a significant part of the message”
(Kahneman & Tversky, 1982a, p. 124).

P. 589, last sentence of paper, on Gigerenzer’s emphasizing of relative
frequencies (reminds me also of the experienced-uncertainty approach of Erev et
al.):

“The view that “both single-case and frequency judgments are explained by learned frequencies
(probability cues), albeit by frequencies that relate to different reference classes” (Gigerenzer, 1991, p.
106) appears far too restrictive for a general treatment of judgment under uncertainty. First, this
treatment does not apply to events that are unique for the individual and therefore excludes some
of the most important evidential and decision problems in people’s lives. Second, it ignores the
role of similarity, analogy, association, and causality. There is far more to inductive reasoning and
judgment under uncertainty than the retrieval of learned frequencies.” %

Psychological Review 103, 582–591.

{\% See to write:

“As with the fruit fly, we study gambles in the hope that the principles that govern the simple case
will extend in recognizable form to complex situations” (p. xi). Lopes (1983) also used the
metaphor of what she spelled in one word as a fruitfly. %


{\% \%}

Kahneman, Daniel, Bernard Tursky, David Shapiro, & Andrew Crider (1969)
“Pupillary Heart Rate and Skin Resistance Changes During a Mental Task,”

{\% \%}

Kahneman, Daniel & Carol A. Varey (1990) “Propensities and Counterfactuals: The
Loser that Almost Won,” Journal of Personality and Social Psychology 59,
1101–1110.

{\% \%}

John Elster & John E. Roemer (eds.) Interpersonal Comparisons of Well-Being.
A good dish is enjoyed three times: when happily anticipating, during the eating itself, and when remembering in complete satisfaction.


Signal detection theory (“is this email genuine or malignent”) is reanalyzed using PT. Decentralized behavioral decisionmakers are biased toward underdetection, and system-level risk is consequently greater than in analyses predicated upon normative rationality.

{% Nicely points out that St. Petersburg paradox very crucially depends on RCLA, and on gamblers fallacy of people, after some tails, wrongly thinking that now heads must become more likely. %}


{% %}


{% Consider forms of additivity between full-force and comonotonic additivity, and characterize various special cases of the Choquet integral. %}


{% %}


{% %}


{% %}

revealed preference; They consider choice functions that cannot be represented by one preference relation, but by a number \( r \) of preference relations. Present some numerical results, such as limiting and maxmin, on \( r \).


ranking economists


HYE


information aversion; of people with possibly Huntington’s disease, only 5% take the test!%


Experiment plus desire to link individual and group behavior.

PT falsified: risk seeking for symmetric fifty-fifty gambles: they seem to find it.


Imagine Bayesian B1 can choose which signal to be revealed to another Bayesian B2, wanting to manipulate the latter. If this desire is common knowledge, can B1 still manipulate? The paper answers affirmatively. The signal can make B2’s preferred action, disfavorable to B1, more favorable in situations where it will be chosen anyhow, but make it more unfavorable in situations where this does change the choice. Concavity/convexity of utility also plays a role. I did not read the paper enough to see if meta-info considerations can play a role, with B2
guessing there may be signals making him go the other way but not revealed to
him. %}


{% They have a beautiful data set of Japanese insurance clients after the earthquake in
Kobe 1995 and Tohoku 2001. Insurance is enhanced by prior own exposure to
catastrophes, exposure by close people, whether the earth shaked so that one felt
it even if not directly affected (§5.2), and other things. Well-known biases such as
availability and representativeness are also found. Remarkably, there is also a
gambler’s fallacy. Neighboring regions of an earthquake area took less insurance
(p. 132 end of 2nd para).

The findings of this paper are not very surprising; with the gambler’s fallacy
just described it feels like for every finding there is a fallacy fitting with it. But it
is good to see things confirmed in a valuable data set.

P. 93 §3 cites underinsurance against catastrophes. %}


{% information aversion?? Games with incompete information, value of
information %}

Kamien, Morton I., Yair Tauman, & Shmuel Zamir (1979) “On the Value of
Information in a Strategic Conflict.”

{% foundations of probability %}

Kamlah, Andreas (1983) “Probability as a Quasi-Theoretical Concept—J.V. Kries’

{% Reviewed in JMP 34, 336-363, by Harold P. Lehmann, extensively and nicely %}

*Machine Intelligence and Pattern Recognition*, Vol.4.” North-Holland,
Amsterdam.

{% %}

{\% Differences in optimal income taxation if analyzed using prospect theory iso EU. \%


{\% decreasing ARA/increasing RRA: seem to give thought experiment criticizing constant RRA. \%


{\% \%


{\% \%


Seems to be a well-known paper on total absence of information.

ordering of subsets: show that a betweenness axiom for average-utility representation and the additivity axiom (called monotonicity) for qualitative probability are incompatible on sets of 5 or more elements.


conservation of influence: seems to open with:

“All of nature, as far as it is within the reach of his power, is subjected to the will of man, with the exception of other men and reasonable beings. From the point of view of reason, the things in nature can only be regarded as means to ends, but man alone can himself be regarded as an end. … Animals, as well [as unreasonable things], have no value in themselves, since they have no consciousness of their existence – man is the purpose of creation; nevertheless, he can also be used as a means by other reasonable beings. However, man is never merely a means; rather he is at the same time an end. For example: If a mason serves me as a means to building a house, I serve him, in turn, as a means to acquire money. … The world, as a system of ends, finally has to
contain a purpose, and this is the reasonable being. If there existed no end, the means would serve no purpose and would have no value. — Man is an end. It is therefore contradictory that he should be a mere means. — If I am making a contract with a servant, he has to be an end as well, just as I am, and not merely a means.”


{\% free will/determinism: seems to have written that you have to act under the presupposition, even if illusion, of free will.
Seems to have written on free will being only our imagination:

“Daher ist Freiheit nur eine Idee der Vernunft, deren objekive Realität in sich zweifelhaft ist, Natur aber ein Verstandesbegriff, der seine Realität an Beispielen der Erfahrung beweiset und notwendig beweisen muss.”

Translation: [“Therefore freedom is only an idea of “Vernunft,” whose intrinsic objective reality is questionable, nature however is a concept of “Verstand,” which proves, and necessarily has to prove, its reality by examples of experience.”] Here Vernunft and Verstand are two different terms for rationality with subtle differences, Verstand being more practically oriented.


{\% Distinguishes between extensive (kind of cardinal) and intensive (kind of ordinal) measurement.\%

Kant, Immanuel (1781) “Kritik der Reinen Vernunft.” Johann Friedrich Hartknoch, Riga.

{\% p. 28 seems to write: “I call it the law of the instrument, and it may be formulated as follows: Give a small boy a hammer, and he will find that everything he encounters needs pounding.” He also seems to write: “It comes as no particular surprise to discover that a scientist formulates problems in a way which requires for their solution just those techniques in which he himself is especially skilled.” (ubiquity fallacy)\%


{\% foundations of probability.\%}


By measuring how much people are willing to pay for reducing mortality risk, the income elasticity of the value of a statistical life can be measured. Note here how utility is measured through probability of survival = 1 – mortality risk, very similar through the modeling of utility through the probability of gaining a prize (Roth & Malouf 1979). The income elasticity of statistical life must then also be 1 – power of utility of income; i.e., the RRA index of the utility function of income. Income elasticities of statistical lives typically found in the literature ranges around 0.5. The author now only refers to RRA indexes found in finance and macroeconomics, which are around 2, and considers the discrepancy a paradox. However, in individual choice experiments in laboratories, RRA indexes of 0.5 are typically found, and the paradox is resolved!


Equity-versus-efficiency: If criteria other than individual utility, such as equity, are considered, then sometimes some of individual utility must be sacrificed to equity. By reshifting and continuity this can lead to a situation where, for equity considerations, all individuals sacrifice some utility, which violates the Pareto principle defined in a narrow sense.


Risk utility $u = \text{transform of strength of preference } v$: In §1 the authors adopt the assumption that intertemporal utility $Z(.)$ is a composition $W(U(.))$, with $U$ a risky vNM utility and $W$ something like a welfare function. It is reminiscent of the Dyer-Sarin risky-riskless utility difference, although the authors do not cite this strand of literature but work from scratch. The authors blame other authors who use different models, such as the cynical “in excellent company” on p. 126 middle. Then there follow many discussions of the chosen composition, again criticizing everyone who did it differently.


Questionnaire versus choice utility

Abstract. Since the work of Pollak and Wales (1979), it is well known that demand data are insufficient to identify a household cost function. Hence, additional information is required. For that purpose I propose to employ direct measurement of feelings of well-being, elicited in surveys. In the paper I formally establish the connection between subjective measures and the cost function underlying the AID system. The subjective measures fully identify cost functions and the expenditure data do this partly. This makes it possible to test the null hypothesis that both types of data are consistent with one another; i.e., that they measure the same thing. I use two separate data sets to set up a test of this equivalence. The outcomes are somewhat mixed and indicate the need for further specification search. Finally, I discuss some implications of the outcomes.

{% dominance violation by pref. for increasing income; Use panel data, so, no real incentives and hypothetical choice, to do an alternative to Barsky et al. (1997). Model with habit formation suggests more utility curvature than without (so, additive separability over time).

P. C147: under assumption of intertemporal separability, they find power (\(= 1 – \text{relative-risk-aversion index}\)) of about \(-0.94\), and if they allow for violation of intertemporal separability then they get \(-3.8\) (p. C150 Tables 3 and 4, where \(\rho = 1 – \text{power and they give ln}(\rho)\))

intertemporal separability criticized: p. C151: “The main finding of our empirical analysis may be the rejection of intertemporal additivity.” %}


risky utility \(u = \text{strength of preference v (or other riskless cardinal utility, often called value)}\)


Karmarkar, Uday S. (1979) “Subjectively Weighted Utility and the Allais Paradox,”
*Organizational Behavior and Human Performance* 24, 67–72.


{\% state-dependent utility \%

{\% state-dependent utility: Assumes in Harsanyi-style model that best and worst state of each agent have the same utility, and, thus, can compare utility units. The importance weights that can now be derived, should all be the same under impartiality. The probability, under the veil of ignorance, of being some future individual is not objectively given, but is to be inferred as subjective from the social planner’s preferences. \%


{\% Assumes bounded state-dependent utility. Utility is then normalized, it is assumed that the range of utility is the same across different states of nature. That is, extreme outcomes have state-independent utility. They can then be used to elicit probability. P. 482: “This definition of subjective probability involves a convention, namely, the normalization of the event-dependent utility functions … so that their least upper bounds and the largest lower bounds coincide.” \%


{\% tradeoff method is used for theoretical purposes, in variation of Karni, Schmeidler, & Vind. \%


{\%

\% **criticisms of Savage’s basic framework**: People usually follow Savage routinely in taking states-consequences-acts as he does, and don’t seem to be aware that there is quite some arbitrariness in it, first, in how we define what as function of what mathematically, but second, to what extent things are independent from each other causally. I like Luce’s work in the sense that he models these things in a provocatively different way. Karni also challenges these foundational aspects. The present paper makes things tangible because it does not just say things, but it formalizes and axiomatizes. The primary point of the paper is, therefore, for me that it brings new and different insights into the primitives of decision under uncertainty.

Given each action, there is a traditional framework with effects playing much the role of states of nature, not influenced by what the agent does (given the action chosen!). At the same time, there is place for influence of the agent on resolutions of uncertainty, and this is through the influence of actions on the effects. Accordingly, effects can also carry value, and not only be sources of uncertainty. This is clear by the general framework plus a specification where they “happen” not to carry value.) \%


Action-dependence and effect-dependence are used to avoid the use of states of nature. \%


For an event $E$, the well-known matching probability $p$ is defined through $100\epsilon_0 \sim 100p_0$. This paper discusses the well-known Becker-DeGroot-Marschak method for eliciting this $p$. Karni & Safra (1987) discussed the general BDM (Becker-DeGroot-Marschak) mechanism too from a theoretical perspective. §30.5 of Holt (2007) used BDM to elicit matching probabilities as recommended by this paper, and did experiments with it.


Maxmin expected utility is applied to a principal-agent situation.


The action-dependent model of the author is applied with medical interpretations. Interestingly, the model could be taken as axiomatization of willingness to pay for health.


His model has bets that are a sort of side payments. This makes it possible to measure and axiomatize all kinds of dependencies that cannot be so in classical models, such as act-dependent probabilities and dependence of decisions on information set. *tradeoff method*: used theoretically.

{% Assume transitivity and nontriviality throughout. Schmeidler (1971) showed, for connected topological spaces, that continuity (both for open and closed sets) implies completeness. Dubra (2011) & Galaabaatar (2010) showed similar results in the vNM EU context. This paper does so too, combining all the above, and showing that it matters much if and how one takes weak or strict preference as primitive. It also gives new results on indiffERENCE versus incomparability. %}


{% %

{% Generalizes his 2011 ET paper by incorporating effect-dependent risk attitudes that can also depend on their actions. tradeoff method: used theoretically. %}


{% Uses the Anscombe-Aumann model, studying conditional incompletenesses, where familiar events have conditional completeness. Also considers sources of events, citing Chew & Sagi (2008). %}


{% https://doi.org/10.1007/s00199-018-1162-4
Subjects choose between bets with known and unknown probabilities. Extra is that they can choose for delays, i.e., for continued flexibility. Under some assumptions, this can be used to elicit 2nd order probabilities and sets of priors. %}

Outcomes are determined not only by acts but also by theories. A realized outcome of an act informs about theory.


This paper opens with a discussion on the problematic nature of the completeness condition for preference. It then turns to Karni (2021) who proposed random choice to reflect incomplete preference, where it is random what the correct utility function is. This paper adds a proposal for eliciting the agent’s private info on beliefs about that right utility.


On what the title says. §2.1 describes Savage’s (1954) contribution as the first big bang in decision under uncertainty.

§2.5, p. 229, describes Schmeidler’s idea of using the Anscombe-Aumann framework (properly credited to Fishburn 1970 by the authors) for ambiguity as the second big bang in decision under uncertainty. The authors are very positive about the AA framework. I have often expressed more negative judgments: The AA framework was adopted to simplify the mathematical work, but at a nontrivial cost: expected utility for risk and a backward-induction type optimization over two stages or, equivalently, a separability of singleton ambiguous (horse-race) events, misleadingly called monotonicity, which is not appropriate for nonEU with ambiguous events.

P. 229: “Savage’s most brilliant measuretheoretic approach was not so easily extended beyond its original domain and this was a main reason why so little happened in the field for
decades after his 1954 masterpiece."

P. 230 argues for the plausibility of quasi-convexity of preference w.r.t. probabilistic mixing, i.e., Schmeidler’s (1989) uncertainty aversion, which I again disagree with.

They list all Schmeidler’s contributions to decision theory. %}


End shows that for BDM (Becker-DeGroot-Marschak), for every nonEU there exists a lottery where BDM does not give right certainty equivalent if subject does RCLA. %}


Dynamic consistency; nicely described by Epstein (1992, p. 51); according to Karni & Schmeidler (1991, p. 407), they assume RCLA and forgone-branch independence (often called consequentialism) implicitly. %}


Dynamic consistency %}

dynamic consistency: favors abandoning time consistency, so, favors sophisticated choice (what they call behavioral consistency); Best ref. for defense sophisticated choice. 


inverse-S


dynamic consistency; introduction strongly suggests that they consider “behavioral consistency” (which is sophisticated behavior) to satisfy dynamic consistency. They use DC (dynamic consistency) in a weak sense. Behavioral consistency entails forgone-branch independence, time neutrality, weak DC, RCLA, and violates strong DC; i.e., DC à la Machina.


A theorem reminiscent of Karni, Schmeidler, & Vind (1983), state-dependent expected utility, with conceivable every probability distribution over the state space.


Ω is a set of states of mind ω, and for every ω, ≽ω is a preference relation. Acts are in the Anscombe-Aumann model. Preferences are over menus; i.e., subsets of acts. An act induced by a menu assigns to each ω the best act from the menu according to ω. Acts induced by menus are evaluated by having a subjective probability on Ω and then take the probability-weighted average EU given each ω, where the EU is ω dependent. Preferences over hypothetical acts are involved where acts conditioned on different moods are compared, where the authors take them as hypothetical and not revealed-preference based. The model is related to many random-choice models and menu-models in the literature. The paper extends many results of Karni & Schmeidler (1980, working paper) and Karni (1985), linking those to modern models.


Test preference for fairness if it concerns probabilistic fairness.


Utility depends on probability.


SIIA/IIIA; revealed preference.


criticisms of Savage’s basic framework; 

**updating: discussing conditional probability and/or updating**

According to the traditional Bayesian framework, every new observation is a subset of the universal state space, which shrinks and shrinks. In this paper, new observations enlarge the state space and open new possibilities not thought of before. Hence the nice title.

They give an axiomatization. They do not use the usual Savage framework where states and consequences are given as primitives, but take acts and consequences as primitives, and then all states are all maps from acts to consequences (à la Schmeidler & Wakker 1987). Thus, discovering new outcomes or new acts enlarges the state space. It can be taken to model unforeseen events or unawareness. They use the Anscombe-Aumann framework. An invariance axiom (awareness consistency) ensures that expanding the model does not affect the preferences already there.


**updating: discussing conditional probability and/or updating**

Generalize their 2013 American Economic Review paper from EU to probabilistic sophistication, while, in particular, maintaining the updating results.


**updating: discussing conditional probability and/or updating**

Use the reverse Bayesianism approach and get preference-based utility of, for instance, unimaginable or even nonexisting outcomes.


**Harsanyi’s aggregation**

{% information aversion: higher anxiety seems to give lower compliance with self-examination guidelines in woman with a family history of breast cancer. (decision under stress) %}


https://doi.org/10.3390/g13010013

Characterization of random rank-dependent expected utility for finite datasets/prizes. Find empirical evidence violating random expected utility, but fitting with random rank-dependent expected utility. %}


{% Test the sure-thing principle in the Ellsberg paradox. Find that framing affects choices, with saliency of common outcomes reducing violations of the sure-thing principle. The consider different dynamic framings (dynamic consistency). They also asked subjects how they thought about it. They do not really discuss true preference. %}


{% For loss aversion, Peeters & Czapinski (1990) and others discussed whether people really suffer more under losses than they are happy under gains, or whether this is not so but people still overweight losses, and tested it using introspective measurements. This paper does the same for discounting, whether people (think they) feel less in the future (“anhedonia”), or feel the same but still

...
weigh the future less. The novelty is not in putting up this question, unlike the suggestion in the abstract, because the authors give many references, but it is in testing it. So, the authors conjecture that people underestimate future feelings. In other studies they have investigated the “impact bias,” claiming that people overestimate future effects. Footnote 1 on p. 1534 explains that these are “fully consistent” because we may be overestimating future effects but, simply, be overestimating all present effects even more. Experiment 1b tries to demonstrate anhedonia by seeing if WTP in the future will be smaller than now. I wonder if WTP in the future is not also subject to anhedonia. In experiment 2a the authors show that not all subjects are completely driven by one bias, which however does not show that the bias would be completely absent. %}


{**Dutch book:** Consider a version of book making between regular book making and comonotonic book making, where comonotonicity is imposed on the acts of one side of the book but not the other. The condition is necessary and sufficient for Choquet expected utility with linear utility and a convex capacity. It is the linear-in-payment analogue of the linear-in-probabilistic-mixing results of Wakker (1990, *Journal of Economic Theory*). %}


{**dynamic consistency; updating: nonadditive measures:** Do what title says, for uncertainty (not risk). Do CEU (Choquet expected utility) with linear utility, DC (dynamic consistency) with violation of weak consequentialism (forgone-event independence), has updating of weighting functions. P. 32 bottom: one can consider discounted expectation or expected discounting. %}

The first sections pp. 177-181, present new ways to detect not only selection bias but also its size. Not of interest to me now. The rest of the paper I enjoyed much. Although I must have read 100 papers on this topic, as this annotated bibliography shows, this paper brings me many new insights. It properly distinguishes between the perspective of helping decision making, for which surprising results are most useful, and giving unbiased info, for which nonsurprising results are useful. P. 184 2nd para has a nice example, in my words: 100 tests, each of a different medicine, all equally clever. If one finds, surprisingly, that its medicine works, and the other 99 unsurprisingly that their medicine doesn’t, then the former deserves pages in a top journal, and the other 99 don’t. The surprising finding is most decision-relevant.

P. 184 middle: “there is a deep tension between relevance for decision-making and replicability in the design of publication rules.”

P. 186 2nd para: “there is little reason to assume that this cutoff provides a good tradeoff between size and power”: hits the nail on the head

The paper nicely distinguishes the single-decision maker perspective, in which case prior registration serves no purpose at all because of dynamic consistency, and strategic social aspects, for which prior registration may be useful (p. 187 penultimate para). Kasy & Spies (2021) provide a mechanism design for the case.

P. 188: “if researchers have many choices (degrees of freedom) for their analysis—there are many forking paths—and if communication costs are high (there is a lot of private information) [that is not entirely the same!], then pre-analysis plans can improve the welfare (statistical risk) of readers. If, on the other hand, researchers face a small number of choices and private information is limited, the reader might be better off without requiring a pre-analysis plan.

P. 188 3rd para: “publication decisions that do not depend on findings …. is required if our goal is validity of conventional inference. However, such independence is not necessarily desirable if our objective also includes other criteria, such as relevance and plausibility.”

P. 188 penultimate para mentions journals for replications and null
results.

P. 189 top: “Above, we have argued that alternative objectives—relevance for decision-makers, statistical validity, plausibility of published findings—can lead to conflicting recommendations for reforms of the publication system.”

I reproduce virtually the whole p. 190 (of the conclusion):

“Let us conclude by taking a step back to consider what the debates around replicability and selective publication imply for the foundations of statistics. One of the main foundations of statistics is statistical decision theory. The activity of statistics as conceived by decision theory is a rather solitary affair. There is just the researcher and the data, and the researcher has to make some decision based on the data: estimate a parameter, test a hypothesis, and so on. This perspective can be extremely useful. It forces us to be explicit about our objective, the action space, and what prior information we wish to incorporate (for example, in terms of the statistical model chosen, or in terms of a Bayesian prior, or in terms of a set of parameters for which we wish to control worst-case risk). The decision-theory perspective makes explicit the tradeoffs involved in the choice of any statistical procedure.

But this decision-theory perspective also has severe limitations, as evidenced by the discussions around p-hacking, publication bias, and pre-analysis plans. It is hard to make sense of these discussions from the vantage point of decision theory. For instance, why don’t we simply communicate all the data to the readers of research? If we took decision theory literally, that would be optimal. After all, communicating all the data avoids any issues of selection as well as any waste of information. In practice, as consumers of research, we of course do prefer to read summaries of findings (“X has a big effect on Y, when W holds”), rather than staring at large unprocessed datasets. There is a role for researchers who carefully construct such summaries for readers. But it is hard to make sense of such a role for researchers unless we think of statistics as communication and unless there is some constraint on the attention or time or information-processing capacity of readers.

Relatedly, what is the point of pre-analysis plans? Their purpose is often discussed in terms of the “garden of forking paths” of specification searching. But taking the perspective of decision theory literally again, there is no obvious role for publicly committing to a pre-analysis plan in order to resolve this issue. Researchers might just communicate how they mapped data to statistics at the time of publication. To rationalize publicly registered pre-analysis plans, we again need to consider the social dimension of research; in ongoing work (Kasy and Spiess 2021) we do so through the lens of mechanism design.”

The authors in some places seem to equate private info with costs of info, and never one, small, argument for publication decisions prior to results: that it is fairer to reward researchers. %}

{\% Reviews and compares the performance of several optimization theories and several heuristics in several contexts, depending on information available and so on. Pleas for a mixed use of both approaches. {\%}


{\% %}


{\% %}


{\% %}


{\% %}


{\% https://doi.org/10.1177/0272989X211065471

A review of health utility in breast cancer. Studies with direct utility measurement (18, 22%) still mostly use standard gamble (SG), followed by time tradeoff (TTO) and visual analog scale (VAS). But more studies (55, 69.6%) measure several attributes and then aggregate them as in multiattribute utility. 6 studies (7.6%) combine them. Of the direct ones. 7 (38.9%) searched for inconsistencies, to be coirrected. %}


The authors discuss randomization in maxmin EU, e.g. (pp. 1160-1161) the Raiffa (1961) argument that can be taken to remove ambiguity if the randomization is conditioned on the horses but not at all remove ambiguity if ambiguity is conditioned on the randomization. They use the original Anscombe-Aumann framework with randomization both before and after the horse race. They axiomatize a double maxmin EU model. It is like maxmin EU, but there is not one set of priors, but there is a collection of sets of priors, and one also minimizes over this collection. The authors point out that their paper is close to Saito (2015).
The intro is characteristic of traditional ambiguity-literature thinking: Ambiguity aversion is suggested to be universal, is ascribed to Ellsberg even though Ellsberg himself emphasized that ambiguity aversion is not universal, and it is automatically assumed that ambiguity means that there must be a set of priors.

P. 1162 penultimate para: The authors assume that the probabilities used in Anscombe-Aumann need not be objective but can be subjective, to be revealed from preference. Problem is that these probabilities are used as inputs in the axioms, which is undesirable if they are subjective. %


{% free will/determinism: Beginning nicely summarized different views. The author argues for being agnostic on it. %}


{% information aversion %}


{% N = 240 subjects. Did individual decisions under ambiguity, decisions after discussions, and group decisions. The interactions with others generated moves in the direction of ambiguity neutrality, which can be interpreted as moves towards rationality.%

Certainty equivalents were obtained for binary gambles, with degrees of ambiguity manipulated by providing probability intervals. The actual compositions were determined by randomly and uniformly drawing the probabilities from the intervals, which is the same as having the midpoint of the interval as objective probability. But subjects were not told this, and were only told that the true composition was “determined by chance” (p. 63). They used random incentive system for real payment.

P. 63 explains that they did not really control for suspicion other than tell subjects that the compositions of the ambiguous urns had really been determined by chance (which had not been specified further), and citing two references that it
should be no problem.

P. 64 Table 3 gives the data with average CEs for all the Bayesian-probability (interval-midpoints) levels used: \( p = 0.20, 0.50, 0.80 \), with also some risky choices at \( p = 0.35 \) and \( p = 0.65 \). As the \( \Delta \) size of the interval increases, so does ambiguity. Decreasing CEs as ambiguity increases (so, ambiguity aversion) happens mostly at \( p = 0.5 \), but maybe rather than looking at those absolutely we should look at them relatively to risk premium. For \( p = 0.20 \) it is close to ambiguity neutrality, more than for others, but things are not very clear or pronounced (ambiguity seeking for unlikely). Table 5 gives similar things with percentages of subjects/groups being ambiguity averse/seeking. %


{% Z&Z, time preference; classical reference to argue that discounting for costs should be the same as for benefits, the “Keeler-Cretin paradox” %}


{% Z&Z %}


{% Z&Z %}


{% Kimball showed that \( v \) is more prudent than \( u \) if the derivative \( v' \) is a transform of \( u' \) with positive second derivative (so, convex). This paper shows that \( v \) is more downside risk averse than \( u \) iff \( v \) itself is a transform of \( u \) itself that has positive third derivative. %}

\[
\frac{u''}{u'} - \frac{3}{2} \left( \frac{u''}{u'} \right)^2,
\]
previously shown to be a good index of aversion to downside risk, has been known before in the maths literature as the Schwarzian derivative. It is discussed in this paper.%


% Seems to have argued that failures of independence indicate poor structuring of the attributes. Parnell et al. (2013) review papers resulting from Keeney’s book.


% Argues that structuring is more important than the quantitative analysis (abstract). P. 195 argues that of 10,000 decisions, 10 can benefit from quantitative decision analysis as things are today. P. 196 writes that it should become 1000 out of 10,000: “The opportunity and challenge of the field of decision analysis is to have its concepts and ideas used on all of those 1,000 problems worth thinking about, rather than just 6 of the very complex ones that have an experienced decision analyst involved.” The paper presents an enthusiastic plea for decision analysis.

Keeney is most known for his 1976 textbook with Raiffa, explaining expected utility, utility independence axioms for multiattribute utility, and applied utility measurements. Expected utility is for decision under risk/uncertainty, a small part of our decisions and life. The quantitative techniques provided by it, and the multiattribute utility measurements, using simple choices to derive more complex ones, and they provide particular quantitative tradeoff techniques that are only of some use in very particular situations. Many researchers too much think, and suggest, that their particular work is relevant to too much in life. This paper went too far that way too (*ubiity fallacy*). Although the author nicely clarifies that of 10,000 decisions in our life, most don’t need decision analysis, he still too much puts the EU techniques forward as important. Again and again he overly quickly goes for his EU-multiattribute techniques (with probabilities to be
assessed, for instance) as the one and only thing to do.

To illustrate my criticism, I give three citations:

(1) “To analyze alternatives, one typically requires a list of key uncertainties, assessments of probabilities for these uncertainties, a decision tree, value tradeoffs, and a quantified attitude toward risk [risk tolerance]. Subjective judgment is necessary to specify each of these.” (p. 198 2nd column 3rd para)

(2) “Decision analysis should guide all of our thinking about decisions.” P. 200 3rd para

(3) “Decision analysis is useful for resolving all decisions worth thinking about.” P. 201 2nd para

There are many other texts like the above ones. Had the author not worked on uncertainty all his life, but on intertemporal choice, then he would have written, instead of the above citation (1): “To analyze alternatives, one typically requires a list of future gains and losses, assessments of approximate times points of receipts of those gains and losses, a decision tree, value tradeoffs, and a quantified attitude toward discounting. Subjective judgment is necessary to specify each of these.” Had the author worked in game theory, it would have been: “To analyze alternatives, one typically requires a list of key opponents, assessments of their strategies and interests, a game tree, noncredible threats, and a quantified utility function for each opponent. Subjective judgment is necessary to specify each of these.”

As the saying goes, give a small boy a hammer, and he will find that everything he encounters looks like a nail in need of pounding.

The broadenings in §7 help but stay too close to the techniques. %}


Apply some multiattribute utility techniques from Keeney & Raiffa (1976) to the case where attributes are different persons, to get a weighted average of individual utilities. %}


decreasing ARA/increasing RRA???

real incentives/hypothetical choice: §1.4.3, p. 18, discusses the necessity for decision analysis to use hypothetical choice, so as to clarify real choice.

substitution-derivation of EU: very concisely, on pp. 133-134, §4.1.1.

utility families parametric: Table 4.5, p. 173

risky utility $u = \text{transform of strength of preference } v$, latter doesn’t exist, because they let value function be ordinal; Digression in §4.4.1, p. 150, makes it very clear that they think so. They say very explicitly that vNM utility and economists’ utils are very different, adding on utils:

“which are never explicitly defined.”

real incentives/hypothetical choice: §1.4.3 explains that hypothetical choice is crucial in decision analysis.

§3.4.7: the midvalue splitting technique; does like tradeoff method, only, quite inefficiently, uses a different gauge each time to find for each pair a midpoint!?

§3.4.8: a hypothetical example of a hypothetical-choice utility measurement.

§4.9: example of hypothetical utility measurement.

§4.9.5, p. 199 middle (risk averse for gains, risk seeking for losses):

“Experience has indicated that, often in practice, the decision maker may seem to be risk averse in the entire range except for small negative amounts.” This section gives a (hypothetical) example of how reconciling inconsistencies improves the insights of the client.

§5.7: If attributes do not satisfy independence conditions, maybe we can redefine the attributes to re-obtain it.

§5.8.3 discusses cross-checks, concerning different shapes of multiattribute utility.

§6.5, p. 295. Theorem 6.4: Additive iff Fishburn’s (1965 Eq. 5) marginal independence. (restrictiveness of monotonicity/weak separability).

dynamic consistency: Meyer, Richard F. (1976) “Preferences over Time.” Ch. 9 in the book. P. 480 uses term “pairwise invariance” for Koopman’s stationarity, restricted to tradeoffs between time point $i$ and $i+1$, for each $i$.

Kirsten&I: §9.2.2 does discounted utility for finitely many time points, 9.2.3 extends to countably-infinite.

§10.2.1, p. 524: Arrow’s impossibility theorem shows that you need
interpersonal comparisons. (Arrow’s voting paradox ==> ordinality does not work)

simple decision analysis cases using EU: §7.4 (p. 390 ff.) has no EU but only MAUT in their usual way. %}


{\% revealed preference \%}


{\% \%}


{\% probability communication: at least, risk communication.

Investigate how numeracy is related to proper processing of info. (cognitive ability related to risk/ambiguity aversion). %}


{\% probability communication: show that format of showing probabilities depends on way of presentation, interacting with numeracy. (cognitive ability related to risk/ambiguity aversion) %}


{\% \%}

P. 740 last para writes that if test of s.th.pr. uses transparent presentation, subjects may resort to cancellation, citing Kahneman & Tversky. This goes a bit in direction, but does not really say, that compliance with a principle in transparent formulation need not reflect true preference but may be just simple heuristic. 


{% Seems to have proved, already way before Shapley (1971), that a convex capacity has a nonempty core. %}


{% p. 127 indicates that the authors use monadic testing, a common technique in marketing, where subjects are not asked to compare choice alternatives, but evaluate a choice alternative in isolation. This technique avoids contrast effects. This is what Tversky & Fox (1995) introduced for the Ellsberg paradox test of ambiguity aversion. %}


{% P. 272: Review some applications of ambiguity to game theory. Use maxmin EU model. Study equilibria for cheap talk theoretically. %}


{% Introduced his well-known Kelly criterion, amounting to maximizing the logarithm of wealth. It usually implies primarily minimizing the probability of ruin (outcome 0). In a repeated growth process where wealth is changed multiplicatively, as with investing, round after round, with infinitely many rounds, and where the strong law of large numbers (LLN) can be applied to these multiplicative changes, the Kelly criterion gives the growth process that is optimal with probability 1. If the Kelly criterion deviates from expected value... %}
maximization (it is more risk averse), then which is more relevant depends on the stochastic nature of the process, which determines whether the LLN can be applied to additive or multiplicative changes. 


Follow up on their earlier experiments, testing predictions by Eichberger & Kelsey (2002). They measure ambiguity attitudes in individual Ellsberg urns. They also consider choices in games where there is an action giving a sure outcome, but not part of a traditional Nash equilibrium. If subjects go for it, then they interpret it as ambiguity aversion. It could also be risk aversion, but they have a good argument against this in the conclusion on p. 403: “Future research on this area should be more careful to control for subjects’ risk attitude. However, given the relatively small stakes, Expected Utility Theory would predict that subjects were approximately risk neutral. A similar argument does not apply to ambiguity. Choquet Expected Utility (CEU) or Maxmin Expected Utility (MEU) preferences have a kink. Consequently, ambiguity aversion may be seen even when the stakes are fairly small. Thus, it is not unreasonable to believe that most of the motivation for choosing the certain action is ambiguity aversion.”

Abstract: They find more effect of ambiguity in the game than in individual choice. They also find context dependence of ambiguity attitudes, with ambiguity seeking (ambiguity seeking) in individual choice but ambiguity aversion in the game, which can be a kind of source dependence. P. 413 (in the Conclusion) writes: “In addition, we note that subjects’ ambiguity attitudes appear to be context dependent: ambiguity loving in single-person decisions and ambiguity averse in games.” I do not understand the claim of ambiguity loving in individual choice because §5.3, p. 398 reports 73% of subjects choosing in an ambiguity averse way in the standard three-color Ellsberg urn. Probably the slightly negative relation between ambiguity aversion in the game and in the Ellsberg urn (p. 395 last para & p. 396 top) made the authors write this. The ambiguity in the game, about opponent’s choice, goes in the direction of natural uncertainty (natural sources of ambiguity).

P. 382 end of §3: Subjects liked to gamble on color blue because they like that color. Chinese students like to gamble on the color red. (testing color symmetry in Ellsberg urn: violated)

P. 388 l. 3: “Risks are said to be ambiguous if the probabilities of possible outcomes are unknown and it is difficult or impossible to assign subjective probabilities to them.”

P. 388 2nd para states the prediction of Eichberger & Kelsey (2002) confirmed here empirically: “In the case of strategic substitutes [competitive], increasing the level of ambiguity would shift the equilibrium strategies in an ex-post Pareto improving direction, whereas for strategic complements [cooperative], an increase in ambiguity would have the opposite effect.”
P. 393 last para: for each subject, one randomly chosen game and one randomly chosen individual decision were implemented for real, giving some income effect.

P. 394: They let computers simulate Ellsberg urns. The composition was determined probabilistically, so that it in fact is 2nd order probability (second-order probabilities to model ambiguity). It is not clear to me if they informed subjects about this.

P. 395 last para & p. 396 top: Ambiguity aversion in different games was positively related. But it was even slightly negatively correlated with ambiguity aversion in the individual choices in the 3-color Ellsberg urn.

P. 403 last para: “It is our belief that subjects find it more ambiguous to make decisions against other people than against the random move of nature, over which everyone is equally powerless. This might even explain why people are more concerned with scenarios involving political turmoil or war—situations dependent on other people, but appear to discount the seriousness of possible natural disasters or climate change related catastrophes—which are beyond anyone’s control.”


\textbf{ambiguity seeking for unlikely}: p. 529: write in beginning that unlikely uncertain events are overweighted, leading to optimism, but that they will assume universal pessimism nevertheless for reasons of tractability.


\% Seems to have said or written:

“\begin{quote}
I often say \ldots that when you can measure what you are speaking about, and express it in numbers, you know something about it; but when you cannot measure it, when you cannot express it in numbers, your knowledge is of a meager and unsatisfactory kind; it may be the beginning of knowledge, but you have scarcely, in your thoughts, advanced to the stage of science, whatever the matter may be."
\end{quote}

It is often referred to, briefly, as “science is measurement.”

The Cowles Foundation took this as its motto in its first 20 years (1932-1952), writing it on every book and report. See Christ (1994).

\% Regular name was William Thomson, but was given the title Lord Kelvin. A famous physicist. \%

Kelvin, (Lord Kelvin) (1886) I have no concrete reference, seems to be May 1886.


\% \textbf{PT, applications}: PT gives some better explanations for paradoxes in transportation theories.

\begin{quote}
Take outcomes that are combinations of time and money. Do not consider tradeoffs between them, but just consider one pair \(x, 0\), and \(-x\), with \(x \in \mathbb{R}_+^2\) assuming that for basic utility \(u\) we have \(u(-x) = -u(x)\), so that \(|U(-x)/U(x)|\) is loss aversion. They took \(x = (30\) minutes, €5), and considered prospects with only outcomes \(x, 0,\) and \(-x\). They use Ellsberg urns with 10 colors, where the urns have known or unknown compositions. The unknown urn was generated by a meta-lottery, so that in fact it was two-stage ambiguity. \textbf{(second-order probabilities to model ambiguity)}. They derived probability weighting with a
system similar to the preference ladders of Wu & Gonzalez (also in van Assen 1996), which gives a sequence of probabilities 0, p₁, ..., pₙ < 1 that are equally spaced in probability weighting, and then they did parametric fitting. I am not sure how the weight w(pₙ) < 1 was determined. They used the Tversky & Kahneman (1992) and Prelec (1998) one-parameter weighting functions, which commit to inverse-S.

Probability weighting more pronounced for ambiguity than for risk. *(uncertainty amplifies risk).* Ambiguity neutrality around p = 1/3. They find inverse-S but used parametric families (one-parameter of T&K’92 and Prelec 1998) that have it. %}


{% https://doi.org/10.1007/s00355-018-1111-y

The authors measure CEs (certainty equivalents) using choice lists, for money and number of human lives, with losses also involved in mixed prospects, and fit prospect theory. Of course, must be hypothetical. For gains, probability weighting is the same for money and lives.

**PT falsified: probability weighting depends on outcomes:** For losses, probability weighting is less elevated for lives, suggesting more risk seeking there. They find bigger loss aversion for human lives, suggesting more risk aversion for mixed prospects. %}


{% Measure certainty equivalents of 24 lotteries. Everything, deciding, resolution of uncertainty, takes place at present, only outcomes can occur at different timepoints, at present but also in one year. Prospect theory is used to fit data. There is less risk aversion for future outcomes. This is not due to utility, which is the same for those, but due to probability weighting, which is more elevated (source preference) for future payoffs. *(violation of risk/objective probability = one source)* %}

{% real incentives/hypothetical choice: find no difference in patterns, but less error for real incentives. 

Fit PT to data of DFE, both for monetary outcomes and for time (waiting time in sense of time lost as with traffic delays). The authors confirm inverse-S (§4.3.b) probability weighting (also for what is called the incomplete information condition, meaning that subjects are not informed about what the possible outcomes are), which is remarkable because in DFE people usually find the opposite. The authors do not discuss this point. (DFE-DFD gap but no reversal) Utility of time gains is almost linear, but is concave for money gains. Average probability weighting is more insensitive and more elevated for time than for money. It is interesting to see if at the individual level there are many differences between probability weighting. The authors report significant correlations between them, but this is a weak test of identity. They find more pessimism than is usual for risk (maybe explained by ambiguity aversion) and, hence, less overweighting of small probabilities than is usual with risk.

One difficulty I have with all DFE studies is that subjects may have prior beliefs at the beginning of the experiment, before starting the sampling, and the experiments have no control over that. Subjects will believe beforehand that high money gains have small probabilities, and negative money outcomes will not happen. For time outcomes they may have different prior beliefs. %}


{% Dutch book %}

Find very clear framing effects due to framing things as gains or losses, while clearly identical in terms of final outcomes.


They find source-preference for sources for which participants are more competent. This work was inspired by Heath & Tversky (1991). They use matching subjective probabilities to measure belief in ambiguous events.

*source-preference directly tested*: For the ambiguous events they measure both certainty equivalents and matching probabilities, and they do so for events and their complements. They report results at the individual level, from which cases of source preference can be deducted.


*probability elicitation; confirmatory bias*


implicit risk. This can be taken as a violation of generalized stochastic dominance (restrictiveness of monotonicity/weak separability).}


losses from prior endowment mechanism: use this and discuss it on p. 651.

Asked people (some 105) to introspectively predict how bad they would feel when losing money in a prospect. Later, if people really lost, they were asked again. Afterwards they did not judge as bad as predicted. Seems that the first of two experiments manipulated the prospects, by letting either a final gain of $4 or a final loss of $4 result (p. 650 top) whereas the subjects thought it concerned sequence of truly random prospects.

The authors conclude that loss aversion is irrational: “To summarize, people believe that losses will have more impact than gains because they fail to anticipate how easily they will cope with losses. This may lead people to make decisions that maximize neither their wealth nor their happiness.”

(p. 652, final sentence). A big conclusion from a simple experiment! %}

[https://doi.org/10.1287/deca.2016.0333](https://doi.org/10.1287/deca.2016.0333)

**game theory for nonexpected utility; correlated equilibrium and two mixed strategy equilibria.**


The authors entirely failed to replicate an original finding by themselves. Nice that they report it and open it for methodological discussion. Their main explanation proposed is that it is because these studies are run in one session together with several others studies, and that the NUMBER of preeding studies matters, the more so as cognitive load is a relevant variable. I think that the NATURE of preceding studies matters more.


John Neville Keynes is the father of John Maynard Keynes.

P. 86: *conservation of influence; free will/determinism*: “The differentia of economic laws, as contrasted with purely physical laws, consists in the fact that the former imply voluntary human action.” Seems that he distinguished normative from positive economics.


In Collected Works, Royal Economic Society XIV, p. 124, Keynes seems to have used the term Benthamite school for maximization of expectation.

P. 75 presents the known and unknown Ellsberg urns as illustration of unknown probabilities. Keynes argues for incomparability of some likelihoods, so, imprecise probability even at the ordinal level.

Keynes seems to write:

“The typical case, in which there may be a practical connection between weight and probable error, may be illustrated by the two cases following of balls drawn from an urn. In each case we require the probability of drawing a white ball; in the first case we know that the urn contains black and white balls in equal proportions; in the second case the proportion of each color is unknown, and each ball is as likely to be black as white. It is evident that in either case the probability of drawing a white ball is 1/2, but that the weight of the argument in favor of this conclusion is greater in the first case” (Keynes, 1921, p. 75) It reminds me of the deep point of Kahn & Sarin (1988), that we should not confuse outcome utility with
process utility.

And Keynes seems to write, on p. 313:

“If two probabilities are equal in degree, ought we, in choosing our course of action, to prefer that one which is based on a greater body of evidence?”

(Craig Fox pointed out the combination of these two citations to me.) It may seem that Keynes is at an $\epsilon$ distance, with $\epsilon$ only trivially different from zero, from Ellsberg’s discovery. But I disagree. First, the citation on p. 313 is for decisions in general. The urn is only an illustration of unknown probabilities without relation to decisions. Had Keynes thought for a split-second what the decision in the urn-case had been, he would of course have said immediately what we all know from Ellsberg. But Keynes did not bring decisions up there. Also, he did not notice the funny duality, that you prefer betting on an event as well as on its complement (source-preference). Most importantly, he does not relate these urns vaguely to paradoxical behavior. He, of course, cannot show violation of the, then not yet existing, Savage axioms. Therefore he preceded Ellsberg only to a little extent, and Ellsberg essentially deserves the novelty of his thought experiments.

The above citation, of p. 313, can be linked to the source method idea that the same probability can be weighted differently for different sources.

P. 309 discusses that in decisions you can’t foresee the whole future.

P. 312, para 6, argues against context-independence

P. 348-349 of I think the 1973 edn.: He believes that degrees of belief are not measurable. Even if they are, expected utility may be inadequate. If we take “not measurable” as nonadditive then this suggestion entails the two-stage model; oh well. One should be careful not to impose one’s favorite ideas on authors from the past. %}


{\% \textbf{marginal utility is diminishing}, about consumption: p. 31:

“the marginal propensity to consume [is] weaker in wealthy community,” also on p. 120 and 349

P. 161-162 seems to write: “Most, probably, of our decisions to do something positive, the full consequences of which will be drawn out over many days to come, can only be taken as a
result of animal spirits - of a spontaneous urge to action rather than inaction, and not as the outcome of weighted average of quantitative benefits multiplied by quantitative probabilities. Enterprise only pretends to itself to be mainly actuated by the statements in its own prospectus, however candid and sincere.”

Seems to write on p. 161: [A] large proportion of our positive activities depend on spontaneous optimism rather than on a mathematical expectation, whether moral or hedonistic or economic. Most, probably, of our decisions to do something positive, the full consequences of which will be drawn out over many days to come, can only be taken as a result of animal spirits—of a spontaneous urge to action rather than inaction, and not as the outcome of a weighted average of quantitative benefits multiplied by quantitative probabilities.

P. 349:
“with the growth in wealth [comes] the diminishing marginal propensity to consume” %)


{% Pp. 212-215:
“… at any given time facts and expectations were assumed to be given in a definite and calculable form; and risks, of which, tho [though] admitted, not much notice was taken, was supposed to be capable of an exact actuarial computation. The calculus of probability … was supposed to be capable of reducing uncertainty to the same calculable status as that of certainty itself … Actually, however, we have, as a rule, only the vaguest idea … renders Wealth a peculiarly unsuitable subject for the methods of classical economic theory. … By “uncertain” knowledge, let me explain, I do not mean merely to distinguish what is known for certain from what is only probable. The game of roulette is not subject, in this sense, to uncertainty…. Even the weather is only moderately uncertain. The sense in which I am using the term is that in which the prospect of a European war is uncertain, or the price of copper and the rate of interest twenty years hence … About these matters there is no scientific basis on which to form any calculable probability whatever. We simply do not know. Nevertheless, the necessity for action and for decisions compels us as practical men to do our best to overlook this awkward fact and to behave exactly as we should if we had behind us a good Benthamite calculation of a series of prospective advantages and disadvantages, each multiplied by its appropriate probability, waiting to be summed. … it is subject to sudden and violent changes. … New facts and hopes will, without warning, take charge of human conduct. … All these pretty, polite techniques, made for a well-panelled Board Room and a nicely regulated market, are liable to collapse.” %

What the title says. Such criteria are usually less quantitative and more heuristic than in (axiomatic) decision theory. The analytical hierarchy process is most popular.


I tried to read this in 2017, but it requires too much prior knowledge of quantum mechanics to be understandable to me or my likes.


For good health care, a procedure was recommended, of (1) defining the problem, (2) diagnosis of what is going on, (3) specifying the options, and then, interestingly, (4) individualization: Specify what is special of this individual patient. This step is explicitly required. Then it continues (5) tradeoffs and
choice; (6) implementation. So, there should be both evidence-based and individualization. %}

Goodbye speech, Leiden University.

{% 
Z&Z; Examines welfare effects of compulsory insurance versus free-market versus a mix of compulsory plus voluntary, a variation of Dahlby (1981), a paper that seems to be a classic. Assumes two risk types and two health benefits, community rating insurers and risk rating insurers. %}


{% revealed preference %}


{ They disseminated the strange claim that more risk averse comparison is possible only under the prior restriction of same ordering of riskless outcomes. Peters & Wakker (1987) show, for general outcomes (including commodity bundles as in K&M), that

MRA <=> [same ordering of sure outcomes & U more concave].

So, same ordering of riskless outcomes need not be presupposed because it simply is implied (modulo minimal outcomes). %}


{% proper scoring rules, seem to do proper scoring rules with competition involved.

Wonder how this is related to Prelec (2004) Science. %}


{% natural sources of ambiguity;

inverse-S: they find it for risk, and more pronounced for uncertainty; latter also
concerns: **uncertainty amplifies risk**

**linear utility for small stakes**: they assume linear utility.

real incentives: **random incentive system between-subjects** (they paid one choice for 1/5 of the subjects)

They say that the probability weighting function can depend on the source of uncertainty. This is an unfortunate terminology because the probability weighting function $w(p)$ depends only on $p$ under common terminology, and it is then logically impossible that it would depend on a source or whatever else other than $p$. If I may be allowed to write about own work, in the three-stage decomposition $W(A) = w(\varphi(P(A)))$, proposed in Footnote 2 of Wakker (2004, *Psychological Review*, p. 239), $\varphi$ (and not $w$) can depend on the source, and this is what may be happening here. In the source method of Abdellaoui et al. (2011) a composition $w_s(P(A))$ is considered with $P$ additive and $w_s$ depending on the source, but $w_s$ is not called probability transformation but source function.

They find that pessimism decreases for more familiar sources (competence effect).

Their idea to have risk (rather than ambiguity) attitude depend on source is so confusing that I usually avoid citing this paper, although otherwise it has many valuable ideas. This terminology is just too confusing. I was the AE editor handling this paper for MS, and did everything allowed within the boundaries for editors to make the authors change terminology, but did not succeed. Here is why I think this terminology is bad:

The concept of source dependent risk attitude works best when first explaining things to an uninitiated audience. They immediately understand the model, without having been exposed to new and difficult concepts such as ambiguity or uncertainty. But long-term this terminology is dead-end:

1. The terminology deviates from common terminology. In the Ellsberg two-color, people call behavior for the known urn risk attitude. Behavior for the unknown urn they do not call risk attitude, but here ambiguity attitude comes in, deviating from risk attitude.
2. If risk attitude becomes source-dependent, then the concept becomes too general to be useful. There is some experimental evidence for source-dependence of risk attitudes, so we should restrict to “emotion-neutral” risk. The evidence is
not enough to pay the heavy price of giving up source-independence.

(3) The only definition of ambiguity attitude that I think can survive is

\[
\text{ambiguity attitude} = \text{uncertainty attitude} - \text{risk attitude}
\]

This definition is lost if risk attitude no more means one thing. If one calls behavior for Ellsberg unknown urn risk attitude, then I don’t anymore see how to use the concept of ambiguity attitude. So, the concept of source-dependent risk attitude is impossible to coherently connect with other concepts, and its only fate can be extinction. The difference between the unknown and the known Ellsberg urns is due to ambiguity attitude, and not due to changed risk attitude. %}


{\% foundations of statistics proposes as index a probability of replicating an effect. Has several references to discussions. Several discussions in December Issue of 2005. %}


{\% foundations of statistics; reply to Wagenmakers & Grünwald (2006) %}


{\% DC = stationarity: p. 603 bottom of 2nd column, and p. 604 1st column l. 8.}

This paper considers receipt of one nonzero outcome at some time point. It proposes not to use a multiplicative model to integrate utility and discounting, but an additive model (Eq. 6). Puts this forward as its central contribution (p. 605 directly following Eq. 6). Although it also argues at length that we should look at utilities of outcomes and not at outcomes and puts this also forward as a similarly central contribution (p. 606 last para of column 1).

One difficulty I have with the additive-multiplicative is that this form, in the absence of other nonzero outcomes, is purely ordinal and we can just apply the exponential function to get back the multiplicative form after all, after which the only point at which this model generalizes classical exponential discounting is
that a power transformation of time is added. But it still is multiplicative then.

Another difficulty is that there is a time point at which the value of a positive outcome becomes 0. The author views this point from its sunny side, with a numerical example that $250 in 21 years from now should have value 0 (p. 605 middle of 2nd column). These insights are extremely new to anyone who has worked on intertemporal choice so far. P. 611 has another extremely interesting move: The author proposes to use his additive instead of multiplicative model also for risky choice, and sees sunny sides here too. The factual observation that he puts forward on p. 611, 2nd column, 2nd para:

“Consumers do not multiply the payoff by its probability; they sum utility functions on magnitude and probability” of course provides strong evidence supporting his insight.” So, then we get to deal with models where people have a strict preference for increasing an outcome obtained with 0 probability, but the author has his defense in place: “it is a mark of humanity that some individuals can always be found who will take that foolhardy gamble.” (p. 611 2nd column 2nd para) So, again, extremely new insights, be it now for all working on risky choice.

I was surprised on p. 602 to find that the derivative of discounting (rather than utility) is taken to be Bernoulli’s utility idea.

P. 604 top of 2nd column tells us, citing Luce, that power utility satisfies all empirical and theoretical desiderata for utility.

With this publication the top journal Psychological Review gives us many ideas that we would never have dreamed of otherwise. %}


{\% Table 2: Kahneman & Tversky (1979) is 2nd most cited paper in the economic literature between 1970 and 2005. Later, in Merigó, Rocafort, & Aznar-Alarcón (2016), it caught up and became the most-cited paper. %}


{\% revealed preference %}


% revealed preference %


% intuitive versus analytical decisions; reflective equilibrium; utility elicitation; compares utility assessment methods, implemented on the computer, regarding acceptance by participants if recommended choice is contrary to intuitive choice. Their “UF” program had an interactive resolution of inconsistencies built in. This worked well and clients had more confidence in this program than in programs that did not consider inconsistencies. Note that it is not clear, in case of inconsistency, which is better: Intuitive choice or analytic recommendation. P. 620 1st para takes program as better whenever its recommendations are more often accepted. %


% The authors examine intertemporal discounting, distinguishing between the delay effect and the interval effect. Probably the former refers to discounting with the immediacy effect included and the latter without. But I did not read the paper long enough to be able to figure out what exactly the authors mean.

DC = stationarity: Several places suggest that the authors equate them (abstract, p. 88 ll. 3-5, p 88 footnote 1) but never clearly. Maybe (I do not know) their distinction between delay and interval refers to the distinction between stopwatch time and calendar time and then it would mean that they do distinguish. %


% Seems to be useful in showing that pointwise continuity implies countable additivity. %


decreasing ARA/increasing RRA: paper tests constant relative and constant absolute risk aversion (although the author does not know these terms or concepts) and finds them all violated, arguing that we have to search for different utility families.

Exp. 1 uses matching to infer indifferences, and (p. 465) uses BDM (Becker-DeGroot-Marschak), but nicely follows it up with a choice question to verify, although the latter was not really incentivized. Then he tests constant relative risk
aversion, by testing whether or not in indifferences
\((\frac{1}{3}:3x, \frac{1}{3}:x, \frac{1}{3}:0) \sim (\frac{1}{3}:2x, \frac{1}{3}:y(x), \frac{1}{3}:0)\)
y is a linear function of x or not, finding it falsified. Thus he rejects power utility.
The experiments all have groups of about \(N = 20\). P. 466 3\textsuperscript{rd} para: BDM is hard for subjects.

Experiment 2 uses choice lists. P. 466 5\textsuperscript{th} para: Those take more time. Now uses indifferences \(3x^{1/2}x \sim 2x^{1/2}y(x)\) to test constant relative risk aversion.
P. 466 penultimate para: strangely enough, does not allow for convex-utility answers.

Exp. 3 considers indifferences
\((\frac{1}{3}:5x, \frac{1}{3}:3x, \frac{1}{3}:x) \sim (\frac{1}{3}:3.25x, \frac{1}{3}:2.75x, \frac{1}{3}:y(x))\) to test constant relative risk aversion, and
\((\frac{1}{3}:x+24, \frac{1}{3}:x+12, \frac{1}{3}:x) \sim (\frac{1}{3}:x+13.5, \frac{1}{3}:x+10.5, \frac{1}{3}:y(x))\)
to test constant relative risk aversion. Again, strangely enough, he only allows for concave utility by only considering negative exponential utility.

Experiment 4 considers what I call logarithmic utility, \(\ln(hx+1)\) with \(h\) the free parameter, for which he cites Rachlin (1992) but it dates back from long ago in economics. %}


{% Seems that:
**real incentives/hypothetical choice:** for time preferences; more discounting for hypothetical than for real;

**DC = stationarity:**

Assume linear utility throughout. Mazur discounting. Kept delayed reward constant, varied delay, asked for reward today that yields indifference (matching). Repeated this for several delayed rewards. Delays were from 3 to 29 days. Rewards ranged from $14.75 to $28.50. Real rewards in experiment 1 through an auction (nice). Repeated the study in experiment 2 with hypothetical rewards. Find that hyperbolic discounting fits better than exponential discounting. Discount rates were lower for hypothetical rewards than for real ones. No
evidence for reward-size-dependent discounting, so, no magnitude effect.

Fitting of data at individual level; “the most curious result of these experiments was the failure to find reliable decreases in discounting rates as delayed reward size increased.” (The decrease was very small). %


{% Seems that:

real incentives/hypothetical choice: for time preferences DC = stationarity;
Claim that “most arguments against exponential discounting have tacitly assumed that the discounting rate parameter is independent of amount.” Real rewards Choice between amount tonight and other amount after delay. Varied delay, amount tonight and amount after delay. Since it was “tonight” they did not start with \( t = 0 \) (= immediately). Choice task instead of matching. Delays ranged from 10 days to 75 days. Delayed rewards ranged from $30 to $85. Immediate rewards ranged from $15 to $83. Discount rate decreased as reward increased. %


{% Seems that:

real incentives/hypothetical choice: for time preferences

Delays are in days. Choice based task: Choice between smaller, immediate reward and larger, delayed reward. Rewards were below $100 and delays were below 186 days. Participants had a 1 in 6 chance of receiving the reward of one of the choices. Authors use questionnaires for impulsiveness (nice!) and it turned out that the answers to the questionnaires were correlated with discount rates. Real rewards. Higher rewards were discounted less than small rewards. Heroin patients discounted more than the control group. Difficult to determine whether results could be explained by utility actually being convex or concave. %


That we perceive things relative to status quo/neutral level of well-being (though it seems to relate more to a physical sense than otherwise). In reality we
apprehend nothing for certain, but only as it changes according to the condition of our body and of the things that impinge upon or offer resistance to it. 


\% ratio bias: find it. Participants find 1:20 less likely than 10:200.

Experiments show that people judge a probability \( n/7 \) to be smaller than \( 10n/100 \): the ratio bias.

The authors suggest that we have two different systems of probabilistic assessments. There is the rational one, making us be consciously aware of numerical probabilities that we can tell to other people. There is, however, also the experiential one, that makes us automatically act right in many situations but that we are not aware of and cannot express numerically.


Seems to argue against representative agent.

P. 119 seems to write: “… it is clear that the “representative” agent deserves a decent burial, as an approach to economics analysis that is not only primitive, but fundamentally erroneous.”


intuitive versus analytical decisions; criticize Dawes, Faust, & Meehl (1989) for being too narrow.


Seems to argue on pp. 113-114 for a design of assessment where biases cancel each other out, something applied by Bleichrodt (2002).


dynamic consistency; axiomatizes, in Anscombe-Aumann framework (so, EU for given probabilities in a second stage) with uncertainty aversion (quasi-concavity in posterior probability mixing à la Gilboa & Schmeidler, 1989), the Epstein & Wang 94 model for dynamic consistency; is intertemporal with payment at each time point and also a future opportunity set to reckon with at each time point. That leads to state dependence (I haven’t studied it enough to understand in detail). He assumes equivalence of outcomes over different states, and points out that this restricts his model for regular state dependence but is reasonable in his model where state dependence results from the opportunity sets. In view of outcomes at each time point, intertemporal substitution is relevant.

\% Assumes Anscombe-Aumann setup. For two acts there does not exist a CEU (Choquet expected utility) model showing a violation of betweenness iff either one act dominates the other or they are comonotonic. \%


\% 


\% ambiguity attitude taken to be rational: An accessible account of this model, describing its underlying assumptions, is in Marinacci (2015 §4). Kahneman & Tversky (1975 pp. 30-33) have the smooth model for ambiguity for two outcomes.

event/outcome driven ambiguity model: outcome-driven.

source-dependent utility: the essence of their approach, although interpretations may differ.

The authors (KMM) consider a two-stage-expectation representation sometimes called recursive EU as in Kreps & Porteus (1978), i.e.,

\[ \text{EXP}_\Delta[\phi(\text{EXP}_S[U(f(s))d\pi])d\mu], \]

where

1. EXPs[...] denotes expectation over S. S is a Savagean (1954) state space, f is an act, U is a usual utility function to be used in regular expected utility, and \( \pi \) is a subjective probability measure over S à la Savage.

2. KMM assume that there is ambiguity about what the proper \( \pi \) is. This is reflected by a second-order probability measure \( \mu \) over the set \( \Delta \) of all first-order probability measures \( \pi \) over S. This \( \mu \) reflects subjective perception. Thus this paper calls the last stage, to the right in the tree, first-order, and the first stage, to the left of the tree, second-order. Both this terminology, and the one with first and second interchanged, exist in the literature.

-----------------------------

At each stage KMM assume EU but \( \phi \) can be nonlinear and, hence, it is not EU overall. It means that they do commit to the backward-induction version of
dynamic nonEU (formally stated in their Assumption 3, p. 1857), giving up RCLA.

They also assume that S has an Anscombe-Aumann-like decomposition (§2.1). In other words, they assume that objective probabilities are given in S about which there is no ambiguity, so that all \( \pi \)'s considered (in the support of \( \mu \)) agree there with those objective probabilities. They use these to derive U and, later, to define ambiguity.

A recursive EU-type two-stage model as above (for simplicity we follow the authors in not counting the Anscombe-Aumann part as an extra stage) has been considered before by Kreps & Porteus (1978), who interpreted it as an intertemporal model with a nonlinear \( \varphi \) modeling attitudes towards the timing of the resolution of risk. Reinterpreting such a two-stage Kreps-Porteus setup for ambiguity where the two stages reflect resolutions of uncertainty of a different level of ambiguity, was considered simultaneously and independently by Nau (2006) and Ergin & Gul (2009), and before by Neilson (1993, published 2010). Remarkably, also Kahneman & Tversky (1975 pp. 30-33). The Neilson (1993) reference I learned from KMM’s citations. The authors cite Segal for the general use of 2\(^{nd}\)-order probabilities to model ambiguity (but without a recursive EU), but this has been done in many papers before 1990 (Gärdenfors 1979; Gärdenfors & Sahlin 1983; Kahneman & Tversky 1975 p. 30 ff.; Larson 1980; Yates & Zukowski 1976). As do the aforementioned studies, KMM assume that acts, called second-order acts, are available whose outcomes are contingent on the second-order uncertainty resolution; i.e., on which subjective probability measure \( \pi \in \Delta \) on S applies. An example of such a second-order act is displayed some later.

The big difference of the present paper (KMM) with preceding ones is that KMM allow the two-stage decomposition to be endogenous. What I mean is that in preceding approaches each first-order probability distribution occurs conditionally on an exogenous explicitly defined 2nd-order event, referring to some physically defined event, such as a composition of an urn in the Ellsberg paradoxes. This greatly limits the applicability because such conditioning events are rarely available in practice. KMM drop the assumption of such conditioning events, and just directly let the subjective 2nd order distribution (denoted \( \mu \)) apply to first-order subjective probability distributions over the Savagean state.
space S. So, KMM consider choices between bets (their second-order acts) such as:

**EXAMPLE OF 2ND ORDER ACT.**

We are going to derive from your preferences what your subjective probability of rain tomorrow is. If we discover that you consider rain at least as likely as 0.45, you receive $10^6. If we discover that you consider rain less likely than 0.45, then you receive $0. Would you rather have that gamble or 200,000 dollar for sure?

Thus, KMM consider bets with payments contingent on endogenous aspects of preference. Such bets do exist in the special case where the events pertaining to \( \pi \) are exogenous and physically definable (“identifiable”), e.g. when referring to the unknown composition of an urn (then however the \( \pi \)’s are only objective), or maybe to an unknown parameter in statistics. (These, however, while outcome-relevant, are usually not treated as observable in the sense that we can construct any bet on them. Bayesian statisticians who assume priors implicitly assume such bets to be available but are, I suspect, usually not well aware of the problematic observable status of bets on parameter-values.) Such cases are in the domain of Kreps & Porteus, Nau, and others, which includes all examples of this kind put forward in the KMM paper. The generalization added here of allowing the outcome-relevant events for second-order acts to also be endogenous greatly enhances the scope of applicability of the theory, but along with it brings in this observability problem, and tractability problems. It means they have as subjective decision parameter in their model the set of all probability distributions over the set of all probability distributions over Savage’s state space S, which is a parameter of a very high cardinality (formalized by Basu & Echenique 2020), leaving the theory very very unspecified. KMM discuss the pros and cons of using the unobservable second-order acts on p. 1856.

With all events regarding \( \pi \) assumed observable etc. via second-order acts, KMM can separate ambiguity-beliefs (this is how \( \mu \) above is interpreted) and ambiguity-attitudes (this is how \( \varphi \) above is interpreted).

KMM characterize concavity of \( \varphi \) as follows: They take utilities \( U(f(s)) \) as observable outcomes, which is plausible if we interpret them as standard gamble probabilities: \( U(f(s)) = p \) can be taken as a \( M_p m \) lottery with \( M \) big outcome with \( U(M) = 1 \) and \( m \) small outcome with \( U(m) = 0 \). Then \( \varphi \) is concave if and only if
every act \( f \) is less preferred than its \( \mu \)-expectation \( U(f(s)) \). So, this is the usual definition of weak risk aversion. A difficulty of this condition is that the \( \mu \)-expectation is not directly observable because \( \mu \) is a subjective probability, only inferrable through elaborate elicitations of preferences over second-order act \( s \) (derived concepts in pref. axioms; that subjective probabilities are indeed subjective and cannot be direct inputs is argued for instance by Budescu & Wallsten (1987, p. 68). Strzalecki (2011 ECMA p. 61) will point this out. Things are doable from the observability perspective if there exists a subset of \( \Delta \) with \( \mu \) probability 0.5 because this is easy to infer from choice and using only this event is enough to characterize concavity of \( \varphi \). It also implies that two persons can be compared regarding ambiguity aversion only if they have the same risk preferences.

A drawback that all the approaches mentioned, including Kreps & Porteus (1978), have and share with for instance Chew’s (1983) weighted utility (sum \( p_i f(x_i) U(x_i) / \sum p_i f(x_i) \) for DUR) is that all extra mileage is obtained from a function \( \varphi \) that, like \( U \), applies to outcomes (\( \varphi \) indirectly via utility \( U \)). Thus, not only the risk-attitude-like-EU behavior, but also the ambiguity attitude, is driven entirely by the outcome domain we are facing, and not by the uncertainty-domain we are facing. This is apparent from Corollary 3 (p. 1865) with ambiguity attitude described by the Pratt-Arrow measure of \( \varphi \) at an outcome, and Assumption 5.ii (p. 1869) with ambiguity attitude specified through the interval of outcomes.

The approach of this paper, like most others, cannot separate absence of ambiguity from ambiguity neutrality. Section 4 (pp. 1870-1872) is remarkable in having ambiguity defined through relating it to exogenous known probabilities—which I like. The definition of ambiguity is inextricably linked with ambiguity aversion or seeking. Likelihood sensitivity, with a symmetric capacity, is taken here as unambiguous (Proposition 5). It means that KMM only consider source preference and not source sensitivity. For example, the extreme case of likelihood insensitivity (source insensitivity), with weight 0 for empty event and weight 1 for universal event, and weight 0.5 for all other events, according to the authors' definition means that there be no ambiguity. This is not correct. (Ambiguity = amb.av = source.pref, ignoring insensitivity)

Note that an agent can be more ambiguity averse towards source1 of events
that towards source \(2 \) in two ways: Either by either taking \( \varphi \) more concave, or by taking the endogenous two-stage decomposition more dispersed. In KMM’s interpretation it should only be the second way. \( \varphi \) should be a stable within-person property independent of source. A person’s ambiguity aversion should be independent of the source! I expect that most people applying KMM will not work this way, but will vary concavity of \( \varphi \) within a person as in Chew et al. (2008). For descriptive purposes, if we find ways to identify \( \varphi \) and \( \mu \) from data, then it can become an empirical question.

P. 1859 end of §2, Corollary 1, states that on \( S \) the authors need not commit to EU, but could also handle nonEU models, where the authors consider Quiggin’s RDU. In the more problematic second stage, where ambiguity is handled, the authors do need EU. For the axiomatization, however, EU on \( S \) is used.

I summarize what I consider to be drawbacks of the KMM approach in my comments to Epstein (2010, Econometrica). A detailed comparison on similarities and differences with recursive expected utility is at the beginning of my annotations at Denti Pomatto (2022).

\begin{center}
\textbf{biseparable utility violated}\%}
\end{center}


\% Give extension of their 2005 Econometrica paper to a sequential setting. At each time point there is a model to substitute certainty equivalents that works recursively, combining the utility of current consumption with that of the certainty equivalent next time through a discounted utility evaluation. They cite preference axiomatizations on discounted-utility evaluations with no need to write it out in their paper.

A big conceptual decision they took is that this is not a sequential setup of their model, but it is their model of a sequential setup. That is, the ambiguity is at the beginning and concerns the future path as a whole (consumption plans). They then do backward induction. But in their model it is reasonable that ambiguity disappears at future nodes because of more and more repeated observations, which they explain repeatedly (e.g. p. 937 §2.4; p. 952 l. 8). They consider a model where there is a clear well-definable objective probability, the only thing
being that this is unknown, and this becoming more and more known as more (frequentist!) info comes in over time, as is common in statistics (p. 937 writes “the true process”). In this sense the ambiguity considered here is not purely subjective but it is iid-type.

I was glad to see that p. 958 points out that the Epstein & Schneider (2003 JET) rectangle version of multiple priors was preceded by Sarin & Wakker (1998).%


{\% Discuss, within smooth models, some definitions of ambiguity by Epstein, Ghirardato et al., Nehring, and others. I see things differently in the sense that whether an event is ambiguous is better NOT taken as endogenous. We researchers decide beforehand, without having seen any preference, that it is the unknown urn that is ambiguous in the Ellsberg two-urn experiment. \%}


{\% For my comments, see Epstein (2010). \%}


{\% Consider the usual Anscombe-Aumann (Anscombe-Aumann) approach for ambiguity. Assume a countably infinite sequence of realizations of the state of nature that in a way are iid, and impose event symmetry which is like de Finett’s (1937) exchangeability. Their main axiom, Axiom 5 (p. 1951, event symmetry) requires, more precisely, that mixing an act with a cylinder-event-A-indicator function does not change preference value if a permutation is applied to A.

They get a kind of multiple prior representation. For every prior on the state space there is an EU representation. The representation then is a general overall aggregation of these EU representations.

What I find typical of multiple prir representations as opposed to two-stage representations is that a prior is in or out of the prior set and those in are treated
similarly, as are those who are out, with for instance not one receiving higher weight than the other. (The latter happens in two-stage models.) This need not be the case for the general aggregator here, as it is not for the smooth model, which is why their model for me is more two-stage than multiple prior. The model is not like usual two-stage in that one cannot after every resolution of the 1st stage uncertainty plug in any continuation. Instead, there is only an act contingent on the state space, and the second-stage decomposition is endogenous with everything following conditional on a 1st stage resolution of uncertainty relating to that same act contingent on the state space, as in the smooth model. P. 1946 penultimate para assumes so much richness that they come close enough to the product-space richness of regular two-stage models to do the required maths.

They define a prior as nonnull (or relevant) if every of the open sets containing it is nonnull. One can restrict the set of priors aggregated by G to the set D of nonnull priors if one wants.

They formulate the usual Yaari (1969)-type condition of being more ambiguity averse. It implies that (I would then say can be applied only if) the risk attitude (vNM U in EU) must be the same and if nullness of priors (so, the above set D) is the same. They interpret this as meaning that the set D captures ambiguity, and G ambiguity aversion. This is plausible and a nice direction. Yet I see limitations. First, going only by priors being null or nonnull is crude. For instance, if two persons a priori do not think that any prior is impossible, then according to this definition they perceive the same ambiguity. But one of the two may be fairly sure about what the right prior is, and the other may be more diffuse, so that they perceive ambiguity differently. A second limitation is that the Anscombe-Aumann framework (through monotonicity on p. 1950) imposes an implausible separability on the ambiguous horse states (Wakker 2010 §10.7.1 and Machina 2014 Example 3), precluding many kinds of ambiguity attitudes. It would be more desirable to also compare ambiguity attitudes of agents who have different risk attitudes and different sets of D, using for instance techniques of Baillon, Driesen, & Wakker (2012), and it suggests to me that the Yaari-type condition is too restrictive, in the same way as I consider Yaari (1969) too restrictive for EU. That the condition in this paper restricts to the same set D then does not mean that D has nothing to do with ambiguity aversion, but that the definition is too limited.
I disagree with a text on p. 1955:

“Yaari’s definition, under sufficient conditions on the utility function (e.g., differentiability), implies that SEU preferences can be ranked in terms of risk aversion only if they share a common subjective probability measure. Thus, changes in the subjective probability measure can neither increase nor decrease risk aversion. Analogously, our next result provides a sufficient condition so that, when Definition 3.4 is applied to Continuous Symmetric preferences, preferences may be ranked in terms of ambiguity aversion only if they share the same set of relevant measures. In this way, changes in relevant measures are shown to neither increase nor decrease ambiguity aversion.”

That Yaari needs identical subjective probabilities is only a limitation of his definition. That a change in subjective probability then cannot lead to an increase or decrease in risk aversion reflects only that limitation, and is not because there’d be no increases or decreases. It is only because Yaari’s condition is blind for such, i.e., doesn’t give any info of any kind there on how much risk aversion or risk seeking there is. If a blind doctor cannot see a symptom then this does not prove that you are healthy. The same holds for what the authors do. The main result of this paper is no other than that for comparative ambiguity aversion results in the Yaari style one needs identical sets of priors (in the sense of “relevant measures”). This does not prove that they do not interact, but only that the authors’ Yaari-style condition cannot detect it. %}


{\% They provide axiomatizations of the smooth model and $\alpha$-maxmin. However, they use a very rich structure, where occurrences of the state space $S$ can be repeated infinitely often, as in the relative frequency interpretation of probability, with symmetry imposed there. \%}


{\% **source-dependent utility**: A subjective version of Kreps & Porteus (1978). The authors assume a finite Savage state space. There are $T$ time points, and at each time point one receives more info about the true state of nature. This can be
modeled by $T$ partitions of the state space, each later one getting more refined (a filtration). They assume recursive backward induction with certainty equivalent substitution. At each time point SEU holds within that stage. They consider all kinds of cases, such as a fixed filtration (which I find most interesting) or all filtrations. Can be the same SEU model at each stage, or entirely different, or same subjective probability $\mu$ all of them but different utilities (this is closest to Kreps & Porteus), or the same utilities also.

I regret that the authors at each stage have an Anscombe-Aumann model assumed to derive SEU there. This means there are not $T+1$ stages, but $2T+2$, with at every time point first the event of the partition revealed but then also a lottery carried out. It also means that they still need objective probabilities as did Kreps & Porteus. %}


{\% They fit EU, RDU, and PT to data about call options in the S&P500 index, using representative agent, power utility (same power for gains and losses in PT), Prelec and T&K one-parameter weighting functions, and loss aversion. PT fits best, and all empirical findings of PT are confirmed. Unfortunately, they do rank-dependent integration bottom-to-top, so, the wrong way, and the parametric families of T&K and Prelec therefore mean something different than is common in the literature. Thus, whereas in Prelec’s paper his one-parameter family predicts no probability weighting if the best of two outcomes receives probability $1/3$, as these authors do it there is no probability weighting if the worst of two outcomes receives probability $1/3$. For EU they cannot reject risk neutrality. %}


{\% One of three papers in an issue on contingent evaluation. Gives survey on contingent valuations and stated preferences, starting with history of Exxon Valdez. Passive use value: your value of things existing without you using them. P. 14: Induced value vs. homegrown value. %}

{% Subjects judge prospects played once, five times, and fifty times. Confirm fallacies found before, such as overestimation of probability of loss. Also ask for risk perception (or verbal interpretation), and find that probability of loss determines it more than variance. %}


{% %}

KLST: Krantz, Luce, Suppes & Tversky (1971)

{% Point out that disparity between buyer’s and seller’s point of view is too big to be explained by income effect (whether or not buyer or seller was endowed a priori with lottery or sure amount of money possibly to be exchanged). %}


{% %}


{% The monetary value of a statistical life is between $7.7 million and $8.3 million per year. They measure WTA and WTP through wage increases for extra risks. %}

P. 20 and 224 and further (especially p. 226) seem to explain that risk refers to objective probability

Ch. VIII opening page (p. 233 in version I saw): Risk is for “measurable” uncertainty; i.e., when there is a “group of instances.” So, risk concerns frequentist probability. Uncertainty concerns “unmeasurable uncertainty” which is also designated by “subjective probability” and it concerns the exercise of “judgment … which … actually guide most of our conduct.”

If we interpret unmeasurable as nonadditive (which I think is not what Knight thought of; I think that additive subjective probability was called uncertainty by Knight), then the two-stage model is suggested, where first a probability judgment is formed that may well be nonadditive, next decisions are derived from it. %}


questionnaire versus choice utility: argues for cardinal utility on basis of introspection and psychophysical measurement.

principle of complete ignorance: p. 234 seems to argue that probabilities are irrelevant for single events

P. 305 gives nice comparisons with physical notions such as mass and force, comparing utility with force.

P. 303 suggests measurability measured through tradeoffs with some other quantity that apparently is assumed linear in utility.

P. 304 suggests that introspection can reveal orderings of differences. %}


[Link to paper](https://doi.org/10.1007/s11238-007-9040-8)

Link to paper

Background paper, used in proofs


Link to paper

The exponential utility form recommended in this paper to fit loss aversion is found to fit data best by von Gaudecker, Hans-Martin, Arthur van Soest, & Erik Wengström (2011).


Link to paper

(Link does not work for some computers. Then can: go to Papers and comments; go to paper 05.2 there; see comments there.)

The original title was better: “Ambiguity Aversion is the Exception.”
Unfortunately, an insisting referee imposed her subjective opinion on the authors and demanded that they change the title into the much weaker version that it is now. The editor should have intervened and forbid the referee to do this, but unfortunately did not carry out his task here.

Confirm the fourfold pattern of ambiguity attitudes: Find perfect (ambiguity-generated)-insensitivity with ambiguity seeking for unlikely gains and ambiguity aversion for moderate and likely gains, and ambiguity seeking for losses. They are probably the first to test ambiguity aversion for mixed prospects, and find neutrality there. So, the common loss aversion for risk is not amplified for ambiguity.

They measure ambiguity attitudes from direct choice between an ambiguous and nonambiguous option where an ambiguity-neutral person should be indifferent, and also from matching probabilities. Differences between gains, losses, mixed, high, and low probabilities are between-subjects. They use same implementations everywhere, giving very clean data.

P. 276, §6.2, points out that the smooth model can accommodate sign dependence, but not insensitivity. Multiple prior models as existing today cannot handle sign/reference dependence, but generalizations are straightforward. %}


{% decision under stress; 

losses from prior endowment mechanism: They do not do this, but use an interesting alternative, in Experiment 1, that can be called “losses from posterior endowment”. Subjects are told that there are two parts, first A and then B. They are told that in A they may lose, and in B they may gain, without being told how much each is. In reality, the gain in Part B will always at least cover the loss in Part A. The endowment is not prior but posterior, so to say. No untrue things are told to subjects here, so, in this sense there is no deception. But subjects can come out saying:

“They may tell you that you may lose but in reality, don’t worry.”

Another small drawback is that there is an income effect of a weak kind. Part B was not relevant so, it does not matter there, but in Part A subjects know that more money is coming. Because they don’t know how much, this income effect
is really weak. Despite these two minor drawbacks, this is by far the best implementation of real incentives for losses that I ever saw, in fact the only one in the literature so far that I consider valid. Losses from prior endowment mechanism has drawbacks that are too big, with 1/3 of the subjects integrating the payments. So, this is an interesting new way to implement losses!

Study time pressure (TP) for choices under risk, for pure gains, pure losses, and mixed prospects (both gains and losses). TP does not affect risk aversion under gains, increases it (turning majority risk seeking into majority risk aversion) for losses, and has a mixed effect for mixed prospects: effect 1: when choosing between a nondegenerate pure-gain prospect and a mixed prospect, TP moves preference towards the pure-gain prospect. Effect 2: when choosing between a nondegenerate pure-loss prospect and a mixed prospect, TP moves preference towards the mixed prospect.

The authors claim that their finding on mixed prospects falsifies PT, but I disagree. It only falsifies PT-with-the-added-assumption-that-no-parameter-of-PT-other-than-loss-aversion-will-be-affected-by-TP. (Then indeed Effect 1 implies increased loss aversion and Effect 2 implies decreased loss aversion. The latter claim is subtle and requires some thinking, but is correct; see Exercise 9.3.8 in my 2010 book.) However, there is too little evidence for the added assumption. For gains they find no change in risk aversion, but this is a null hypothesis accepted, which is weak evidence. Also, they only do particular tests of risk aversion, and not of insensitivity. For losses they do in fact find a change of risk attitude, falsifying the above added assumption. A more detailed investigation of the parameters of PT and their interactions, with possibly more detailed data, would be required before we can draw concrete conclusions about PT and its parameters under TP. The big picture of the results is increased insensitivity under TP, agreeing with PT.

As an aside, the EU-with-aspiration is not really a deviation from PT. It is an extreme degree of PT, with extreme insensitivity towards outcomes. Diecidue & Van de Ven show this in a mathematical sense, with the discontinuity of U at 0. This is a natural extension of the steepness of U at 0 that PT postulates.

Whereas PT is not violated by the data as I see it, EU-with-aspiration is in a way. It is violated by the change in attitude for losses, or at best has nothing to say on that.
In summary, I disagree with both of the following sentences in their conclusion: “Our results show that typical nonexpected utility patterns as modeled by prospect theory may not provide an appropriate description of choice behavior if time pressure becomes important. We have shown that recently developed models of expected utility with an aspiration level (Diecidue & van de Ven 2008) may be a useful alternative in such situations.”

Experiment 1 had some order effects, but Experiment 2 controlled for them and showed that they play no role.

They also study effects of providing info about expected values. This only had effect for the choices with mixed prospects, moving these choices towards expected value maximization. Besides the awareness explanation proposed by the authors in the last para of the paper, it may also be because for mixed prospects, with loss aversion coming in, preferences are volatile rather than conscious, making subjects more open to any kind of external influence. \%


**losses from prior endowment mechanism:** Because losses were involved and as such were implemented, the subjects after carried out unrelated risky-choice tasks where they surely gained more than what was lost before. They got the reassurance that their net-gains would never be negative, but they did not get more info about those later choices. I don’t know to what extent subjects thought that losses would just be recovered later, or questions later were chained in a way to make losses disappear so that one can ignore losses.

They analyze effects of self-selection in time pressure. In experiments on time pressure, experimenters often remove subjects who did not meet the time constraint, which obviously brings biases. This paper also analyzes the slowest subjects who did not meet the time constraint. Further, it relates to demographics. People who take more care without time pressure, suffer more from it. No very clear relations are found.

They consider decisions under risk. That is, choices between mixed and all-gain lotteries, where the mixed have higher EV, and between mixed and all-loss lotteries, where the all-loss have higher EV. EV maximization is taken as best. Heuristics will usually lead to preference for all-gain over mixed and of mixed
over all-loss and, thus, to violations of EV.

**cognitive ability related to risk/ambiguity aversion:** They also measure cognitive ability using Raven’s progressive matrices for cognitive ability (IQ) and intellectual efficiency (IE). Time pressure reduces EV maximization, and EV maximization is related with cognitive ability, but not strongly. It increases loss aversion and probability weighting.


ambiguity seeking for unlikely: They confirm this. They also let subjects decide on behalf of others and then find the same. No significant differences with individual choices. Nice thing is that when determining matching probabilities (the authors use the term probability equivalent) for unlikely event they take a choice list that is symmetric for ambiguity neutrality (then \( p = 0.10 \); they took \( 0.10, 0.19, 0.04, 0.16, 0.07, \) and \( 0.13 \); see Table 1) so that there is no center-bias or regression to the mean.

I disagree with the sentence in the final para of the conclusion: “studies, we find that ambiguity attitudes depend strongly on the likelihood range considered.” I think that ambiguity attitude is the same for low and moderate likelihoods: Always it is insensitivity. I would agree with the sentence of the authors if they had replaced the term “ambiguity attitudes” with the term “ambiguity aversion.”


Quiggin says he claims that there must be fundamental uncertainty, because otherwise there could not be free will.


questionnaire for measuring risk aversion: seem to propose questionnaire for risk-attitude.


**consistency** Observation in §2 (p. 108) shows that under some dynamic conditions, two-stage CEU (Choquet expected utility) must be SEU.

**dynamic consistency. NonEU & dynamic principles by restricting domain of acts:** C onsiders a two-stage structure with first-stage events $E_1, \ldots, E_n$ with $E_j = \{s_{j1}, \ldots, s_{jn_j}\}$ and a ranking such that $s_{(j-1)n_{j-1}} \succeq s_{j1} \succeq \cdots \succeq s_{jn_j} \succeq s_{(j+1)}$, calling them nest-comonotonic. On this subset we have everything the same as SEU also if we reduce with CE (certainty equivalent) substitution. So, here different ways to evaluate dynamic prospects, and to update (Section 4), agree as they do under SEU. The author shows how restrictive backward induction is.

Then he imposes an axiom requiring that the CE substitution for each event E should be independent of the rank of E. It holds if and only if the weighting function $W$ is an exponential transform of a probability measure (also implying probabilistic sophistication.) He assumes richness both for outcomes and for states.

Corollary 2 (p. 113) characterizes CEU with state-dependent utility as in


Seems to have put forward representative income as analog for welfare of certainty equivalent for expected utility. The AKS (Atkinson-Kolm-Sen) index takes difference between average value and representative utility (which is risk premium and divides by absolute value of average utility. Similar indexes have been used ad hoc in risk theory to measure risk aversion, but their problem is that in the small they tend to 0, as if risk neutrality.


The “bible” where he lays down the current axiomatic foundations of probability theory.
\textsuperscript{nd} English edn. 1956.

The “bible” where he lays down the current axiomatic foundations of probability theory.

\textsuperscript{nd} English edn. 1956.

Generally speaking there is no ground to believe that a random phenomenon should possess any definite probability.” Counters to the widespread view in ambiguity theory today 2022), that if not a single probability measure can be specified, it must be a set of priors, i.e., more than one. Why not less than on?


N = 185 incentivized lab and 2408 online nonincentivized. They find no difference (real incentives/hypothetical choice).

Trautmann & Wakker (2018) found weak certainty independence violated due to sign dependence. They found no violation for gains-only or losses-only. This paper tests certainty independence and weak certainty independence and finds both violated in many contexts: gains-only, losses-only, nor driven by indifference, nor by monetary incentives, nor can they follow from a preference for randomization, which may be problematic in itself, finding almost identical violation rates everywhere. It pleas for event-driven ambiguity models (event/outcome driven ambiguity model: event-driven; ambiguity seeking for unlikely; ambiguity seeking for losses; ) with insensitivity and sign-dependence.

Prospect theory and source theory deliver exactly that!

The authors find no evidence for hedging against ambiguity, no color preference, and there is no suspicion (suspicion under ambiguity). %


For every interval there is an interval-dependent utility function such that lotteries are turned into certainty equivalents using EU with that utility function, where the range is the support. %


PT falsified: A theory where people choose several reference points, and primarily go by the probability of exceeding those, fits data well. It is like Diecidue & van de Ven (2008) and Payne (2005) although they do not cite those. It is also like Lopes model, which is cited. However, the reference points are simply introduced here physically as thresholds above which the subjects gain points to participate in a bonus. Thus they are just outcomes rather than psychological thresholds and in this sense the paper does not really show that thresholds lead to deviations from just maximizing outcomes. %

{\% probability intervals \%}

{\% \%}

{\% \%}

{\% P. 140 seems to plead for introspection, though it may only be hypothetical choice as Savage also wanted. \%}

{\% P. 306: stationarity is independence of calendar time. Utility is bounded.\%}

{\% Kirsten&I; \%}


Subjects choose between safe options and fifty-fifty risks for gains and losses, always at most one nonzero outcome. They also chose between immediate payment and delayed larger payment. They did so when having pain, and when not. For gains there was more risk seeking under pain, with no difference for losses. Pain increased impatience.


This paper investigates the Decision from Experience (DFE) versus Decision from Description (DFD) gap. It states and confirms the Relative Underweighting Hypothesis: There is a DFE-DFD gap (which is trivial), there is less pronounced inverse-S for DFE, but it does not reverse into S-shape, but remains inverse-S. *(DFE-DFD gap but no reversal)* This is contrary to the big selling point of DFE in its first papers.


Compare different measurement methods: compare two elicitation methods to calibrate prospect theory: Certainty equivalent measurements vs. choices between
two binary lotteries. They thus in effect put the McCord & de Neufville’s (1986) idea to a test. They also compare two methods of statistical analysis: maximum likelihood vs. Bayesian hierarchical.

It should be understood here that comparing different elicitation methods is much more difficult than comparing different theories. The reason is that different theories can be tested on the same data set. One needs to collect only one data set, and then can compare 20 different theories, and 20 different parametric implementations of each theories, readily. With few exceptions, every different elicitation method and every different implementation thereof requires different stimuli and a different data set. Thus, this paper has only two horses participating, and then needs to collect two data sets for it. Another problem is that, because different measurements involve different stimuli, comparisons are hard. Different stimuli can involve different difficulties and biases, and in return be more or less informative, the latter domain-dependent. The authors, indeed, find that CE measurements better predict CE choices, and binary-lottery choice measurements better predict the corresponding choices. So, what to conclude?

As for statistical analysis, the Bayesian hierarchy method does better simply because it uses more information, letting choices of one person be informative about another person’s choices. Yet maximum likelihood remains of interest because in many applications we apply theories at the individual level, for only one patient or only one company, and then need to know the performance of maximum likelihood. %}


{% Generalizes Savage (1954) to algebras of events. Furthermore, to mosaics of events. Also does it with probabilistic sophistication. He has a finely ranged probability, meaning that for each \( \epsilon > 0 \) there is a partition with all events having smaller probability. %}

In Anscombe-Aumann framework has direct choice, but also choice maintained after any deferral, as two primitives. It leads to a multiple prior model where choice after any deferral relates to unanimous preference for all priors, and immediate choice goes by a sort of $\varepsilon\alpha$ maxmin model, taking $\varepsilon$ times infimum + $(1-\varepsilon)$ times EU. It is a subclass of $\varepsilon$-contamination. The set of priors is derived endogenously here. The same model with this set exogenous is in Kopylov (2016).


Extends probabilistic sophistication to infinite and unbounded distributions, so that normal distributions and so on can be handled, mainly by using Arrow’s monotone continuity. Kopylov, Igor (2010) “Unbounded Probabilistic Sophistication,” Mathematical Social Sciences 60, 113–118.

Uses techniques (truncation continuity) from my 93 MOR paper, with a countable additivity axiom added. This way it can achieve useful simplifications. Also, very importantly, this paper is the FIRST to axiomatize CONSTANT DISCOUNTING FOR CONTINUOUS TIME. As often as this functional has been used, no one had ever axiomatized it yet. There are close results by Grodal and Vind, and by Harvey & Østerdal, but they did not really have it, and Kopylov is the first.

The paper follows Savage (1954) in having a rich state space (elements can also be timepoints), so that the outcome space can be general, e.g., finite. It uses Arrow’ monotone continuity iso P6/P7, giving countable additivity, but the event space is only an algebra and need not be a $\sigma$-algebra. P. 869 discusses the case of
the universal σ-algebra, but by Ulam this cannot be (there is no countably additive atomless P on it). The author also assumes pointwise monotonicity. %}


{\% preference for flexibility: Gul & Pesendorfer’s (2001) menu framework. Example: paying for not going to the gym. Avoiding tasks for fear of negative self evaluation. Has a utility component that reflects emotional costs and benefits of perfectionism. %}


{\% one-dimensional utility: States continuity conditions that are suited for simple proofs and extensions of domains while preserving the continuity. Seems to provide the simplest derivation of general one-dimensional utility. %}


{\% Considers maxmin EU with set Δ of priors exogenously given. Good arguments can be given for using Δ as exogenous. And, as done so often, the Anscombe-Aumann model is used. Model is convex combination of EU and maxmin EU: (1−ε)EU_p + ε inf_{q∈Δ}EU_q for a subjective probability measure p. So, a special case of neo-additive (EU+a*sup+b*inf). §1.3 shows that the model can be rewritten as maxmin EU with ε contamination multiple priors. The set of priors is derived endogenously here. The same model with this set endogenous is in Kopylov (2009).

A monotonicity condition over Δ ensures that p is in Δ. The security level of each act is the EU minimized over Δ. For acts with same security level, vNM independence holds, so that then EU governs. The preference value of an act depends on both the EU mentioned and the security level, leading to the convex combination. Given the linearity present in the Anscombe-Aumann model, the convex combination results. Note that Jaffray (1994 §3.4.3) also characterizes α maxmin with Δ exogenously given.
The paper also considers updating with a weakening of dynamic consistency (dynamic consistency; updating under ambiguity).%


{\% Keeps all axioms of Gilboa & Schmeidler (1989) except transitivity. Then the set of multiple priors can depend on the partitions of the state space generated by the available acts, based on partitional transitivity. The paper is motivated by Fox & Tversky’s (1995) comparative ignorance. Theorem 4 adds betweenness in a way to get partition-dependent SEU. \%


{\%  \%


{\%  \%


{\% Dutch book: they test this in fact (although not referring to uncertainty and only to multicriteria choice, using hypothetical choice, having 144 students choose between pairs of credit points and grade points for the coming academic year. \%


{\% updating: testing Bayes’ formula \%


Biggest contribution of this paper is to give background to what the reference point is, and doing so in a tractable and implementable manner. Big question in prospect theory is what the reference point is. This paper, as explained p. 1136 end, gives an answer, using common economic-model inputs (besides the gain-
loss function $\mu$ and interpretations of utility as introspective rather than revealed-preference measurable).

$u(c|r)$ is utility of outcome $c$ if reference outcome is $r$. The authors consider $U(F|G)$ with $F$ and $G$ prospects (probability distributions over outcomes), $F$ being the prospect received, and $G$ being the reference prospect. (conservation of influence: would be nice to reconsider it from that perspective). So, not only the object received but also the reference point can be random, as in Sugden (2003). $G$ need not be status quo but is EXPECTED prospect. (Here expected could be a natural-language term, but it also is taken as a formal expectation integrating out over a probability distribution over decision situations, where apparently an expectation is the operation to be used but this is only applied to the second-stage probabilities. I will ignore this extra stage in what follows.) If a person decides to choose some $F$ from an available set, then $F$ will also become the expectation, and $U(F|F)$ is the evaluation to be considered. Choosing from an available set then amounts to maximizing the function $F \rightarrow U(F|F)$ which, in this interpretation, could be taken as just a consumption utility function of $F$ with no reference dependence involved. Caveat is that $F$ must be a personal equilibrium (PE) in the sense that $U(F'|F)$ should not exceed $U(F|F)$ for the available $F'$. The best such, maximizing $F \rightarrow U(F|F)$, is the preferred personal equilibrium (PPE). $F|F$ is a PE if sufficiently strong assumptions of loss aversion are made, favoring the reference point enough relative to other points. A strange thing is that in all evaluations $U(F|G)$ the authors assume $F$ and $G$ stochastically independent, also if $F$ is $G$. It means that what is known as disappointment (under regret you compare with other things that could have happened had you acted differently; under disappointment you compare with other things that could have happened had nature, coincidence, acted differently) plays a big role in this model. It is also remarkable that in optimizing $F \rightarrow U(F|F)$ (rather than staying put in the first PE one runs into), the reference point is apparently something to choose so as to optimize, and utilities of different reference points are compared to each other. The function $U(F|F)$, with stochastic independence of the one $F$ from the other $F$, is like the one of Delquić & Cillo (2006). Traditional models only have choices GIVEN a reference point, and endogeneity of a reference point then means no more than that we infer from choices what the reference point is but still without
assuming that the reference point was an actual thing to choose.

I next give details about $U$. The authors propose that utility $U(c)$ consists of two components, first a consumption utility, second a gain-loss component (I would prefer to interpret it as a more general perception component that also captures diminishing sensitivity etc., similar to Sugden’s (2003, JET) gain-loss interpretation which in fact also captures more general psychological perceptions), and get $U(c) = m(c) + n(c|r)$, where $n(c|r) = \mu(m(c) - m(r))$. They take $U$ as sum of $m$ and $n$, and not as composition where $U(c)$ would be $u(\varphi(c))$ with $\varphi$ a (mis)perception which would be my preferred way to model. The sum suggests that psychological perception be an additional source (error possibly) of utility, besides consumption, rather than an intervening misperception. This point is essential when they impose the assumptions of prospect theory on the utility-difference transformation $\mu$.

They propose that the reference point is the expectation of future consumption. If this expectation is related to the decision yet to be taken (rather than a decision made before, in the past), then an implicit definition results. Equilibria are formulated for when this can happen consistently. In the case of multiple equilibria, the one with highest utility is selected, which, if not taken as if, would suggest that the consumer is actively choosing between different reference points to take. Traditionally, reference points are not objects of choice, but aspects determining choice.

The authors derive predictions about more or less willingness to buy depending on whether one had long time to get accustomed to new situation with adaptation of reference point. They also get some self-fulfilling results where a consumer wants to buy iff he expects to buy.

They in fact take multidimensional commodity bundles with, for simplicity, additively separable utility (with a common discussion that separability is justified under proper consequentialistic definition of components)

$$U(c) = U(c_1, \ldots, c_n) = U_1(c_1) + \cdots + U_n(c_n)$$

with each $U_k(c) = m_k(c) + n_k(c|r)$.

For the underlying consequentialism assumption the nicest discussion that I know is in Broome (1991). For the plausibility of this decomposition, separability of the components is crucial, because consumers have to really perceive them separately.
so as to take reference points for each separately.

Sometimes they take $\mu$ linear outside of 0, so that all it does is generate a kink at the reference point. They explicitly assume that nonrevealed-preference based introspective or psychological inputs are used to determine various components of utility. This interpretation is desirable to justify comparisons between $(U(F|G)$ and $U(F'|G')$ with $G$ different than $G'$, as happening in this paper, because it is hard to give revealed-preference foundations to it. $U(F|G)$ is decreasing in $G$ so that if we were completely free to choose $G$ we would simply choose $G$ extremely low to attain infinite happiness.

Whether status quo is different from what is expected is partly terminological. One could argue that status quo by definition incorporates what one then expects.

We all know from everyday experience that we sometimes manipulate our expectations, e.g. lowering them to avoid disappointment. This looks like choosing the reference point. It is, however, a minor marginal effect to change our utilities just a little bit. It can only justify a small part of utility. Making yourself more happy by choosing a different reference point is no more than an illusion. Loss aversion, on the other hand, can more than double our perception of utility. Hence, these two don’t sit together well if treated as the same component as done in this paper.

**biseparable utility**: the most popular special case, with $\mu$ piecewise linear, is biseparable utility, and even RDU (Masatlioglu & Raymond 2016).


{% Use their 2006 QJE model to predict risk attitudes after small or big gains or losses, being expected or being surprises. %}


{% Dynamic model on plans for future consumption. Meant to be rational. Loss aversion over changes in beliefs. Reference point endogenously resulting from sophisticated optimization as in their other papers. So, one doesn’t improve utility by choosing better alternatives, but by changing one’s perception. A classical
modeling would be that one chooses between pairs \((F,G)\), with \(G\) a choice object rather than a reference point.

P. 912 Eq. 1: instant utility is sum of reference-dependent classical consumption utility and gain-loss utility derived from changes in belief about future outcomes.

P. 913 2/3: money in prospect theory is news about future consumption.


P. 914: loss aversion consists of two parts: (1) Kink of utility at 0 (their A4); (2) \(U'(-x) > U'(x)\) for all \(x > 0\) (their A2).

Their (A3) has \(U\) convex for losses and concave for gains. But they will often assume utility linear for gains and losses.

P. 930: they write that their model crucially depends on what people believe, which makes it hard to test. %}


{\% \%


{\% https://doi.org/10.1002/mcda.454

proper scoring rules \%}


[Link to paper](https://doi.org/10.1007/s11166-011-9118-0)

{\% finite additivity \%}


[Link to paper](https://doi.org/10.1002/mcda.454)

[Link to paper](http://dx.doi.org/10.1287/opre.2013.1230)


[Link to paper](http://dx.doi.org/10.1007/s11166-014-9185-0)

The authors interviewed 910 entrepreneurs, 397 managers, and 981 employees, which is an impressive sample, online. They measured risk attitude w.r.t. gain-lotteries, mixed lotteries, and ambiguity aversion w.r.t. ambiguous (Ellsberg urns) gambles. Ambiguity attitudes do not differ, and neither risk aversion for gains, between the groups. But they do for mixed gambles, suggesting that entrepreneurs are less loss averse than the others. In their terminology, the authors equate risk aversion with risk aversion for gains, and take loss aversion as distinct from risk aversion, a terminology differing from mine.


[Link to paper](http://dx.doi.org/10.1287/mnsc.2015.2249)

**coalescing:** Demonstrate complexity aversion (w.r.t. number of stages and branches and degree of ambiguity). Suggest that complexity aversion generates ambiguity aversion.

Propose a new way to estimate prospect theory. 


**time preference.** In a nicely simple setup they show that the value of a health state depends on what came before or after, so, there is a sequence effect.

*intertemporal separability criticized:* sequence effects


**ordering of subsets:** Show that the five necessary conditions for representability by a finitely additive probability measure of an ordering of subsets are also sufficient if the state space has 4 or fewer elements. If 5 or more, then no more, and counterexamples exist. With 5 states we still always have almost representability, but with 6 or more also that can go wrong. They give necessary and sufficient conditions for finite state spaces, amounting to the duality conditions for solving linear inequalities.

Their result in fact shows that for only two consequences and no more than 4 states of nature, Savage’s (1954) axioms (with the richness condition P6 removed) are necessary and sufficient for SEU. (De Finetti’s additivity axiom is the sure-thing principle if there are only two outcomes.)


**second-order probabilities to model ambiguity**

A choice made can alter subjective beliefs/tastes, with regret coming in, implying Schmeidler’s (1989) quasi-convexity interpreted as uncertainty aversion.


Krahnen, Jan-Pieter & Martin Weber (1999) “Generally Accepted Rating Principles: A Primer.”


P. 7 seems to exclude preferential choice research from this survey of mathematical psychology, writing pessimistically “there is no lack of technically excellent papers in this area … they give no sense of any real accumulation of knowledge. … what are the established laws of preferential choice behavior?” (p. 7).

{\% \%

{\% (A good concise description of the essence of this book is Narens & Luce (1986).) If you study this book, then you will be 100 years ahead of your field. The first chapter explains how measurement starts with counting, and how standard sequences capture this. It gives a geneal technique for getting cardinal measurement in ordinal preference models. I was lucky to be exposed to this technique at young age. In my young years I wrote many papers using this technique, using the term tradeoff. Unfortunately, I co-founded the right way to market it, using merely indifferences, only in K"obberling & Wakker (2004 JRU), mathematically matured in the follow-up paper K"obberling & Wakker (2003). The present, 2013, generation (I write this para in 2013) working on ambiguity and uncertainty has forgotten this technique of Krantz et al. (1971) and, hence, mostly uses the unsatisfactory Anscombe-Aumann (1963) model to get cardinality. The present 2013 generation does not have the insights of the previous generation that by coincidence had some exceptionally deep mathematicians, being Krantz et al. (1971). Unfortunately, Luce in his return to decision theory in the 1990s had lost his technique, and used the unsatisfactory joint receipt to get cardinality.

  \textbf{standard-sequence invariance}; Fig. 1 in §1.2 (p. 18) depicts the construction of standard sequences.

  \textbf{restricting representations to subsets}; p. 276

  Pointed out to me by Han Bleichrodt (in Nov. 2003): §6.3.4, p. 266, 3\textsuperscript{rd} and 4\textsuperscript{th} para claim, without any justification, that a local version of triple cancellation implies a global one. In the algebraic approach, no such results are available in the literature though.

  Ttm. 4.2: \textbf{strength-of-preference representation}.}
**Kirsten & I**: Ch. 6, with finitely many time points;

**criticisms of Savage's basic framework**: §8.2.1 explains Luce’s views on the primitives of decision under uncertainty, deviating from Savage (1954).

**criticizing the dangerous role of technical axioms such as continuity**: §9.1 has the good discussion of the dangerous empirical status of technical axioms such as continuity and solvability, often overlooked. In the presence of other axioms, they do have empirical content but it may not be clear what that content is. See also §6.6 of Pfanzagl (1968), and Schmeidler (1971).

**cancellation axioms**: Theorem 9.2.1 (p. 430) gives necessary and sufficient conditions for additive representation of finitely many preferences (can be incomplete on any subset of a product set) through cancellation axioms. Unfortunately, the authors use an irreflexivity condition for an extended relation and it takes some time to see that this is equivalent to imposing all cancellation axioms.

§10.9.2 distinguishes between fundamental and derived measurement:

“As we use the term, an attribute is called fundamental if its measurement does not depend on the measurement of anything else. … If, as is usual, one places derived in opposition to fundamental, …” Most of the section discusses how other authors used the terms, and some confusions.

---------------------------------

**SELECTION OF MATERIAL FOR STUDENTS**

For students of preference axiomatizations of decision theory, here is a selection of material from the book that is useful to read. The general techniques of this book allow for appealing and mathematically general theorems because they show how to obtain cardinality efficiently. The techniques of this book are mostly based on Hölder’s lemma, which is more efficient than the mixture-set techniques of the Anscombe-Aumann framework. This knowledge has been lost by present (2013) generations, which is why nowadays (1990-2023) in decision under uncertainty (ambiguity) the Anscombe-Aumann framework is usually used, to my regret.

---------------------------------

Preface: read

Ch. 1 on general measurement procedures: study
Ch. 2 on first derivations of numerical representations: study except:
§2.2.7 (rings) read once. Its ring structure is useful for SEU and discounted utility
where, besides an addition operation, also a multiplication operation plays a role.

Ch. 3 on measurement with an operation: study except:
§3.2.2 (periodic case): skip
§3.4 (measurement when operation is incomplete) gives the really powerful
mathematical tools from which much in this book is derived. It can however be
skipped if only the gist of the book is to be learnt.
§3.6: skim
§3.7 (essential maxima): skip
§3.10.1: skim
§3.10.2: important
§3.12: conditional connectedness: skip
§3.14 intro: read
§3.14.1 (riskiness): skip

Ch. 4: useful but can be skipped if only the gist of the book is to be learnt.
If you study it, can skip §4.6 (cross-modality), 4.10 (absolute difference), and
4.12 (strongly conditional indifference structures).

Ch. 5: useful but can be skipped if only the gist of the book is to be learnt.
If you study it:
§5.4.1 (QM-algebra) is useful for the study of ambiguity because the set of
unambiguous events will not be an algebra, but can be a QM algebra.
§5.6 (conditional qual. prob): can skim
§5.8 (stochastic independence as a primitive): can skip

Ch. 6: most important chapter
§6.5.1: skip
§6.5.5 important for nonEU that imposes the EU axioms on subspaces.
§6.7: skim
§6.9: bisymmetry is a way to turn additive representations into SEU and
discounted utility, alternatively to my tradeoff technique.

§6.11 (many components): most important section in book.

Ch. 7 on polynomial measurement: nice but can skim

Ch. 8 on risk/uncertainty: skip because outdated

Ch. 9 on finite sets: study
§9.1-9.2: important
§9.4 (applications): skip
§9.5: polynomial: skip

Ch. 10 on dimensional laws: skip

------------------------------------------------------

Krantz, David H., R. Duncan Luce, Patrick Suppes, & Amos Tversky (1971)
Publications, New York.)

Dept. of Psychology, Columbia University, New York.

Figure 3, distributive cancellation, is a special case of triple cancellation. If, with
gauge (a,..) versus (b,..), you compare a tradeoff on only the 2nd coordinate with
a tradeoff on only the 3rd coordinate, then this should remain if the gauge on the
first coordinate is replaced by a gauge (c,..) versus (d,..). It is in fact symmetric
in the three coordinates.

Fig. 4 shows that Gorman’s (1968) result was not known among mathematical
psychologists. %

Krantz, David H. & Amos Tversky (1971) “Conjoint-Measurement Analysis of
P. 13 introduces the beautiful and important concept of \textbf{relative curvature} for subjective dimensions; i.e., one scale is more curved than another. Unfortunately, it does not pay much attention to it. To define it, let \( \delta \) denote a distance (or difference) function, and there are scale 1 and scale 2, with elements \( x_1, y_1, z_1 \), and \( x_2, y_2, z_2 \), respectively. If \( \delta(x_1, y_1) = \delta(x_2, y_2) \) and \( \delta(y_1, z_1) = \delta(y_2, z_2) \) but \( \delta(x_1, z_1) \geq \delta(x_2, z_2) \) then the second scale is more curved than the first. A bit more general: if \( \delta(x_1, y_1) \leq \delta(x_2, y_2) \) and \( \delta(y_1, z_1) \leq \delta(y_2, z_2) \) but \( \delta(x_1, z_1) \geq \delta(x_2, z_2) \) then the second scale is more curved than the first. Note that here we are not comparing different functions on the same domain, as in typical Pratt-Arrow results, but we compare the same distance function \( \delta \) (could also be different) on different subdomains.

\textbf{(measure of similarity)}


\textbf{preference for flexibility}


May explain if Aristotel had some sort of concept of utility. The author had many papers on Bentham, utility, etc.


\textbf{real incentives/hypothetical choice}: seem to consider how actual behavior can be predicted from (hypothetical!) attitude questions.

PT falsified; probability weighting depends on outcomes


Study insurance for low-probability large-loss events. Discuss that many people do NOT insure here. Mimic it in the lab with subjects getting money and risking to lose it. Social comparison effects are less robust. People underweight others’ information.


Best core theory depends on error theory: they find it for prospect theory. They study identifiability/collinearity but only if one parameter concerns the error theory and the other the core theory. As remedies they study: Redefining the subjective parameters of the core theory or changing the error theory. P. 21 2nd para mentions an important third remedy not analyzed: To change the stimuli used to measure the model. Some stimuli will be better to separate parameters than others.

P. 20 “General Discussion” is in fact just a summary.

P. 20 penultimate para opens with “Moreover, the problem of interdependent parameters is not restricted to computational models of cognition.” This is trivial because it is a general problem of statistics, occurring in all empirical disciplines.


Risky utility \( u = \text{transform of strength of preference} \ v \), haven’t checked if latter doesn’t exist.

\{'% risky utility u = transform of strength of preference v, haven’t checked if latter doesn’t exist. %\}


\{'% Acceptance of small risky gambles and scores on math tests is associated with inventory accumulation among Kenyan shopkeepers. The authors argue that loss aversion plays a big role here. %\}


\{'% Kreps 1988 Eqs. 4.4 and 7.13 argues that state-dependent expected utility is like additive decomposability.\}

\{'% preference for flexibility \%


source-dependent utility: the first paper to have this clearly.

dynamic consistency (DC); p. 189, following Axiom 2.1, states version of context-independence;

Paper does dynamic decision under risk, with consumption at each time point; Axiom 3.11 (“Temporal consistency”) is what is nowadays (after Halevy 2015) called time consistency, maybe with forgone-branch independence included I am not sure; Theorem 2 on p. 195 then shows the way I always look at the models of Luce/Segal: Given DC, you can consider only prior choice. It is nicely repeated in words following Corollary 2 on p. 196; Axiom 6.1 resembles forgone-branch independence (often called consequentialism) but also requires independence of past consumption which is far less innocuous than real forgone-branch independence.

They assume EU at every single-stage but give up the RCLA assumption and, thus, permit nonindifference to the timing of the resolution of uncertainty.

A simplified version can be found in §2 of Grant, Kajii, & Polak (1998, JET) “Intrinsic Preference for Information,” in §1 of Ahlbrecht & Weber (1997, Theory and Decision), and in Ch. 20 of Gollier (2001). According to Grant et al., Kreps & Porteus (1978) were the first to introduce preference for early resolution of uncertainty. The basic model is, for two-stage gambles:

\[ \sum_{i=1}^{n} p_i V U^{-1}(EU(z_i)) \]  where: EU(z_i) is expected utility under some utility function U applied to a second-stage lottery z_i. V is a transformation function serving as a vNM utility function in the first stage. Whereas U only captures risk
attitude, V also captures attitude towards the timing of the resolution of uncertainty. \( VU^{-1} \) is convex iff early resolution is always preferred to late. 


**Dynamic Consistency:** favors abandoning RCLA when time is physical.


**Consequentialism/Pragmatism:** putting everything relevant in consequences makes model intractable;

P. 82 seems to argue for nonindifference towards the timing of the resolution of uncertainty.


As pointed out by Fishburn, this paper was the first to introduce the skew-symmetric bilinear utility theory of Fishburn.


Climate System,” *Proceedings of the National Academy of Sciences* 106, 5041–5046.


An earlier study reported that asking people in the beginning of a questionnaire to be truthful works better than at the end. This study reports in detail that it fails to replicate.

The paper considers the kind of honesty test where people throw a die, report which number $k$ ($1 \leq k \leq 6$) came up, and then receive $k$. However, no one else can see whether they reported truthfully. Statistically, too many report high numbers. One cannot prove dishonesty at the individual level, but one can prove statistically at the group level. I always have difficulties here. The rewarding system rewards dishonest people and punishes honest people, and if anything is to be called immoral I would say it is the rewarding system. If a subject, fully knowing the design, throws a low number and then reports the low number I would not call that honest but rather stupid. So, I think that they are not studying honesty but stupidity. %}


Nice books on history and discussions of probability:}


foundations of statistics: A warm plea for Bayesian statistics. Giving nice numerical examples, graphs, and useful software. §1 nicely illustrates the ad hoc (but no better alternative) things that Bayesians can do once they arrived at the posterior distribution. My sympathy is with the likelihood principle, that the likelihood function (= Bayes factors) summarizes the relevant info in the data, and that from there on further things have to be added such as prior distribution and ad hoc things such as described in this §1. P. 577 1st column last para describes ROPE (region of practical equivalence) as a region around 0 taken as negligibly different from 0, where an effect size of 0.1 is qualified as small. It is ad hoc but there is nothing better.

Unfortunately, theoretical backgrounds, while available in the literature, are often lacking in this paper. For many known problems, the author does not cite literature or uses standard terminology, but develops a private terminology. For instance, that p-values depend on sampling “intentions” is the author’s way of
writing about violations of the likelihood principle, a term that is never mentioned.

The paper throughout presents richness of info as a pro, e.g. the richness of reporting the whole posterior distribution versus a binary “reject/no-reject” of NHST. P. 587 penultimate para: “Therefore we should use the analysis method that provides the richest information possible regarding the answer we seek. And that method is Bayesian estimation.” By reductio ad absurdem, the richest info, just giving the whole data set with every data point, would then be best to do. This is not so. There should also be tractability and direct relevance for decisions: statistics should present useful summaries of data.

The presentation of null hypothesis significance testing (NHST) is overly simplistic:

P. 573, bottom of 1st column, claims that NHST cannot accept (in the sense of arguing for) the null hypothesis. But NHST can do things, such as power analysis and reformulating the null as alternative.

The paper often suggests that NHST can only do t-tests, and cannot handle other distributions. Relatedly,

The paper often suggests that NHST cannot handle outliers.

P. 577 middle of 1st column describes the well-known problem of statistical significance that has no economic/psychological significance. The author uses a strong versus weak theory terminology for this point.

For Bayes factors the author throughout uses the terms model and prior for what I think are parameter value and distribution over observables conditional on parameter.

P. 577 2nd column 1st para criticizes Bayes factor for being sensitive to choice of alternative, but this holds the same for ROPE.

The paper often writes about credible values but never defines them—at least I did not see it. I guess it means putting up a threshold and taking all parameters whose posterior is above the threshold.

The author often claims that one has to correct for multiple testing also if those tests concern unrelated and independent tests of different things, and complains about having to do extra tests (“I have to conduct an additional NHST F test”).


{% risky utility \( u = \text{strength of preference} \ v \) (or other riskless cardinal utility, often called value): state this very explicitly in second paragraph of their paper! So, don’t want risky \( u \) to be transform of riskless \( v \)!

decreasing ARA/increasing RRA & utility elicitation: power family did somewhat better than exponential, much better than logarithmic or linear

utility measurement: correct for probability distortion. They use the term “risk function of probability” instead of probability weighting. %}


{% Seems to have risk averse for gains, risk seeking for losses %}


{% https://doi.org/10.1007/s10838-022-09600-x

foundations of statistics: argue that Neyman’s sampling theory supports an argument for the intermediate approach in the frequentism vs. Bayesianism debate. %}


{% %}


{% Consider choices from budget sets over two periods, depending on prices and initial wealth, assuming the classical time-separable EU. Give conditions on
preferences/utility under which utilities, beliefs, and discounting are identifiable. A sufficient condition is if some indirect marginal utilities are linearly independent. This holds often, but not for instance if utility is linear/exponential (CARA). Local data often suffices.


revealed preference: Consider a finite state space \( \{s_1, \ldots, s_n\} \), acts, and preferences over those. However, the state space is also endowed with objective probabilities \((p_1, \ldots, p_n)\). They assume \((p_1, \ldots, p_n)\) variable, getting a rich domain. Give necessary and sufficient conditions for expected utility maximization for a finite set of choices.


tradeoff method: revealed preference

Assume Savage model but with finite state space. Assume that objective probabilities of the states are given. Then axioms such as my tradeoff consistency can be used to give SEU. Only, this SEU model may use subjective probabilities different than the objective ones. They propose an axiom to then give identity of probabilities, generalizing Werner’s (2005) risk aversion: There must exist a sure outcome such that in its neighborhood all acts with EV equal to that outcome are either all more preferred or all less preferred (if \( \text{U}^{\prime\prime} < 0 \) there). The case of always \( \text{U}^{\prime\prime} = 0 \) with linear utility also works. Their analysis does need sufficient differentiability of \( \text{U} \).

They consider two richer domains: The probabilities of the states can vary, but preferences are only between acts with the same probabilities involved. Then tradeoff consistency can ensure the same utility function for different probabilities. And then, yet more general: Pref can be between acts with different probabilities involved. Such prefs can be matched through certainty equivalents and transitivity.

inverse-S (= likelihood insensitivity) related to emotions: In risky choice, fearful subjects are more risk averse than angry subjects. If the uncertainty concerns the move of the other in a coordination game, then the effect is opposite. So, this is a kind of source dependence. 


risk averse for gains, risk seeking for losses: Meta-analysis of 136 empirical studies of framing. Framing means that a problem can be formulated in two logically equivalent ways, one suggesting gain outcomes and the other losses. Then, it also means that the gain formulation gives most risk aversion, and the loss formulation gives most risk seeking (p. 29). Seems that this study does not investigate that, but instead whether there is less risk aversion for losses than for gains (unidirectional test). The former, bidirectional, seems to be examined by Kühberger, Schulte-Mecklenbeck, & Perner (1999).

Takes statistics of the papers considered, carry out statistical analyses over them, and find 72% of studies confirming framing (p. 35), if I understand right. Strongest effect if study has risky versus riskless options, not risky versus risky, if framing is by variable reference point, not salience of outcomes, and, amazingly, in within-subject designs and not between-subjects.

Another survey of framing is Levin, Schneider, & Gaeth (1998).

Hypothetical choice with framing effects in Asian disease in choice, rating, and ranking. Framing does more to evaluation of riskless options than of risky options.


suspicion under ambiguity: seem to find that people behave under ambiguity as if they play against a better-informed opponent.


P. 217: **risk seeking for small-probability gains:** not found, only weak risk aversion.

P. 217: risk aversion for small-probability losses: neither found, only weak risk seeking.

Pp. 225-226: **losses from prior endowment mechanism**, argues that subjects may integrate the prior endowment, and then invokes the house-money effect, to explain the risk seeking found.

**decreasing ARA/increasing RRA:** may have that; I should check. %}


{% real incentives/hypothetical choice: Point out that differences between real and hypothetical choice may be because hypothetical is with high payoffs and real is with low. In general are positive for hypothetical choice. Seem to find no difference between real and hypothetical choice.

**decreasing ARA/increasing RRA:** may have that; I should check. %}


{% Discuss framing effects such as in Asian disease. P. 316, very correctly, points out that the problem is not well done by Tversky & Kahneman (1981) because, when saying that 200 people die, they don’t say what happens to the rest. Give several references to others who pointed this out. They compare prospect theory to their preferred fuzzy-trace theory. Here is a typical example of how the latter goes (p. 318). If saving 200 for sure: “some will be saved.”
If saving either 600 (p = 1/3) or none: Some will be saved or none will be saved. And, awel, then the former is preferred. So, this is how fuzzy trace theory works more or less. 


{\% normal/extensive form \%}


{\% cancellation axioms; Gives nice didactical presentation of solving linear equations, and consistency of those; recommended to me by Aldo Rustichini. Scott (1964) showed how one can derive additively decomposable representations theorems from this result. \%}


{\% Discusses, for one thing, the mass action interpretation of game theory that Nash wrote in his Ph.D. thesis but did not publish, in the contribution by Weibull and elsewhere. \%}


{\% all hypothetical; ambiguity seeking for losses: finds that for negatively framed decisions, ambiguity seeking was more common. For positive framing, ambiguity seeking is more common. reflection at individual level for ambiguity: Although Experiment 1 has within-individual data, it is not reported regarding this. (What is called within-subject analysis is ANOVA still testing group averages.) Experiment 2 is only probability estimations and, again, reports only group averages. \%}


one-dimensional utility


Children with good grades at high school do better in universities.


crowding-out: raising tax-rebates failed to increase support for siting nuclear repository in Nevada.


small probabilities: p. 105 cites evidence that people may overestimate, but also ignore, small probabilities; inverse-S: Studies 1 and 2 show that people are unresponsive to changes in the order of magnitude of a low probability. Study 3 puts such different probabilities side by side and then people are responsive to them. So, it is not for
motivational reasons, but for cognitive reasons. (cognitive ability related to likelihood insensitivity (= inverse-S)) %


{ small probabilities

**risk seeking for small-probability gains:** Nice example that small probabilities are often ignored. Give bounded-rationality arguments: for very small probability, even if the catastrophe is large, it is not worth the time to think and have transaction costs about. %


{ %


{ questionnaire versus choice utility: Suggest that questionnaires may be useful even though economists do not want them. Did telephone surveys on people throughout the US facing risks of floods. Also did experimental lottery choices in the lab. Unfortunately, do not report the data. P. 67, 2nd and 3rd paras, find, remarkably, that people want insurance for “relatively high” probability risks, not for small risks. Don’t say what “relatively high” means. %


{ %

One thing they point out (as in Dasgupta & Maskin 2005): An aggregate of exponential discounters will be a hyperbolic discounter. Thus, if all individuals in society are constant discounters, then the representative agent is hyperbolic. It can also be aggregation within an individual, who is uncertain which exponential discounting to take.%


paternalism/Humean-view-of-preference: He proposes to take a representative sample into the lab, and from them get unbiased estimates. Contrary to what has sometimes been suggested, Kurz does not propose to estimate biases quantitatively so as to correct for them I think.

P. 333 makes the assumption that under hypothetical choice, subjects have no reason to lie: “Assumption 2. In the absence of any reward or loss due to the revelation of true preferences, individuals have the intrinsic desire to tell the truth and thus be prepared to reveal their true demands.”


P. 1487 calls prospect theory the leading psychological descriptive theory of “decision making” without there specifying risk. (PT/RDU most popular for risk)

This paper uses the term precautionary decision as equivalent to insurance decision, deviating from economic terminology where it means reducing but not entirely removing bad probabilities.

In rank-dependent theories, including PT, one can use two dual ways of using the probability weighting function in the preference functional (top-down or bottom-up), and this paper left me confused on what they do. What is high one way, is low the other way, and what reflects optimism one way, reflects pessimism the other way. (Inverse-S is not really affected by it.) In the early days of RDU, bottom-up was most common, but nowadays (1990-2023) top-down is the almost universally agreed upon convention. For PT of Tversky & Kahneman (1992), top-down for gains and bottom-up for losses is the common way. This
paper uses PT but, unfortunately, does not specify which way of integration it uses. P. 1491 penultimate para of 1st column claims that the $\delta$ parameter of probability weighting represents attractiveness of a lottery, without specifying if this is for gains or losses. The weighting function is given in Eq. 1, p. 1491, and it is the Goldstein-Einhorn (1987) family (they cite Gonzalez & Wu 1999). The authors interpret the parameter $\delta$, the index of elevation, as attractiveness (2nd para below Eq. 1). However, under common PT, for losses, it is the opposite, unattractiveness. And insurance is about losses (although this paper considers both gains and losses). This left me confused. On p. 1501, 2nd column, end of 3rd para, the authors write that overweighting of probabilities means risk aversion for losses, suggesting that they did use the common way of integration. My comments below will, therefore, assume the common way of integration.

It has often been observed that framing a risky choice as an insurance decision increases risk aversion. (insurance frame increases risk aversion) The authors mention this on p. 1488. For probability weighting for losses under PT this will increase pessimism; i.e., it will increase the weighting function and the intersection point with the diagonal. This paper confirms this finding in a number of experiments. (PT falsified; probability weighting depends on outcomes)

A general phenomenon with experiments is that subjects often replace the info given by the experimenter with their own experiences. If the experimenter says “assume that this has probability 1” they may reason: “the experimenter may say so, but I think it is different” and they go by their own ideas. This may explain why subjects in this experiment were not only affected by the probabilities given by the experimenters, but also by accessibility. P. 1497 1st column penultimate para writes:

It was not clear to me what accessibility means in this paper, and to what extent it is anything beyond probability/frequency, although it apparently is assumed to happen only with insurance events and not with just probability-gambles. P. 1495 2nd column will give high-frequency events as an example of accessible events.

P. 1495 text from 1st to 2nd column: “When evaluating risks for insurance, people do not usually use statistical evidence about the probability of risky events. Instead, people may
commonly rely on inferences based on what they remember hearing or observing about a particular risk (Hertwig, Pachur, & Kurzenha¨user, user, 2005; Slovic, Fischhoff, & Lichtenstein, 1979; Tversky & Kahneman, 1973)."

P. 1497: “in the low-frequency insurance risk condition, we attached the highest probability levels to those risks judged as less frequent in the norming procedure” Such hypothetical things may be hard to imagine for subjects, and they may rather substitute their own ideas. For such kinds of questions, real incentives are useful. This paper did everything hypothetical, asking subjects over 100s of hypothetical choices.

They did data-fitting on many choices from which CEs (certainty equivalents) were derived using power utility and the Goldstein & Einhorn family (for which they refer to Gonzalez & Wu 1999). They usually confirm inverse-S.}


The author redoes the Wu, Zhang, & Abdellaoui (2005) study, testing CPT (I prefer to call it PT) against OPT with a probability tradeoff idea, but for losses (WZA did gains). He does not really do OPT for strictly positive or negative prospects, but the separate-probability transformation version, which he still calls OPT (*SPT iso OPT*). His Eq. 1 on p. 541 cites Fennema & Wakker 97 for it, but the latter only considered mixed prospects and not loss-zero prospects as this paper does. Thus, Eq. 1 is not really OPT if \( p_3 = 0 \) (as for instance in the left-hand side of Eq. 4). But, as with Wu, Zhang, & Abdellaoui (2005), for the tests done here it does not matter. The paper rejects OPT if sure outcomes are involved. Otherwise OPT and CPT are accepted. So, this provides evidence supporting CPT more. Wu, Zhang, & Abdellaoui (2005) supported OPT some more. No real incentives but flat payment.

L’Haridon, Olivier (2018); website to illustrate probability weighting functions:  
https://olivierlharidon.shinyapps.io/probability_weighting_functions/  


They test the most important paradox of Machina (2009), being the reflection example. They confirm what is so natural, being that \( f_6 > f_5 \) because \( f_6 \) has one outcome, 4, resulting with known probability \( \frac{1}{2} \), whereas \( f_5 \) has all outcomes ambiguous. For exactly the same reason, ambiguity averse people will have \( f_7 > f_8 \). Strange that Machina did not want to commit to these predictions. A follow-up question could be to test for strength of preference, so as to exclude indifferences.  


This paper presents an impressive data set on risk attitudes of people, well, students (\( N = 2939 \)), from many (30) countries, turning it into the most authoritative empirical measurement of risk attitudes presently available. It can be taken as representative for the world population. In particular, it will become the central reference for representative parameters of prospect theory. It adds cultural comparisons. A nice finding is that, whereas risk attitudes are problematic for predictions at the between-individual level, they work well for
predictions at the between-country level. Poor countries are more risk seeking. Individual characteristics do not predict well at the individual level, but macroeconomic indicators explain between-country variation.

The authors measured certainty equivalents of two-outcome lotteries.

The paper confirms reference dependence.

The authors confirm inverse-S probability weighting, with risk seeking for unlikely gains and risk aversion for likely gains, and this reflected for losses, confirming the fourfold pattern.

The authors find that gender, body length, and cognitive ability (cognitive ability related to risk/ambiguity aversion; cognitive ability related to likelihood insensitivity (= inverse-S); p. 202) correlate with insensitivity and not with aversion. Women are more insensitive both for gains and for losses, are more pessimistic for gains, and have more noise (§5.4, p. 201 bottom).

I regret that the authors use a concept of likelihood dependence. In my interpretation, risk attitude is not likelihood dependent, although risk aversion is. In my interpretation, there is insensitivity, and this is likelihood independent. Insensitivity is the right concept and risk aversion is not, the same way as green and blue are right concepts of color and grue and bleen are not, to cite well-known examples from philosophy.

P. 187 3rd para discusses the related paper Rieger, Wang, & Hens (2015). That paper gave a breakthrough in providing worldwide data but had a number of problems, properly described by l’Haridon & Vieider, because of which its results cannot yet be used.

P. 189 top pleas for linear utility for small stakes. They use the Prelec 2-parameter family.

The sample is not representative for all human beings because it is only students. The pro of doing so is that the population is homogeneous here so that other comparisons are more convincing. %


{% suspicion under ambiguity: The authors could not control for this, as they discuss in detail, and I agree that they had to do without. But here, unlike some
other studies, I think it did affect data and increased ambiguity aversion. They cite Dimmock, Kouwenberg, Mitchell, & Peijnenburg (2016, Journal of Financial Economics) who convincingly argued that they need not control for suspicion, and some studies that found no effect. However, this depends much on the study. For Dimmock et al., subjects were clients of a big organization that much worked with them in the past and future and, therefore, could be trusted. Here subjects one time interact with experimenters from other countries and have much more reason to suspect.

The paper considers 3000 students across 30 countries and measures their ambiguity attitudes, using Ellsberg urns. It considers urns with 8 colors, and a-neutral probabilities 1/8, 2/8, 3/8, 5/8, 6/8, 7/8, with one nonzero outcome that can be a gain or a loss. The authors measure CEs of ambiguous and risky prospects, and take their normalized differences as index of ambiguity aversion. Normalization is by dividing by difference between extreme outcomes. In general, this normalization has the drawback that for small stakes it tends to reduce deviations from linearity and neutrality (because utility usually is between CRRA and CARA). In this study, the difference between extreme outcomes, the denominator, was always 20 (once 15) and, hence, did not affect within-study comparisons. I prefer matching probabilities, and elaborate some on the difference between the two.

BEGINNING OF INTERMEZZO
COMPARING MATCHING PROBABILITIES AND NORMALIZED CE DIFFERENCES

I assume the source method, where the ambiguous event E has a-neutral probability p, and consider only gains. I first assume linear utility, which for moderate amounts as considered here ($20, $0) is reasonable. I take normalized stakes 1 and 0. By $w_S$ I denote the source function, and by $w$ the probability weighting function for the source of known probabilities (risk). Then the normalized CE is the CE, and $CE(1_E0) = w_S(p)$ and $CE(1_p0) = w(p)$. The event-dependent index of ambiguity aversion of the authors is

$$w_S(p) - w(p). \ (*)$$

Given that the matching probability is $w^{-1}(w_S(p))$, matching probabilities instead consider the difference
If I may be allowed to take (**) as gold standard, following Dimmock, Kouwenberg, & Wakker (2016 Theorem 3.1), then the authors’ (*) has brought in the transformation \( w \). It means, roughly, that \( w' \) interferes. It means that (*) amplifies differences where \( w' \) is steep, which is near the extremes (where differences are large anyhow), so that (*) amplifies ambiguity aversion near certainty. If near impossibility there is ambiguity seeking, as there usually is, then it is amplified and (*) is amplifying insensitivity. In this study it is a bit ambiguity aversion near impossibility, so that (*) is again amplifying ambiguity aversion. In the middle region, differences, which are small anyhow, are reduced.

If we assume nonlinear utility, then this also interferes in (*). For example, concavity of utility will reduce the two CEs, but this will not affect their difference much. The normalization by dividing by the difference of the two extreme outcomes, as written before, reduces the indexes for small stakes somewhat.

END OF INTERMEZZO

No surprise that I disagree with the authors’ arguments in favor of their index. Their index depends on utility. They argue that, if ambiguity attitude depends on utility, then that is an advantage. One thing I disagree about is because dependence on utility does not mean good dependence on utility. The above intermezzo has given analytical details. Another has to do with the authors’ claim: “Thus if utility is different between risk and uncertainty but decision weights are not, the matching probabilities will not detect ambiguity attitudes, but our ambiguity premia will.” [italics added here] The italicized part is not correct. That matching probabilities and indexes derived from those do not depend on outcomes or utilities, is derived under the assumption that utility is the same for risk and uncertainty. If that assumption is relaxed, as in the smooth model, then matching probabilities and indexes derived from them do become utility dependent.—Which need not yet mean utility dependent in a good manner. That is yet another question.—

Genetic diversity measures the genetic diversity in a country.

**ambiguity seeking for losses & ambiguity seeking for unlikely:** The authors find strong ambiguity aversion for likely gains and unlikely losses. Insensitivity often means ambiguity seeking for unlikely gains and likely losses. This paper
does find reduced ambiguity aversion for unlikely gains and likely losses, but no ambiguity seeking. This may be because this experiment could not control for suspicion, leading to increased ambiguity aversion throughout. Searching this annotated bibliography for the keyword **suspicion under ambiguity** shows that ambiguity aversion for unlikely gains happens almost only if there was no control for suspicion.

At the individual level, they can explain almost nothing of the variance, even less than for risk attitudes, in the data. As the authors write: “[i]t could be due either to systematic noise in the responses of some individuals, or to ambiguity attitudes constituting an idiosyncratic trait that is orthogonal to observable characteristics.” At the country level (which averages over individuals, so has more reliability) things are much better, and more of variance can be explained.

They also write: “We do not mean to conclude from our results that ambiguity aversion is not an empirically meaningful concept. The use of abstract urns and the comparison of extreme situations of completely known and completely unknown probabilities, however, seem to induce high levels of inconsistencies in responses, which may well result from the salient and artificially induced absence of information from one of the urns (Frisch and Baron, 1988; Fox and Tversky, 1995). These issues may then be further exacerbated by measurement problems, which are also well known in the risk preference literature. One solution for applied empirical researchers may then be to recur to more natural sources of uncertainty (Abdellaoui et al., 2011; Baillon, Huang, Selim and Wakker, 2016b).”

**natural sources of ambiguity**: The authors plea for studying those in the concluding text of the paper: “Our conclusions about measuring ambiguity attitudes are rather negative. We do not want to say with this that ambiguity does not matter. The point is rather that processes resembling ambiguity are quite artificial, and may thus have limited real world applications. There furthermore appear to be severe measurement problems. Ambiguity may well matter where it occurs naturally in the real world—see for instance Kunreuther, Meszaros, Hogarth and Spranca (1995) for evidence that the presence of ambiguity about the precise probabilities underlying a process affects the pricing decisions of insurance underwriters. The way forward may then be to investigate naturally occurring uncertainty, rather than artificial ambiguity that is rare in the real world. This will mean focusing on natural sources of uncertainty, as some studies have already done (Abdellaoui et al., 2011; Baillon, Bleichrodt, Keskin, l’Haridon and Li, 2016a). Baillon et al. (2016b) proposed a method for the nonparametric measurement of ambiguity attitudes and showed that it exhibits high levels of measurement reliability. This may also mean moving away from a comparison point of risk, which can hardly ever be found in reality, and towards varying degrees of ambiguity underlying outcome-generating processes.
Time will tell whether such approaches will indeed perform better in terms of the external validity of experimentally measured preferences.”


{\% proper scoring rules \%

Make the, reasonable, assumption of linear utility for moderate stakes. Then use quadratic proper scoring rules to measure decision weights. Loss aversion is incorporated in these decision weights. Thus, comparing them at 0 with other outcomes gives loss aversion. In an experiment, the authors find no loss aversion and neither its opposite, gain seeking. They do find probability weighting and ambiguity nonneutrality. \%


{\% ambiguity seeking for losses \%}


{\% MAUT for CEU (Choquet expected utility). Argues for attribute-wise sign-dependence, rather than overall. \%


{\% \%

They investigate that patients evaluate their position higher than nonpatients who evaluate it hypothetically. They show that it cannot be (just) explained by different endpoints/scalings, because it also occurs in relative evaluations.


Formulate a variation of EU where both regret and disappointment are incorporated, and show how particular assumptions on the form of utility lead to empirical predictions such as the Allais paradox.


*foundations of statistics*: a textbook in statistics that is completely in the Bayesian de Finetti spirit, using many geometric explanations.


If uncertainty is resolved in the future, then subjects are more risk seeking.


Real incentives/hypothetical choice: 30 subjects did some 4 hypothetical risky choices, and 32 did it real, having all questions played for real (so, income effect …). The real choices gave more risk aversion. No results are given on whether subjects are risk averse or risk seeking. They used the choice list to measure probability equivalents. They do not explain well how exactly they implemented the real incentives (“they would actually play their chosen risk levels for the amounts of money in the items” on p. 829 is not clear to me).


real incentives/hypothetical choice: for time preferences: Investigate it, and find no difference between real and hypothetical choice. 6 students for many weeks had to choose daily either to get something like $0.50 immediately or $1 some days/weeks later (in real incentives maximal delay considered was 1 month, see p. 178 1st column penultimate para). To avoid saving and so on they could not keep the money but had to spend it immediately upon receipt on candies, so as to enforce consuming and avoid saving. This is in itself a nice idea.

Explicitly do not do RIS, but pay all choices. They avoid income effects in the sense that subjects can never get more than one consumption-set per day. They want subjects to first have experienced the options before choosing themselves, so, subjects first got some delayed or non-delayed options just like that. Each subject first did hypothetical choice and when that treatment was over did real incentives treatment.

Although there is a nice basis, there are several problems. One thing is that subjects can resort to outside options. They can buy the candies outside the experiment. So, if they prefer it now then they can still choose the delayed option but buy immediately after in the store.

Problem is that I think that they do not measure so much discounting, which for days or weeks should be very weak, but they rather measure attitudes toward hunger. Big drawback is that subjects who chose the delayed reward had to come back to the lab later just to get the delayed reward which, given the small stake per case, is huge transaction costs. The discussion, top of p. 185, does not account for this properly, suggesting subjects had to come to the lab anyhow. This is not true. Subjects for future options had to come especially to the lab for getting them and then would get no other choice or anything (p. 179).

For real incentives the starting choice of the bisection procedure was the indifference value found with hypothetical (p. 178 end), introducing a strong framing/bias to have real the same as hypothetical.


When a lottery is allocated to a peer, 15% of subjects change their choice in the direction of the peer. When the peer chose a lottery rather than getting it allocated, 30% of subjects change choice towards peer. Then imitation also plays a role. The change came about most when the lottery for the peer was riskless. This suggests, as explained p. 76 end of 2nd para, that people may more easily imitating each other in taking insurance than to purchase stocks.


Dynamic consistency; DC = stationarity: first sentence of abstract opens up with this;

Golden egg: A goose that lays golden eggs, is very useful in the long run, but it is difficult, if not impossible, to realize these benefits immediately. Many illiquid assets are like that.

Develops a golden eggs model for a consumer whodiscounts hyperbolically and can do some form of precommitment. Economic implications and equilibria are derived.

This paper popularized the quasi-hyperbolic discounting introduced by Phelps & Pollak (1968).


Small worlds

First part of paper describes Amos’ work. Second part of §4 and §5 describe authors’ viewpoints on future.

P. 8: “Folk wisdom holds that “Prospect theory,” with 1703 cites as of 1996, is the most-cited paper ever published in *Econometrica.*” This is indeed a rumour that has been around for many years, so, it was not introduced by Laibson & Zeckhauser (1998) and they do describe something going on in the field. Kim, Morse, & Zingales (2006, Table 2) shows that the paper is the second-most cited in all of Economics (and also in Econometrica).

P. 8: “He showed that nonrational behavior can be identified and predicted, and that it has important implications for real world economics.” *(PT/RDU most popular for risk)*

P. 14 says that extreme underweighting of high probabilities makes insurance attractive. This is not true, it is extreme overweighting of low probabilities, in cumulative prospect theory.

**paternalism/Humean-view-of-preference:** p. 20, on Amos: “and did not challenge the central normative judgments of the profession.”

P. 21:

“Amos Tversky pioneered the archeology of cognition.”

I remember from conversations with Amos that he indeed studied things from the cognitive perspective. He wanted to trace down the biases in human brains similarly to the cognitive illusions.

**real incentives/hypothetical choice:** §4.1 explains that real incentives are not so important for Amos.

§4.5 points out that there is little field data validation of Amos’ ideas, but cites some.

§4.6 explains that Amos did not, or little, commit to normative viewpoints. %}


{%
%
}


An interesting explanation of why people underinsurance for small-probability high-consequence catastrophes is that they feel ambiguity (or just extra risk and risk aversion?) about the actual reimbursement, and then ambiguity aversion comes in. This paper investigates it and finds partial support.


Discuss that with risky intertemporal choice, one can first aggregate over risk (taking each single timepoint as separable, so, weak separability w.r.t. timepoints) or first over time (taking each probability-generating event as separable). They find that the second fits best. This is plausible, because separability is more plausible for different events, which are disjoint, than for different timepoints, which coexist.


paternalism/Humean-view-of-preference: Gives long list of reasons for not deleting responses deemed irrational (and not one reason for deleting them). They can be summarized as: It is wrong for those responses that are not irrational so that they were misdeemed. It is like writing a long list of reasons for why a null hypothesis can be rejected incorrectly, ending up with the recommendation to never reject a null hypothesis. The authors ascribe empirical meaning to continuity, and claim that most modern research is on preferences and that preferences is not choice but introspection (so, contrary to most, they do not equate preference with binary choice in most of their text). Sometimes seem to follow the unfortunate convention of equation rationality with transitivity and completeness, an unfortunate convention common in revealed preference theory. Give recommendations such as “As a general guide, researchers should consider carefully how they design DCEs [discrete choice experiments].” (p. 807 bottom) and “one should design the largest design possible … given constraints such as research budgets as well as more subjective constraints regarding number of attributes and complexity” (p. 808 top). P. 799 qualifies a self-reference as “pioneering.”


Seems that they propose 0.61 as threshold for substantial correlation.


principle of complete ignorance: axioms for preferences over intervals, interpretable as complete ignorance.


*foundations of statistics*: paper argues that probability is better learned using experiments than using maths.


Argues in fact for violation of RCLA! He argues for the following difference. Imagine T is a sufficient statistic. First assume that in a first stage a value t of T is generated. In a second stage, conditional upon that value t of T, a corresponding value x of the observed statistic X is observed corresponding with T (so, in T’s inverse of t). Note that the second-stage probability distribution is independent of the parameter $\theta$. In this two-stage process, Hill finds sufficiency convincing. In general, when the two stages are collapsed together, he does not find it convincing!


*crowding-out*: Ch. 19 seems to survey the crowding out effect as studied by psychologists.

The paper takes beliefs as tangents to indifference curves, i.e., accepted odds for bets at infinitesimal stakes, which, for instance, under RDU means that decision weights are taken as beliefs. This explains why the author finds that people prefer investing in an ambiguous option to not investing if and only if there is a belief giving a positive EV. P. 1256 defines ambiguity premium in monetary terms, using the beliefs as input.

Table 1 lists theories with 1st order ambiguity aversion (kinks is explained to be a proxy). Being maxmin EU, RDU with convex weighting function, constraint preferences, variational preferences, confidence preferences, and uncertainty-averse preferences. I add: $\alpha$ maxmin & biseparable. Second-order are: smooth, multiplier, variational, confidence, and uncertainty averse. So, confidence, and uncertainty averse can be both.


Lotteries for charitable purposes work better than voluntary gifts; paper pays special attention to risk attitudes of potential donateurs, and the heterogeneity of those risk attitudes, and that this may sometimes imply that multiple-outcome lotteries work better than single-outcome lotteries and have some predictions confirmed in an experiment. They use EU to analyze throughout and do not mention nonEU.


level and unit; i.e., utility is “measurable” in the terminology of those days. Refers to Frisch (1926) for a formal analysis. Gives reference to many who overlooked this point. Argues that observable choice gives only ordinal utility and that that is all needed for equilibrium. For strength of preference, psychological introspection is needed. Says that the latter is needed for a theory of “human welfare” but does not explain the latter. Seems to be mathematically sloppy, corrected by Alt (1936).


---

% conservation of influence: Through illusion of control. We treat chance events as they involve skill and therefore as if we have control over them.


---

% We treat chance events as if they involve skill and therefore as if we have control over them.


---

% Usually, separate evaluation of a number of lotteries comes out lower than their joint evaluation (so, of their convolution), because in the second case many losses are neutralized by gains so that the loss aversion effects are less strong. There do exist special lotteries such that the separate evaluation of two of them comes out higher than the joint evaluation. This is pointed out in this paper, and implications are discussed. They suggest (e.g. p. 730 l. 2) that subjects, in complex decisions, may simply go by the probability of attaining some target, e.g. they may minimize the probability of losing.


---

% https://doi.org/10.1093/qje/qjab041
The author axiomatizes what I would call regret theory, varying upon preceding
work by Fishburn. However, nowadays (2018-2023) this is often described as “continuous” salience theory and this way it can get into QJE. Very unfortunately, QJE publishes proofs only in online appendixes, meaning that maths published in this journal is unreliable.

For regret theory, when choosing between two lotteries, one has to specify the joint distribution. Thus, the choice domain considered in this paper is pairs of lotteries with the joint distribution specified. This is mostly done by specifying an underlying state space *endowed with an objective probability measure*. This paper does not want to do that to avoid, as the author writes, issues of ambiguity about an unknown probability distribution. However, this is no issue at all because one assumes the probability measure on the state space to be given, known, and objective. In Footnote 5 he criticizes state spaces for the requirement of nonatomicity (needed to induce all probabilities), but his assumption of all simple probability distributions available is only more demanding. One can, for instance, take state space [0,1] endowed with the Lebesgue measure (uniform distribution) and it is rich enough to induce all pairs of simple lotteries with any joint distribution. The mathematically-sounding question can be turned into practically-sounding question by asking how all those pairs of lotteries with joint distributions have been generated. %


% P. 46 suggests a bit that Jevons introduced outcomes in terms of final wealth, and that Bentham had them as changes w.r.t. reference point. The authors use different terminologies than I am used to, and I should not make the mistake of reading modern ideas into old (Bentham) writings, and it isn’t 100%. The authors write that Jevons turned preferences into “exogenous” and unchanging, and that with Bentham it was “endogenous” and “changing” depending on preceding pains, pleasures (and, hence, decisions which explains the endogeneity). In their formal model later they also bring in time explicitly to capture the changes. This “changing” is a broad term that could mean anything. Yet I think that they really mean changing only in the sense of reference-dependence.

P. 46: “Consequently, the agent’s preference order will be viewed as depending on his initial situation, and on asymmetric sensitivity to gains and losses, relative to this situation (§2).
Bentham clearly expressed this idea when he argued that ‘the pleasure of gaining is not equal to the evil of losing’ (1785-6: 331).

Pp. 47-48 acknowledges that there is no direct evidence for “endogenous” (what I call reference dependence) preference in Bentham, but that indirect evidence is conclusive.

P. 50 acknowledges the value of the ordinal revolution (this is my interpretation): “founding economic calculus on the basis of a given utility function was already a difficult task, which required nearly a century after Jevons to be achieved; but the enterprise would surely have been bound to fail with a utility function submitted to continuous changes.”

P. 52: “it opens the path to the possibility that a same final situation of alternative trajectories is associated with different levels of utility.”

Pp. 66-67: “the juncture between the positive and the normative aspects of the principle of utility.”

**paternalism/Humean-view-of-preference**: §5 argues that Bentham advocated paternalism where biases (mistakes in felicific calculus) are to be corrected and reduced. %


{**updating: nonadditive measures**: a correction of Zimper (2011). %}


{**conservation of influence**: Aristotle said that, for an object to move, there must be some one/thing moving it, which in turn must be moved by something else, which … The first to move something was then a nonmover, so, that must have been God. Anyway, there was sort of purpose/intention driving nature. Laplace came with what was later called Laplace’s demon: Nature is governed by laws, rules, patterns, equations. That makes it predictable (determinism). It is not purpose. It is a clockwork universe.
Pr. of insufficient reason; seems to have stated the gambler’s fallacy somewhere (Peter Ayton). Was he the first?

p. xvii in reprint in Oeuvres completes de Laplace, Voi. 7, Gauthier-Villars, Paris, 1886 seems to state the rule of succession (name given later by Venn 1888): If on n trials we see m successes, then the next trial has success probability (m+1)/(n+2). (The rule I have used privately lifelong.) It is a special case of using beta priors, and of Carnap’s induction rule. %


p. 402 in reprint in Oeuvres completes de Laplace, Voi. 7, Gauthier-Villars, Paris, 1886 seems to state the rule of succession (name given later by Venn (1888): if on n trials we see m successes, then the next trial has success probability (m+1)/(n+2). (The rule I’ve used privately lifelong.) %


Paper says that Bernoulli’s theory and prospect theory (here the paper is just plainly wrong) do not permit individual differences in risk attitude, are called “universal theories” for that reason, and are contrasted with individual-difference theories, which incorporates EU, Lopes’ theory, and Atkinsons theory (latter turns out to consider events under control of the participant) %


In the 1980s and 1990s there were papers on expert aggregation studying that one does not just take the average of expert opinions, but one determines qualities of the experts and then takes weighted averages and/or removes low-quality experts. But then there came papers showing that just taking averages works surprisingly well, as a sort of paradox. However, this paper is not on that.

This paper is purely empirical, letting subjects (students) do expert aggregation, and seeing whatever they do. That is, it is the typical psychological way of studying things. They find that subjects greatly misunderstand the pros of
taking averages of expert opinions. Of course, this result depends much on the
subjects taken, and students will not be representative of other people. Students
here were INSEAD MBA students, some or all taking statistics courses. They in
particular compare the average of the judgments with the judgment of the average
expert, where the latter is usually inferior. Unfortunately, I could not find out
from the paper what “average expert” means. Other people told me it is the
average of the absolute value of the deviation. So, then this paper is based on the
principle that the average of absolute values exceeds the absolute value of the
average; i.e., absolute value is a convex function. %}


{\% Change in Miles-per-Gallon from 12 to 14 has a larger impact on fuel reduction
than from 28 to 40. This has a bit to do with well-known mistake to take 1/X
linear iso convex in X. For example, driving half the way with speed 100 h and
half way with speed 300/h is slower than driving 200/h all the way, but many take
it to go equally fast. This is vaguely related to: *ratio-difference principle.* %}

1594.

{\% Seem to show that gains and losses are psychologically distinct. %}

“The Agony of Victory and the Thrill of Defeat: Mixed Emotional Reactions to

{\% scheurkalender etc. van Bert en mij %}

Larson, Gary

{\% *second-order probabilities to model ambiguity*; presented 2\textsuperscript{nd} order
probabilities to subjects, with 20 possible compositions of 100 balls, where the
2\textsuperscript{nd} order distribution was too complex to be reduced. Subjects preferred small
variance of 2\textsuperscript{nd} order distributions to big variances under same expectation,
violating RCLA. %}

{\% The whole issue of the journal is dedicated to infinity. %\}


{\% \%


{\% error theory for risky choice %\}


{\% intuitive versus analytical decisions; Give alternative explanation for Dijksterhuis et al. (2006) finding. %\}


{\% Footnote 12 says that Bernoulli (1738) is generally credited for being the first to use utility. Argues that maximization of expectation of geometric mean; i.e., Bernoulli’s logarithmic utility, is a useful approach.

P. 147 middle of second column points out that the classical expected value criterion left no space for individual variation, so, no subjectivity involved. %\}


{\% inverse-S; use the two-parameter extension of Karmarkar, as Goldstein & Einhorn (1987) also did before them, and find inverse-S for both gains and, as it
seems, losses.

real incentives: they did hypothetical choice. %}


{ First paper on program Decision Maker %}


{ PT, applications, loss aversion; utility concave near ruin & risk averse for gains, risk seeking for losses: consider losses, and find most risk seeking if no ruin, risk aversion if ruin comes in. %}


{ statistics for C/E %}


{ Participants choose between gaining on the unknown Ellsberg urn (50-50 in normative sense) and gaining with probability p, for varying p. So, this is finding matching probability using choice list for the 50-50 Ellsberg urn. The unknown urn is of course chosen less as p increases. Average switch is before p = .50, in agreement with the commonly found ambiguity aversion for .50-.50 Ellsberg urns.

It is also obvious that most preferences will switch around the normative threshold; i.e., around p = .50. Contrary to the authors’ claim, this does not mean that people are more sensitive near .50 than elsewhere in a general sense.

reflection at individual level for risk: p. 117: no relation

reflection at individual level for ambiguity: p. 117: no relation: “Thus there is
sufficient reason to argue that loss trials and gain trials tap different processes.”

**correlation risk & ambiguity attitude:** p. 117: ambiguity aversion is positively related to risk aversion for losses, and is not significantly related to risk attitude for gains. %}


{% Apparently do only hypothetical choice.

Ambiguous urn always is 2-color, but they also vary the total number of balls in the urn, and find that this does something even if normatively it shouldn’t.

Measure matching probabilities. Claim as novelty that they derive it from bisection, rather than from matching as did Kahn & Sarin (1988).

**correlation risk & ambiguity attitude:** Find positive relation between ambiguity attitude and risk aversion. Do so by first experiment to measure ambiguity aversion, then taking the very extremely ambiguity averse and the very extremely ambiguity seeking separately (extreme-group design), and comparing their risk attitudes to find significant differences in the latter. This method does not show much of how strong the attitudes are related, only that they are. The second measurement was deliberately done two months later only. The intermediates are control group. The potential selection bias and nonrepresentativeness is discussed on p. 132 middle of 2nd column, referring to social psychology for this technique. %}


{% random incentive system. Points out that she does not test the isolation effect because no single-choice situation is involved. She tests a Davis & Holt (1993) conjecture (see there).

Treatment 1: pay one randomly selected choice from 10 choices made (the random incentive system)

Treatment 2: pay all 10 choices made.
Treatment 3: pay one randomly selected choice from 10 choices made (the random incentive system but with payments increased).

Treatments 1 and 2 give the same result, suggesting no income effect here. Treatments 1 and 3 give different results, with treatment 3 more risk aversion.

I think that this finding entails that no income effect occurred, and (decreasing ARA/increasing RRA) that there was increasing RRA. It does not directly test the Davis-Holt conjecture because for that it should have scaled the payments down and not up. %}

Laury, Susan K. (2005) “Pay One or Pay All: Random Selection of One Choice for Payment.”

{\% real incentives/hypothetical choice: use high real incentives ($100 etc.) for some of the subjects (all students).

- losses from prior endowment mechanism: they do this. For the high payments, they first let subject do another game theory experiment where they made very much money.

- equate risk aversion with concave utility under nonEU: p. 406: very unfortunately, the authors do not call concave utility what it is (concave utility), but what it is not: risk aversion. The usual concept of risk aversion (preference for EV over prospect) apparently is also called risk aversion.

- concave utility for gains, convex utility for losses: Find it for hypothetical choice. For real choice they rather find risk aversion and concave utility for both gains and losses.

- reflection at individual level for risk: P. 419, for hypothetical low outcomes finds reflection, with risk aversion (in their terminology) for gains usually going together with risk seeking for losses and risk seeking for gains mostly going together with risk aversion for losses. For real incentives, however, it is very opposite. Risk aversion for gains has majority risk aversion for losses, and risk seeking for gains has majority risk seeking for losses.

P. 422: For hypothetical high payment and, even more for real high payment, there is also violation of reflection at the individual level. The econometric analysis later gives no results at the individual level.

An attempt to defend reflection against the finding of this paper can be that when implementing losses from prior endowment mechanism, subjects
integrate the payments especially if they are high. From that perspective, I could hope to convince the authors to change their conclusion into: for losses better do hypothetical? (😊) %}


{% real incentives/hypothetical choice: for time preferences;

This paper pays subjects in probability of gaining a prize. The authors assume EU and then (well, + backward induction) this amounts to linear (risky!) utility, as pointed out by Roth & Malouf (1979), Cedric Smith (1961), and many others.

They assume (implicitly, as did Andersen et al. 2008), that EU utility for risk also is utility for intertemporal discounting, and then use this to estimate discounting while reckoning with that utility curvature.

real incentives/hypothetical choice, explicitly ignoring hypothetical: p. 182

l. −9 writes that the authors only cite experiments with real incentives, and in this sense the priority claims of this paper are unreliable.

P. 183 writes, on their method:

“we propose and test a new method.”

In an email of 13 Feb., 2011, I pointed out to the authors that Takeuchi (2011) had used this method for measuring discounting before. So, the authors now cite him on p. 182 last para: “Takeuchi (2011) uses an alternative procedure to estimate discount rates that is theoretically invariant to utility curvature …”

The authors consider correcting for probability weighting, but it does not do much. One reason can be that they use the T&K’92 family, which has mostly the inverse-S component, whereas here the pessimism component is more relevant. Another reason can be that discounting and probability weighting have much collinearity.

P. 190, end of §2.1: because the authors use real incentives, the longest time period they can consider is 12 weeks. (real incentives/hypothetical choice: for time preferences) %}

(% Pp. 37-38 cite several papers arguing that discounting is not normative.

(\textit{discounting normative}). Considers countably infinite income streams \((x_1,x_2,...)\). A medial limit is linear and assigns average whenever defined, and otherwise something between liminf and limsup of average. The main result, Theorem 2, shows that a linear functional (amounting to linear utility) defined on bounded sequences in \(\mathbb{R}^n\) that satisfies supnorm continuity and a weak stationarity condition is a medial limit if and only if it satisfies a version of anonymity (w.r.t. bounded permutations), and a discount rule iff it satisfies strong Pareto optimality (strictly improving any outcome strictly improves the sequence).

%


(% \textit{value of information; normal/extensive form} %)


(% \textit{simple decision analysis cases using EU}: §1.5 (pp. 6-12) has many nice examples, revisited later (fig. 2.16, Example 4.4). Example 4.3.1 (p. 165) and §4.7 (p. 179) have more. %)


(% \textit{value of information; normal/extensive form} %)

small worlds; dynamic consistency; assumes that acts, conditional upon any event, can be ordered in a way independent of anything else. Mainly this assumption implies independence (compare p. 123, fourth paragraph)

(restrictiveness of monotonicity/weak separability)


normal/extensive form


dynamic consistency: favors abandoning time consistency, so, favors sophisticated choice; assumes the other conditions implicitly. It appears from their analysis of violation of independence that they consider sophisticated choice as self-evident; The strategic analysis assumes choice prior to the resolution of uncertainty (at least, if in the third paragraph of p. 383 “evaluate his or her position prior to the occurrence or nonoccurrence of uncertainty” can be identified with prior choice, which the subsequent text indeed suggests; if not then the paper is ambiguous), and does Alias (b) => (c). So, (1) => (a) (forgone-branch
independence; often called consequentialism), (a) \(\Rightarrow\) (b) (part of DC), and (c) \(\Rightarrow\) (1) (RCLA) are assumed implicitly. 


Value of information; Value of informatie for Choquet Expected Utility


Ubiquity fallacy: He seems to have said/written: “Life is a chemical process.”

Lavoisier, Antoine


Historical discussions of the roots of the risk-uncertainty distinction


Outcomes are minutes of sexual activity, hypothetical that is. They find usual patterns of hyperbolic discounting.


Critical discussion of Savage (1954), still calling his theorem beautiful.

P. 142 has a nice text on probabilities through analogies with benchmark random mechanisms, with is similar to matching probabilities although there is no subjective twist:

“Since the classical theory is essentially mathematical and clearly not normative it is rather unconcerned about how one interprets the probability measures $P_\theta$. The easiest interpretation is probably that certain experiments such as tossing a coin, drawing a ball out of a bag, spinning a roulette wheel, etc., have in common a number of features which are fairly reasonably described by probability measures. To elaborate a theory or a model of a physical phenomenon in the form of probability measures is then simply to argue by analogy with the properties of the standard ‘random’ experiments.”


*utility of gambling %*


{\% Recursive utility à la Koopmans. Generalize earlier results on recursive utility regarding unbounded utility and some results of additive separability still holding in their non-separable model. {\%}


{\% {\%}


{\% foundations of statistics {\%


{\% Seem to have tested risk attitudes for money and for time (I guess not life duration but waiting time. And not waiting time in sense of delayed payment where discounting would come in, but waiting time in sense of time lost, as with traffic for instance. Probably hypothetical choice. Seems more risk seeking for monetary losses than for time losses. (risk averse for gains, risk seeking for losses.) {\%}


{\% foundations of probability: according to Miettinen (2001), this is a seminal paper arguing for the use of probabilities and Bayes formula in epidemiology. {\%}


{\% {\%}

Does experiments with several choices, studying the effects of prior outcomes on later choices. **decreasing ARA/increasing RRA**: if repeated payments of every choice, then decreasing absolute risk aversion.

**random incentive system**: Finds it confirmed, where it removes income effects as occurring with repeated payment. Nice study! %)


**measure of similarity** %


**probability elicitation**: good background for werk of Daniëlle Timmermans; explains Lens model. %


**inverse-S**: p. 61 seems to support that. %


Dollar-cost Averaging: Invest 5% of your money every month. Not optimal from the prespective of classical theories. Neither from the perspective of prospect theory and loss aversion, as this paper analyzes and tests on data. So, it is a negative finding.


A forecaster and an inspector play a game, observing one by one realizations $x_1, x_2, \ldots$ of a distribution. Whatever the checking rule used by the inspector, the forecaster can manipulate. Manipulation means that he makes a forecast after observing $x_1, \ldots, x_n$ for each $n$, not using any prior knowledge and using only $x_1, \ldots, x_n$, such that he is perfectly calibrated in the sense that asymptotically every
relative frequency in his predictions match the true relative frequencies. The idea is that the infinite sequence $x_1, \ldots, x_n$ contains enough info, if observed long enough, to get that done, without needing prior knowledge. {%

{%
\textbf{Updating: Nonadditive Measures}: nice idea to do updating under nonadditive measures analogous to conditional expectations theory. Anomalies can still occur. Can be excluded in a somewhat ad hoc way by excluding them by restricting set of sub-sigma-algebra-measurable functions accordingly.

In traditional additive probability theory, $E(f|A)$, the conditional expectation of a rv $f$ given a sigma-field $A$ is the “averaging out” of $f$ over $A$. It is the function $g$ that is $A$ measurable and, given that, minimizes expectation of quadratic difference with $f$. Conditional expectation of rv is the primitive concept to think of. Conditional probability of event $B$ given event $C$ is derived concept, as follows: (1) Take $1_B$ as rv and \{C, C^c\} as sigma-algebra. You can see only through $\{C, C^c\}$. Conditional probability of $B$ is then what you see of $1_B$ in event $C$. In general, it can be proved that $E(f|A)$ has the same expectation as $f$, in fact it has that over every $A$ event. Also, on every $A$ event it does not exceed max or min $f$.

Lehrer considers extension of these concepts to nonadditive measures. The starting idea is to, again, let $E(f|A)$ minimize quadratic difference with $f$.

First problem: Unfortunately, that does not have nice properties such as having same expectation as $f$, or not exceed max or min of $f$. So, one restricts attention to the subclass of functions, measurable w.r.t. $C$, which do have the desired properties, and only over those one minimizes expectation of quadratic difference.

Second problem: The solution need not be unique. Lehrer proposes refinements. {%

{%
Takes a variation of the Choquet integral that is always concave. It agrees if the weighting function is convex, but is a concave functional that in a way is closest
if the weighting function is not convex. That is, for a prospect X and a weighting function v, \( \min \{f(X)\} \) is taken over all concave and homogeneous functions f that dominate w for all indicator functions. A preference axiomatization is given. The same definition can be used if w is not defined for all subsets.


{% Characterizes a subfamily of maxmin EU, with only finitely many priors. The value of an ambiguous act is the supremum of dominated unambiguous acts, which is very pessimistic. An act is fat-free if reducing any outcome strictly worsens the act. In the other case, if there is fat, then an EU minimizing prior can be found making the relevant outcome-event null. Strong fat-free maintains fat-free under mixing with a nonminimal outcome. If two acts have fat, there can be synergy under mixing, and this is a nice way of interpreting things. The model is the decision model corresponding with the functional of Lehrer (2009). The paper applies its model to NE in game theory.


{% Every simple act can be written as a weighted sum of indicator functions \( \sum \alpha_j 1_{E_j} \), where the \( E_j \)'s may be nested and so on. The model of this paper (“event-separable representation”) assumes existence of a nonadditive weighting function v, and a subjective choice of one of the many possible decompositions \( \sum \alpha_j 1_{E_j} \) for each act, after which it is evaluated by a separate-event weighting \( \sum \alpha_j v(E_j) \). It assumes that acts \( \alpha 1_{E} \) with only one nonzero outcome are always evaluated by \( \alpha v(E) \). If acts are subjectively similar (same events involved) they provide no hedge against each other and satisfy independence preference conditions. RDU is the special case where the events \( E_j \) are nested.


{% Realist interpretation of utility: It is concrete, an object or quality of mental state etc. Instrumental interpretation of utility: only theoretical concept.

Keynes distinguished the balance of evidence and the weight, arguing that the latter can matter, and it underlies the modern ambiguity theories. This paper seems to argue that that weight of evidence indeed plays a role, but only when it comes to the dynamic point of updating. (**updating under ambiguity**) This is surely my opinion. Weight of evidence plays no role in static decisions, but in updating. The term “stability” seems to refer to this idea. %}


% P. 67 2nd column ll. 1-3 does the typical overselling of DFE of suggesting that everything in life that has no known probabilities must be DFE:

“had no alternative but to make decisions from experience” (italics from original).

Do DFD (decision from description) versus DFE (decision from experience) for both monetary and medical outcomes. As the authors properly explain, the latter have to be hypothetical, and then for avoiding confounded comparisons the former are also better done hypothetically, which is what they did. As Figure 3 illustrates, they find, remarkably, more optimism for DFE than for DFD, but also somewhat more, rather than less, inverse-S. Strongest finding is way more inverse-S for medical than for money. (**DFE-DFD gap but no reversal?**) %}


% **questionnaire for measuring risk aversion**: not really that, but nice alternative:

People can each time decide to blow a balloon up one more or not. If they do, 1 cent is added to their gains, but each time there is a chance the balloon explodes and then all gains are lost. Probability of explosion is something like j/128 at jth trial. Pretty idea! %}


Using simulations, shows that a joint estimation of risk preference and technology, something that seems to be common in agricultural risk studies, does not work well. Last sentence of intro: “by allowing researchers to discard doomed-to-fail estimation projects at an early stage.”


On choice lists: Measure indifference values in two different ways: (a) ping-pong; (b) “titration.” In each, consider PE (if I remember well, they call it SG) questions where people must give the probability $p$ making them indifferent between, for instance, being blind and (perfect health)$_p$(death). In the titration method people are offered a decreasing sequence of probabilities $p = 1$, $p = 0.99$, … of “offers” of risks that they are willing to accept, until the point where they are no longer willing to accept the offer. That point is their indifference point. The ping-pong method “offered” risks 0.01, 0.99, 0.02, 0.98, 0.10, 0.90, 0.80, 0.20, 0.70, 0.30, 0.60, 0.40, 0.50. But surprisingly, the titration method gave higher results.


39% of the subjects ordered health states differently in pairwise choice than in the PE. This is a violation of generalized stochastic dominance (i.e., with respect to a subjective underlying preference) and entails: restrictiveness of monotonicity/weak separability.


P. 779 refers to Gold et al. (1996) for the unjustified claim (where preference weights means utilities): “In addition, clinically obtained preference weights are ill-suited for use in CEAs of public health interventions designed to inform resource allocation in populations, where it is community, rather than patient preferences, that are relevant.”


Using probability equivalents they measure utilities of health states according to the classical elicitation assumption (i.e., EU calculations). They find that people in poor health state judge states more positive on average than people in good health state. Interpret this finding as evidence in favor of prospect theory. Do not use prospect theory to calculate utilities from probability equivalent questions, but only EU.


Loss aversion: erroneously thinking it is reflection: Happens on p. 406. The authors present the Asian disease problem, explained by convex utility for losses as they properly point out (let us ignore probability weighting). Then they describe loss aversion as utility steeper for losses. Then they say that loss aversion is the desire to avoid a sure loss. They probably think that loss aversion enhances risk seeking in a choice between a sure loss $-\beta$ and a risky prospect.
\( \alpha_p(\gamma) \), which is incorrect because loss aversion here enhances risk aversion, i.e., preference for the sure loss (Wakker 2011 Exercise 9.3.8). Then they seem to think that the risk seeking enhanced by loss aversion (which can only affect mixed prospects) explains the Asian disease. Thus they conclude their reasoning: “In other words, the idely accepted prospect theory explains uncertainty-seeking ehavior as the result of loss aversion.”


{\% Seems to have defined money illusion as a violation of the homogeneity postulate of demand. \%}


{\% \%


{\% \%


{\% **information aversion**: People who had given a blood sample could be informed if they were carriers of one of two genetic mutations that indicate susceptibility to breast cancer. Almost half (169/396) declined. \%}


{% This paper is a criticism of Rabin (2000, Econometrica). Rabin assumed that many people reject a fifty-fifty gamble +11, −10. The author calculates what the gamble would be if repeated 365 times independently. He points out that many accept such a gamble. He seems to conclude, and I do not understand, that the latter would imply that many will also accept the one-shot gamble. He derives from his conclusion that Rabin’s argument is based solely on questionnaires and experiments, and that real-world is different from the former. %}


{% Risk versus Uncertainty; historical comments. Argue that, for Knight, the case of subjective nonobjective additive probability was uncertainty and not risk. Also that Knight’s writing is confused. (criticizing Knight (1921) for low quality) %}


{% tradeoff method: §8.6 uses it to characterize SEU. %}


{% P. 409 criticizes Bayesianism not only for choosing exact probability, but also for choosing exact utility (up to level and unit), and wants to have not only a set of priors but also of utilities. Wants to allow for indeterminate choice. His decision theory violates independence of irrelevant alternatives (pp. 415 ff.).

E-admissability of a prospect: There exists a P in the set of possible P’s and a U in the set of possible U’s such that the prospect is optimal for this P and U. I,
by the way, do not find this a convincing criterion. Couldn’t one take a prospect that is never first but always a good second? \%

Elaborates on his 1974 theory.
Discusses **second-order probabilities**; seems to write: epistemic utility: evaluate utility independent of probabilities;
   Pp. 441-442 discusses Rasmussen report on nuclear safety.
   Credal probability: Evaluate probabilities independently of utility: I checked on May 24 '96 but it was not clearly there. \%

Ch. 4 seems to be on **free will/determinism**.
Seems to have written on p. 121: “One must be committed, whether one knows it or not, to a definite credal probability function even though neither inductive logic nor the relevant contextual features furnish any reason for adopting that function rather than another.” \%

**dynamic consistency;** discursive writing. P. 94/95 is typical of the style of the author: “If Hammond is right, this position is untenable. Ordering and independence are indivisible. I think that Hammond is wrong.” Says that nothing in Savage prevents the Jeffrey interpretation, that probabilities can be assigned to future actions to some extent. \%

**updating: testing Bayes’ formula:** Apply updating models to common-value Dutch auctions. Non-probabilistic reasoning (NPR) refers to further info besides the probability update. \%

{\% real incentives/hypothetical choice: subjects had to rate how likely it was that they would choose risk gambles (??), both hypothetically and real. \%}


{\% Children and some adults could do risky choices (which each really paid, in some prizes) between sure prize or fifty-fifty gambles to get two prizes. Same for losses. Each choice was really paid (so, repeated payments).

  risk seeking for symmetric fifty-fifty gambles: they find more risk seeking than risk aversion for gains, and even more risk seeking for losses. (Also for 0.2 probability gambles.) \%}


{\% This paper reviews (and interprets) studies of framing and loss aversion, as alternative to the review by Kuhberg (1998) that they cite much. This paper received many citations. For me nonpsychologist it was hard to relate to it. I am interested in two different aspects of loss aversion (of, say, size 2), which may explain loss aversion:

  (1) At a loss that in physical units is as big as a corresponding gain, the suffering when experiencing the loss is twice as big as the happiness when experiencing the gain.

  (2) For a loss that in suffering is as big as the joy is of a corresponding gain, it still weights twice as much in decisions because the agent pays more attention to losses.

  Under (1) loss aversion is part of utility, under (2) it is not. In (2) one can
distinguish between this happening deliberately, with the agent thinking that it is rational to pay more attention to losses than to gains, and this happening psychologically, not as a deliberate act but automatically perceptionally and probably not rationally.

It was not easy for me nonpsychologist to understand whether the distinctions the authors make relate to the above distinction or not.

The authors distinguish three frame types of loss aversion, being risky framing, attribute framing, and goal framing.

The second, attribute, is when people are asked for straight introspective evaluations without these being related to decisions. “How much do you like beef 75% lean” versus “How much do you beef 25% fat?” and subjects indicate their likings on a scale. Subjects like more the 75% lean formulation, which is not surprising as the authors point out somewhere (p. 159). For one thing, it has the same ambiguity-problem as the well-known Asian disease problem (75% nonfat does not mean the other 25% has to be fat). The authors feel it necessary, p. 159 4th para, to make explicit that the above judgment does not involve risk.

The third, goal framing, is, if I understand right, decision problems where one option is doing nothing. Breast self-examination is done more with negative info (not doing has decreased chance of finding tumor) than with positive (doing so has increased chance of finding tumor), p. 168 2nd para.

For the first, risky framing, the authors do point out at some stage that loss aversion can and has been used also for decisions if tradeoffs do not concern getting some more with 60% probability versus some less with 40% probability but also getting some more on one attribute at the cost of getting some less on another. They do point out this is like goal framing (p. 180 top). The useful summary p. 181 2nd para also suggests so. But then why risky framing is considered a different category escapes me.

Then 2nd framing of evaluation without relation to decision interests me economist less anyhow.

The paper often writes in a boasting manner, praising itself (p. 177 bottom, p. 179 penultimate para “unique,” p. 181 penultimate para; p. 182 last para “The discovery of the distinguishing features ..”)

P. 150 ll. 3-8 is funny for economists. When the authors want to show how diverse the areas are where loss aversion has appeared, they mention 7
subdisciplines of psychology and then one other discipline: business. Later for decisions also medical (and clinical!) decisions are mentioned, and bargaining, and some more, but, sorry for economics, it did not make it to the list. \%


\%

restricting representations to subsets: Mainly one-dimensional representations without particular aggregation properties. Some results are on utilitarianism, \( U_1(x_1) + \ldots + U_n(x_n) \) where, however, the \( U_j \)'s are used as directly observable inputs so that it is more de Finetti-type additive representations \( p_1x_1 + \ldots + p_nx_n \). \%


\%


\%

After Math.Psy-meeting 1992 the author mailed this paper, and earlier, papers, to me. May have something to do with tradeoff consistency, and with additive representations on subsets. \%


\%

Games with incomplete information, value of information \%


Uses a huge data set. Bookmakers for sports are better at predicting outcomes of games, and there do not seem to be people performing systematically better than bookmakers. They deliberately set odds against known biases (and deviating from equilibrating supply and demand), such as biased in favor of favorite but against home team; someone knowing this can benefit from it. Here bookmakers can typically do what thousands of people have found out they cannot do on the stock market!%


P. 347 abstract opens with: “We can think of no question more fundamental to experimental economics than understanding whether, and under what circumstances, laboratory results generalize to naturally occurring environments.”

Such a sentence is typical of researchers putting their own field forward as the most important field there is. %


A nice survey of the main experiments in social choice, and complications for external validity of lab experiments on them (e.g., see Table 1 p. 155).

Some details that I see a bit different are: The authors suggest that external validity is no problem in the natural sciences. I conjecture that it is a bigger problem in natural sciences than in the social sciences.

The authors use the term generalizability in too narrow a sense, being only for generalizability of lab findings to outside world. (p. 153).

The authors only consider moral costs for subjects, but there will be other costs such as effort or loss of self-confidence.

The formula (“model”) on p. 157 serves no purpose. %

{\textbf{value-induced beliefs}: reported probabilities are not used to describe beliefs, but to justify decisions taken, in a medical context. %}


{\textbf{stochastic dominance survey %}}


{\textbf{real incentives/hypothetical choice}: actual payment was done at the end after dividing by 1,000

\textbf{decreasing ARA/increasing RRA}: accept decreasing absolute risk aversion (DARA) but find no increasing RRA (IRRA), says it’s decreasing or at best constant.

\textbf{SPT iso OPT}: no explicit formulas are given of theories, but most clear from p. 763 2nd para.

Sixty-two participants had to play 10 rounds of investing, experimental amounts in order of $30,000, actual payment was done at the end after dividing by 1,000. If their game-asset became negative during the game, they had to stop and pay (ruin). That setup made the participants conservative, indeed none ended in ruin. The latter may explain the DRRA found: Those with little money become very risk averse so as to avoid ruin, those with much money were lucky and, thus, are encouraged to risk more. This holds the more so as only the game-rewards, not the actual richness of the participants, played a role.

Results on absolute risk aversion and RRA were derived from intermediate choices (time series) and, thus, assume the isolation effect. However, the isolation effect is not easy to defend here because the participants clearly are aware of the dynamic repeated setup, the more so as they get a sum total in the end. %}

Finds violations of stochastic dominance, but more due to randomness than systematic. Thus, explains it as bounded rationality rather than probability weighting. Puts it forward as argument against original prospect theory of Kahneman & Tversky (1979) (in all tasks; e.g., p. 765, end of §2.1; also p. 767, 769, 771) and in favor of new Tversky & Kahneman (1992) prospect theory and rank dependence. %}


% Nice idea to assume that people in their instantaneous decisions go by PT value function, but after some time adapt and then their vNM utility function takes over. They have the two-argument function depending on current wealth and change of that. There are, unfortunately, inaccuracies in the analysis. %}


% correlation risk & ambiguity attitude: Experiment 1 investigates it but finds no relation. But, as the authors point out, their sample is small (N = 22). %}


Several people have argued that with common utility functions the income effect in the WTP/WTA discrepancy is too small to explain it. This paper shows that with extreme utility functions it can be. For instance, if we take logarithmic utility and let it tend to minus infinity at a status quo, then extreme things can happen. The paper also comments on Rabin’s (2000) calibration paradox, siding with Rubinstein’s (2006) view that it can be solved by taking utility of income rather than utility of final wealth. In Wakker (2010) “Prospect Theory: For Risk
and Ambiguity.” Cambridge University Press, Cambridge, UK, §8.6, I criticize this view: Utility of income is not a small variation of EU, but is the same as reference dependence of prospect theory and is a major breakaway. Whereas EU is the hallmark of rationality, reference dependence is utterly irrational. 


Presentation of identification problem for econometricians.

P. 836: “from observable data. Roughly, identification asks, if we knew the population that data are drawn from, would \( \theta \) be known? And if not, what could be learned about \( \theta \).”

“For \( \theta \) to be identified, alternative values of \( \theta \) must imply different distributions of the observable data”

“More generally, identification failures complicate statistical analyses of models, so recognizing lack of identification, and searching for restrictions that suffice to attain identification, are fundamentally important problems in econometric modeling.”

p. 842, top of 2nd column gives definition of identifiability: “We’re now ready to define identification. The parameter \( \theta \) is defined to be point identified (often just called identified) if there do not exist any pairs of possible values \( \theta \) and \( \hat{\theta} \) that are different but observationally equivalent.” 


The author, with an economic background although the style suggests more of psychology and sociology, wrote this before receiving Ph.D, and developed own ideas on ordinal revolution and history. Although I disagree with several (such as difference between ordinalism and behaviorism), the paper gave me many new insights and I enjoyed it.

Argues that ordinalism does not work because, first, it does not get good data (I agree) and, second, it ignores sociological (institutional) effects (not my focus of research).

P. 1294 §B: I don’t think there was an attack by psychologists on marginal utility. The attack was initiated by the other side.

**conservation of influence**: pp. 1298-1304 is nice on the role of introspection (“verstehen”) and teleology in economics, and ordinalism as an attempt to get rid of that and turn economics into a mechanic science, with nice citations of Weber. 

P. 1299 footnote 7 defines teleology discussed jointly with psychological hedonism, which is close to utilitarianism.

Pp. 1301-1302 has nice text by Veblen on teleological nature of utility rendering it unscientific.

P. 1304: Behaviorism was movement away from teleology, to turn psychology into a mechanical science like physics. (Also p. 1308 for ordinalism in economics.)

P. 1305: psychological hedonism took utility as primitive, and it was not observable.

She lets force (and energy similar, but mostly force) from physics (not a primitive concept but only derived from movements of bodies) have a role similar to utility.

P. 1309, as so many, misunderstands Pareto (1901). He writes: “Let others concern themselves with the nature, with the essence of value. I am interested only in seeing whether I can discover which regularities are presented by prices (1901, p. 204).” So, Pareto does not say there is anything wrong in inspecting value and essence, only that he
now does not do so. However, Lewin will take him to say the former (which he did not say).

P. 1310 announces difference between ordinalism and behaviorism but only discusses revealed preference of Samuelson which is a nice contribution but in which I see no difference.

P. 1312: “Cardinal utility was more than a particular theoretical concept; it symbolized verstehen.”

P. 1313: according to Knight, we cannot dispense with motives as we can dismiss with force in physics because there is more error in measuring error.

P. 1315 and elsewhere (p.; 1317): “It was simply not empirically possible to base preference theory on behavior alone.”

P. 1315 refers to several economic studies in the 1930s trying to measure utility empirically, such as Thurstone (1931).


University of California Press, Berkeley.

{\% updating: discussing conditional probability and/or updating \%}

{\% Seems to believe in multiverses. For every random process, and every of its possible outcomes, there is a possible world where this really happens (happened/will-happen). \%}

{\% \%}

{\% Much literature documenting the home bias. \%}

{\% About friendship of Kahneman & Tversky. \%}

{\% foundations of quantum mechanics \%}

{\% natural sources of ambiguity; \%
Contributions: (1) First comprehensive measurement of ambiguity attitude, including insensitivity, in the developing world (p. 242 3rd para); (2) Introduces an important new source of ambiguity: linguistic ambiguity; (3) Studies wealth
effects on ambiguity with big income difference (factor 10) but more similarities and fewer differences between the subjects otherwise than in other studies, made possible because of a typical local difference between mountain- and city inhabitants (pp. 241-242 & p. 258 bottom); (4) contributes to literature showing importance of a(mbiguity-generated) insensitivity, capturing more variance than ambiguity aversion.

Within the rural group the poor are more ambiguity averse and a-insensitive (p. 251 2nd para). Within the urban group, the rich are more insensitive, maybe because they are so rich that they can be lazy. For the poor group, higher irrationality (my interpretation) of the poor group can add to poverty trap. (p. 241 4/5). Between group, rural are more ambiguity averse and a-insensitive (p. 242 3rd para).

P. 242: “a-insensitivity captures to what extent people understand the ambiguous decision situation from a cognitive perspective.” P. 258 middle reiterates it.

P. 242 last para: “the clear classification of a-insensitivity as irrational … it is easier for people to learn about their cognitive mistakes than the emotional ones.”

P. 243 middle: “But this symmetry [as in Ellsberg urn] does not hold in general for natural ambiguity sources.” P. 249 last line reports asymmetry found in data.

P. 243: Subjects (high school age 17) were given phrases in foreign languages of which three possible meanings were given (one correct), and sudents had to gamble money depending on the correct meaning. Every sentence was taken as a different source of uncertainty (p. 243).

P. 244: difference between subjective (= a-neutral) probability and matching probability can be taken as an ambiguity premium.

P. 246: RIS was used where each subject played one randomly chosen choice for real.

P. 248/249: correlation between multiple switching and score on Fredricks’ cognitive reflection.

P. 249, on subjective probabilities in source method:
“capture subjects’ subjective beliefs (although distorted by their ambiguity attitudes)”

P. 256: rich urbans were ambiguity seeking.

P. 257: discusses policy implications of insensitivity, not in the cliché way as in most papers, but nicely. %}


Dynamic consistence: This paper considers decision under uncertainty as with Savage (1954), although the outcome set is a convex subset of a vector space so that the Ansombe-Aumann structure is available. The paper assumes constant-act independence, building on the linearity of the Anscombe-Aumann structure.

The paper assumes static a priori preferences together with preferences conditioned on events $E$, for all $E$. The first part specifies a recursive model, the separability condition that is equivalent to it, and consequentialism & dynamic consistency, again, equivalent. Thus, it deviates from SEU only by violating reduction/event collapsing, i.e., the uncertainty analog of reduction of compound lotteries (p. 1079).

The second part of the paper considers certainty equivalent substitutions and ambiguity attitudes. It only considers aversion to ambiguity, and that ambiguities conditional on different events can be used to hedge against each other. One could also imagine that ambiguity conditional on one event reinforces the effects of ambiguity conditional on another event, but this is assumed not to happen. Then, replacing a conditional act by a “neutral” certainty equivalent (nicely called ironing out) can only be bad because it, first, can only reduce the hedging effects and, hence, increase ambiguity perception and, by ambiguity aversion, decrease preference. This condition is called event complementarity. The condition can be reinterpreted as aversion to receiving partial info (*information aversion*). Partial info can only reduce ambiguity hedging. The conditions are shown to hold under some ambiguity models.

The aversion to certainty equivalent substitution is similar to that in cautious utility by Cerreia-Vioglio, Dillenberger, & Ortoleva (2015). Both conditions go purely for pessimism and aversion. The author refers to this related condition on p. 1072 citing Dillenberg (2010) who introduced it.

{% inverse-S: Find pessimism iso inverse-S. This can, however, be explained by a confound. They asked, in Russian roulette, for the WTP and happiness for removing one bullet, with j bullets \(1 \leq j \leq 6\) present. Subjects did not just answer what the increase in happiness was as the authors assume, but what the happiness in the final situation is. %}

Li, Li-Bo, Shu-Hong He, Shu Li, Jie-Hong Xu, & Li-Lin Rao (2009) “A Closer Look at the Russian Roulette Problem: A Re-Examination of the Nonlinearity of the Prospect Theory’s Decision Weight \(\pi\),” *International Journal of Approximate Reasoning* 50, 515–520.

{% The index of riskiness of a lottery (only mixed) is the level of absolute risk aversion making the lottery equivalent to 0. The author gives easy upper and lower bounds, he considers sums of lotteries that, unlike with Aumann, can also be not-independent, extends it to general (also nonmixed) lotteries relative to also nonzero prices, and he gives multiplicative analogs of the preceding additive results. The latter can be used to characterize decreasing or increasing relative risk aversion. %}


{% https://doi.org/10.1257/aer.20160425
A strategy is obviously dominant if its worst outcome possible is better than the best outcome possible under deviations. (Like the intuitive criterion for equilibrium refinements.) It is nice for mechanisms to have obvious dominance, because then it is easier to understand for subjects. In an ascending clock auction, the dominant strategy at each time point obviously dominates deviations. This is not so when choosing a bid in a second-price sealed-bid auction. %}


*Newcomb’s problem*: they argue that the original problem lacks causal information.

*loss aversion*: erroneously thinking it is reflection: not that confusion, but relatedly, the authors use the term diminishing sensitivity for what better be called reflection.

\{ PT, applications; Seem to review 10 empirical studies in transportation, finding that PT improves understanding. P. 97, opening sentence: “Prospect Theory (PT) is regarded as a leading behavioural paradigm to understand decision-making under risk.” (PT/RDU most popular)\%


\{ https://doi.org/10.1007/s11166-022-09369-w

Reinvestigate preference reversals as in Tversky & Kahneman (1990), and find, to the contrary, that much can be explained by intransitivities. %\}


\{ Players play a coordination game. For instance, they rank three metals, copper (E₁), gold (E₂), iron (E₃) in places 1-3. A player is matched with a random opponent. If they ranked the same metal first, they receive £20, and otherwise nothing.

Next they must assess percentages of subjects with Eᵢ for all i, and then Eᵢⱼ (= Eᵢ ∪ Eⱼ) (i ≠ j), that is probabilities, through probability equivalents, i.e., matching probabilities are measured (using BDM (Becker-DeGroot-Marschak)). The singleton matching probabilities add to more than 1 (would be 1 under Bayesianism; ambiguity seeking for unlikely), the composite to less than 2 (would be 2 under Bayesianism). This agrees with the common fourfold pattern of ambiguity attitude, although the overweighting of singletons is greater than usual. They do and find the same for seven other triples, flowers, etc. They also measure other things, such as certainty equivalents, but do not use those in the analysis. %\}

The paper has three topics:

1. Choice of reference points. The paper provides a clean design to identify choices of reference points, both exogenous (by changing the fixed option in the choice list) and endogenous, confirmed in the results.
2. Role of reference points in choice lists.
3. Time preference. This paper properly measures discounting and utility. It allows for two nonzero outcomes, which is needed to identify discounting and utility. The novelty is, again, that this paper is the first to properly reckon with reference dependence.

More impatience if present-oriented fixed option than if future-oriented.


Link to paper


First consider the standard Savage model, with acts mapping states to outcomes. Imagine the agent chose an act $f$. She next is not informed about the true state of nature $s$, but only about the outcome $f(s)$ received. So, then she only knows that $f^{-1}(f(s))$ happened, and she can update subjective probabilities accordingly. (In
the version of this paper of Nov. 11 2019, the latter assumption is made implicitly.) This paper considers, one step more complex here, the Anscombe-Aumann framework where an act maps every state to a probability distribution over outcomes. (I maintain this term here instead of the term prize commonly used in the AA framework, or the term consequence used by Savage.) Given an act, every outcome induces a likelihood function on the state space. Thus, if a subject is informed only about the outcome received, she can update using that likelihood function.

This paper considers a model where preferences are represented by the sum of subjective expected utility and a rather general function of the value of info provided by the likelihood function. So, the info has additional value, possibly for future unmodeled decisions or something intrinsic (although I find that word close to being a dirty word in decision theory). Information aversion (seeking) is defined in a way making it equivalent to concavity (convexity) of the info-value function. Information seeking holds if and only if there is a hidden act representation (like a future unmodeled decision).

In the axiomatization, there is a special role for sets of acts that provide the same info about states. Preferences within them are governed by standard expected utility. %}


{ updating under ambiguity; The paper considers unknown probability where the true probability either is high, \( p_h \), or low, \( p_l \). Subjects receive info and the paper considers updating. Special here is that there may be uncertainty about the correctness of the info received. It finds that people exhibit both pessimism and insensitivity, the latter by underreacting. The underreaction is more pronounced for good news than for bad news. The attitudes towards uncertainty itself and towards belief updating are uncorrelated. The paper considers the various proposals for updating in the literature. Pessimism and insensitivity are stronger for genuine ambiguity than for compound uncertainty. Full Bayesian updating with pessimism and insensitivity best explains the data. %}

Liang, Yucheng (2022) “Learning from Unknown Information Sources,” working paper.


The conclusion about free will was contested by the Dutch psychologist Herman Kolk. He cited William James’ (1890) ideomotor theory and his famous example of getting up without a conscious decision to that effect: There are impulses pro and impulses con. Subjects are asked to push a button, giving impulses pro doing it, but are also asked not to do it immediately, which are impulses con ion the beginning. If may be the disappearance of the impulses con that generate the push of button, without there having been some decision pro. Such a quasi-decision is only stated later by the subject so as to ex post justify for himself or others what happened.


utility families parametric; investigate the Pearson parametric family, proposed to fit probability distributions, for the purpose of a parametric utility family. One parameter, m, is the reference point, and then the family can be concave or convex below it, also above it, and can have any of four combinations. It extends
the HARA family. For some parameters the maximum support is bounded. §6 briefly discusses the use for probability weighting. %}


{% http://dx.doi.org/10.1287/mnsc.1120.1667
Show that, for expert aggregation, averaging quantiles usually works better than averaging probability estimates. %}


{% probability elicitation: survey of calibration; survey on belief measurement %

{% probability elicitation: survey of calibration; find widespread overconfidence; a follow-up is in McClelland & Bolger (1994) %

{% original reference;
P. 53 last para of first column: They did debriefings. Of 11 subjects, 6 quickly restored consistency, 3 only after insistence with money-pump arguments, and 2 not at all.
P. 556, last para, argues that subjects’ inconsistent choices need not be irrational because consistent decision strategies are costly to implement, citing Tversky (1969) for this view. %}


Measure risk aversion, simply via # times of preference for smaller variance, whilst it is specified what fixed outcome a nonanonymous opponent gets. The latter was an opponent before in a Bertrand game (where both choose price and the lowest price gets the whole market, so very competitive). When the opponent’s outcome is above the lottery outcomes, there is (just) more risk aversion than when not. If the opponent’s outcome serves as a reference point, this finding goes against the less risk aversion for losses that prospect theory posits. I am interested in speculations on the emotions that the prior Bertrand game may have generated to explain this.
losses give more/less noise: P. 51 speculates that, because utility is steeper for losses, there will be fewer errors for losses. Although early studies suggested more errors for losses, several studies by Eldad Yechiam, e.g. Yechiam, Retzer, Telpaz, & Hochman (2015) confirmed fewer errors, showing that with losses involved subjects pay more attention.

§2.2 cites the circle test for measuring other-regarding attitude. You choose a point on a circle with center (0,0) and radius 1, say. Then the first coordinate is your payment, and the second is your opponent’s. At your maximally selfish point, (1,0), the exchange rate is $\infty$. The direction of your point shows your degree of selfishness. Pretty!


P. 1: “But above all he was a revolutionary, in the sense of Kuhn (1970), a man who replaced the accepted paradigm of inference by another, without, at first, realising what he had done.”

Pp. 1-2: a distance space is embeddable in Euclidean space iff every four points are.

P. 6 l. 3, on Savage (1954): “the last part was a failure”

Pp. 7 & 9 explain that Savage came to understand he likelihood principle only quite after 1954.

P. 9 emphasizes the importance of using economic decision theory to provide a rationality basis for statistical inference, citing Savage on it.

P. 10 is on the optimal stopping rule discussions.

P. 11 2nd para explains why the influential Edwards, Lindman, & Savage (1963) was not more influential than it was.

P. 19 end of penultimate para mentions that Fisher both advocated in criticized sufficiency.


Shows that if we take expected utility but have initial wealth and income as separate arguments in deviation from final wealth, then we have preference reversals. Can be taken to support my opinion that EU of income is a big breakaway from classical models. A model accommodating preference reversals isn’t anywhere near a classical rational model.

They experiment with risky decisions only affecting oneself but with a fixed social context. They don’t use full-fledged decision models with risk, social, inequality, and everything there, but they present partial formulas enough to make qualitative predictions, such as dependence on rank but also dependence on distance to reference point, and they test those.

foundations of statistics; discussion in Amsterdam with Molenaar and de Leeuw

{% Refers to Hintikka (1975) for the term “impossible possible worlds” as state of the world that is subjectively possible but for omniscient perfect logician would not be possible, e.g. that 10,000 digit of square-root of 2 is 1 (which it is not if I understood the text right). %}


{% http://dx.doi.org/10.1016/j.jval.2019.01.013

Nudge originated as a subtle way of improving decisions by reckoning with descriptive insights while avoiding (strong) paternalism. (Nowadays, 2020, the term has inflated and is often used more broadly.) In many situations, this is not possible and we must be paternalistic. E.g., if forbidding by law that adolescents use heroine. Thus, Bleichrodt, Pinto, & Wakker (2001) proposed to use prospect theory (PT) to improve utility measurement. More precisely, they took expected utility (EU) as normative theory and PT as descriptive theory. PT’s deviations from EU then are taken as irrational biases, to be corrected. Thus, recommended decisions can deviate from expressed subjects’/patients’ preferences. This sounds paternalistic, but if one does not do this one can almost never improve others’ decisions. (Raiffa 1961: “we don’t have to teach what comes naturally”). It is called the corrective approach. This paper follows that approach and discusses many applications and practical implications.

This paper does not consider much the measurement of utility of life duration/discounting. It focuses on the measurement of quality of life of health states, also called utility of health states or, sometimes, weight of health states. Box 1 on p. 817 explains the TTO and SG measurements of quality of life. In general, whenever a bias has a particular effect, then the corrective procedure for it, serving to neutralize, will impose the opposite effect. And, in general, given the scaling $U(\text{death}) = 0, U(\text{perfect health}) = 1$, the more concave utility is, i.e., the more risk averse we make it, the higher utility values for intermediate health states. Thus, loss aversion and the, mostly pessimistic, probability weighting
increase risk aversion. The corrective approach then increases risk seeking and decreases quality of life estimations. Same things when correcting for loss aversion in TTO. A bit of a different story regarding normative/descriptive is correcting TTO for concave utility of life duration but, anyway, it leads to increases in quality of life estimates. Because most of these corrections lead to more convex utility, they lead to higher evaluations of getting back perfect health (the “perfect health gap”).

This paper uses the term loss aversion differently than I and Bleichrodt, Pinto, & Wakker (2001) do. I use it only for framing effects that, by definition, are irrational. Rational part are put into utility, more precisely, “basic utility.” This is by definition, and terminological. This paper does not do so and also uses the term loss aversion for components that may be rational.

P. 818 top: criticism of parametric fitting.

P. 819 end of 1st column: compression is not an explanation, but a restatement of the perfect health gap.

P. 819 top of 2nd column: compression need not explain consistency because the different measurements can get compressed at different levels.

P. 820 2nd para: never in my life, so, never in Diecidue & Wakker (2001), did I call a deviation from EU such as probability weighting rational. %}


{%  %}


{% A follow-up on Pratt & Zeckhauser (1987), on Samuelson’s colleague example. %}


{% Z&Z %}

{% Discounted utility model doesn’t always truly represent prefs and, hence, recommends “scenario” analysis (global EU evaluation) %}


{% %}


{% %}


{% free will/determinism: Distinguishes between physical and agential possible. The latter is broader. %}


{% free will/determinism: seems to argue as follows: Even if weather is determined by many elementary particles that all behave deterministically, this phenomenon is not deterministic at the macro level, at least in our psychological perception. Thus there is space for free will at such macro levels. I am not sure if the author thinks that the macro events are in principle fully determined by the micro phenomena but it is just too complex for us to understand, which is not really deviating from reductionism, or if he thinks that there are macro phenomena that really in no way are determined by the micro-phenomena. Or, to what extent free will is only (mis)perception in a deterministic world, and to what extent it really needs indeterminism. %}


converse utility for gains, convex utility for losses: tests Hicksian compensating surplus and finds that inexperienced agents exhibit diminishing sensitivity and, thus, convex utility for losses as predicted by prospect theory and contrary to classical theories, but for experienced agents it is the other way around. He does this using real-market data.


real incentives/hypothetical choice


losses from prior endowment mechanism: this is what they do. Do the traditional probability triangle with CEOs and students. Find deviations from EU primarily for small probabilities, as is common. They argue that small probabilities at catastrophes are important in policy decisions, and that cost-benefit analyses are virtually always based on EU. So, what they are finding implies that people are willing to pay much more for avoiding such risks than commonly thought.

The implementation of high losses in the experiment is $100 for CEOs and $10 for students. To be sure that these can be qualified as considerable losses they asked the participants, who confirmed (p. 116 1st column l. 4), so, they are solid on this point.


A phantasy-story: In 300 years from now, when people use only computers to write and no one uses pens or pencils anymore, someone will rediscover pencils, and everyone will find it a large improvement over computers.

This paper reminds me of the phantasy-story. In experiments in the past, indifference-switching values were elicited through binary choices in paper-and-
pencil questions. Later, computers were used and things became more sophisticated. This paper considers, as if new, the return to paper-and-pencil questions.%


{\% P. 49 (citation from Sen):

“The new [Samuelson’s revealed preference] formulation is scientifically more respectable [since] if an individual’s behavior is consistent, then it must be possible to explain the behavior without reference to anything other than behavior” \%


{\% \%}


{\% \https://doi.org/10.1111/itor.12203\%}


{\% Uses nonaddtive measures to model subjective beliefs. Normative perspective, and mathematical. Similar to Schmeidler (1989), but developed independently, with no cross references. Has many citations. \%}


{\% \https://doi.org/10.1016/j.insmatheco.2019.10.007\%

Provide representation and applications of law-invariant convex risk functionals. \%}

{People are less ambiguity averse when choosing the better of two options than when rejecting the worst of two options. The author discusses this finding extensively. %}


{Prevention-focused people (focusing on cons) are more ambiguity averse than promotion-focused people. %}


{ updating under ambiguity with sampling; P. 278 shows that the Samuelson colleague example does not violate EU if not the single rejection is imposed in all situations.

All choices hypothetical …

Do choice under risk and ambiguity (Ellsberg urn and market choice with 40-80% success chance indicated). Do single choice and repeated (twice). In repeated choice less ambiguity aversion. This is the simple finding of this paper.

A plausible and even normative explanation, not mentioned by the authors, is that for repeated ambiguous choice one can learn about (unknown) probabilities in later choices from the first choice. In the Ellsberg experiment subjects were told that on each choice the computer anew determined the composition of the unknown urn, but we can then still learn about the computer from repeated choice.

The authors put up loss aversion as explanation. I do understand that for repeated choice sometimes the probability of a loss is smaller than for single choice, but not why that reduces ambiguity aversion. %}

% Whereas for moderate-outcome events with nonlow frequencies probabilities are known, for rare events of extreme magnitudes (p. 132 1/3) they are not. Hence, adding additional ambiguity aversion and ambiguity-premium (the paper calls it uncertainty premium) can help explain asset prices. So it does. Especially for options out of the money, which are very sensitive to rare events (unlike equity for instance, see p. 146), this works well. The effect is independent of risk aversion (they assume EU for given probabilities and, hence, risk aversion = concave utility). For instance, Eq. 27 (p. 143) displays the additional component in the equity premium. They explain that recursive utility cannot do it because it should be only for rare events and recursive utility does it for all events. For example, p. 135: “In particular, the rare-event premium component, which is linked directly to rare-event uncertainty in our setting, cannot be generated by the recursive utility.” Reiterated on p. 139

P. 135 footnote 8: “We show that recursive utility cannot resolve the smile puzzle. … In effect, it does not have the additional coefficient to control the market price of rare events separately from the market price of diffuse shocks.”

ambiguity seeking for unlikely: The paper does not show that, but it does show that ambiguity attitude is different for events of different likelihoods. Also it supports event/outcome driven ambiguity model: event-driven.

P. 137 footnote 11: impossible events get weight 0. (As in neo-additive models.)

Helps explain equity premium puzzle and volatility smile (or smirk, which is a skewed version; see p. 150).

P. 152: Points out that their model can only work because they add a new dimension: “since we add a new dimension to the problem: rare events and uncertainty aversion only toward rare events.” This is nice support for likelihood insensitivity, and against universal ambiguity aversion.

P. 155: “these restrictions do become important as we apply the model to a range of securities with varying sensitivity to rare events.”


{% Variation of the Luce-Fishburn axiomatization, using joint receipt. %}

{% Redefines downside risk increase as a change preferred by all agents with decreasing absolute risk aversion. Provides an alternative definition in terms of more prudent, improving a Keenan & Snow definition, e.g. in being transitive. All is under EU. %}


{% A variation of the Pratt-Arrow measure or risk aversion where the denominator is the derivative of U at some prespecified point. Ross (1981) is central. %}


{% Generalize Machina & Neilson (1987) by considering rates of substitution between different orders of riskiness. %}


{% https://doi.org/10.1287/moor.2020.1090

This paper examines transformations T transforming probability distributions into other probability distributions. Shape transformation results from what economists would call utility transformation of outcomes. Probability transformation results from transforming the distribution function, which is what economists call rank-dependent probability weighting. Such T transformations provide a nice unified framework to capture many things under one umbrella.

Theorem 1 shows that, under some regularity assumptions, a transformation is commutative with a shape transformation if and only if it is rank-dependent probability weighting transformation. That is, whether you first transform outcomes into their utilities, and then transform the distribution, or you first
transform the distribution and then transform the outcomes into their utilities, does not matter. While a mathematical result, it nicely supports the natural nature of rank dependence, where transforming the outcomes and transforming the probabilities are sort of orthogonal operations. Further properties, such as convexity, are studied. 


Increasing a future payoff’s ambiguity from a precise value (e.g., $150) to a range (e.g., $140–$160) can increase appeal. This is called the future ambiguity effect.


ambiguity seeking for unlikely: pp. 81-82: -“To sum up, we propose that time has a differential influence on high probability and low-probability prospects. Specifically, for high probabilities, time will reduce ambiguity aversion by increasing the reliance of cognitive processing. For low probabilities, the influence of time is trivial because of the predominance of cognitive processing for small probabilities.” They use experimenter-specified probability intervals to generate probabilities (through urns with upper and lower bounds on compositions specified), taking, as usual, arithmetic midpoint as ambiguity neutrality.

Study 1: choices were hypothetical, with introspective strengths of preferences.

Study 2: Matching probabilities were determined. The authors use the term ambiguity-probability trade-off task. The authors use biseparable utility, calling it $\alpha$-maxmin, and use $\alpha$ as index of ambiguity aversion. Here RIS was used where 1 subject played for real, with one future payment possibly one year later.

Study 3 is most interesting. A control group is like study 2 (although hypothetical). But one other group before answering the immediate questions is
primed cognitively by being asked five calculation questions, and another group before answering the future-decision questions is primed affectively by first answering five affect-questions (“if …, what do you feel?”). The cognitively primed indeed become more ambiguity neutral (rational!?) and the affectively primed opposite. 


Gul’s (1991) disappointment aversion model extended to subjective probabilities with probabilistic sophistication.


Adaptive utility elicitation: find that adaptive utility measurements give higher values.


{% utility elicitation %}

{% Aangeraden door Lia als bekijkend verband tussen anticipated en experienced utility. %}

{% %}

{% referaat van Sylvia op 3 feb. 97. Paper suggests use of reference point idea of prospect theory but does not get into reference point-dependence. %}

{% %}

{% equilibrium under nonEU; p. 447 takes null event in the “conservative” Savage sense. %}


An individual nonparametric estimation of RDU, PT, and other things is presented, based on pairwise choices between gambles, for N = 21 participants. No real incentives were used. The way of getting nonparametric fittings resembles the method of Gonzalez & Wu (1999). That is, outcomes 300, 200, 150, 100, 50, 0, −50, −100, −200 are considered and the utilities of these outcomes are treated as parameters to be estimated. Similarly, probabilities .10, .25, .50, .75, .90 are taken and their weighting function values (possibly different for gains than losses) are treated as parameters to be estimated. P. 293 brings up the interpretation as parametric fitting of piecewise linear functions. Note that the Gonzalez & Wu paper had been around long before publication, with Gonzalez presenting it in a Mathematical Psychology conference of ’92.
The numerical algorithm, explained on p. 293, is iterative, again similar to Gonzalez & Wu (1999). First \( w(.5) = .5 \) is taken and then from a number of \(.5\) prob gamble prefs ("Set I") utility is estimated. Next these utilities are taken as given and from other gamble-prefs ("set II") the weights of the probabilities considered are estimated. The resulting weight of probability \(.5\), which is usually different from \(.5\), is used to re-estimate the utilities based on set-I-prefs. These are used to recalculate the weighting function, until the process converges. At each step, the solution closest to linear is chosen.

The gambles have either one nonzero outcome or one positive and one negative outcome. Here:

PT: original (1979) prospect theory, which is in fact PT with reflection in the domain considered. SPT iso OPT: happens in Eq. 1

EURDP: what I call RDU.

SDM: on this domain it is in fact PT, generalizing OPT by allowing for different weighting of gains and losses. (It is taken from Currim & Sarin 1989.) It performs poorly.

The most pronounced effect in the data is, remarkably, never noted or discussed in the paper! It is loss aversion. That is, the slope of utility is big just below zero and then strongly drops when passing through zero. This effect can be seen in Tables 4 and 5 in the slope-of-utility tables, given for eight “smooth” participants chosen out of a total of \( N = 21 \).

**concave utility for gains, convex utility for losses:** The paper finds concave utility for losses, in deviation from the commonly found convex utility. This finding may be explained because losses are framed as insurance questions which is known to enhance risk aversion (see keyword insurance frame increases risk aversion). The paper finds concave utility for small gains which may result from loss aversion. The paper finds convex utility for large gains (100-300 I guess) which is harder to explain. (Maybe a numerical effect of overmodeling loss aversion, so coming up with overly small slopes just after zero?)

**inverse-S:** P. 289 says that insurance was accepted mostly for small-prob-high-losses. P. 295 finds inverse-S for RDU which is the special case of PT where weighting for gains is dual to weighting for losses (loss aversion is captured in curvature of utility). P. 296 bottom mentions the results for PT (called SDM) briefly with no clear pattern.
P. 299, in the Conclusion, writes that there is clearly predictive power between RDU and OPT, but does not say how. The only thing I find is on p. 293 where, of 25 subjects, RDU fits two subjects more than OPT.

P. 299 last line: “Thus, the assumption that subjective probabilities sum to one has a strong effect on subjective probability estimates.”


**time preference; decreasing/increasing impatience:** Finds counter-evidence against the commonly assumed decreasing impatience and/or present effect, explaining it by the value of anticipation and savoring. Seems to find negative discounting for losses.


P. 31, bottom: argues that economists should pay more attention to psychological aspects of **time preference**.


**real incentives/hypothetical choice:** §5 argues that real monetary incentives are not very important, because often other incentives than monetary are more important (status, being best, other emotions).

Paper discussed behavioral economics versus experimental economics. The author sometimes gets carried away with his enthusiasm for behavioral economics and against experimental economics. Such as footnote 2 (p.F31): “Because context cannot be eliminated, experiments should never be used for the purpose of measuring individual propensities. … Some EE’s [experimental economists] seem to believe they know the answer: whatever context gives results that are closest to the standard economic model.”
Or the final sentence of the paper: “Given that BEs [behavioral economists] have proposed some of the most novel and provocative hypotheses about individual behaviour, BE may well be the single best application of EE [experimental economics] methods.”

§6 (p.F32) brings up a very strange exaggerated accusation of experimental economics: “a common failure by EE’s [experimental economists] to assign subjects randomly to different treatments.”

I agree with the criticism in §1 that experimental economists have not been well aware of issues of internal-external validity for a long time, and the present popularity of field studies is an unbalanced counterswing to catch up with what other social sciences have routinely known for longer times.


The authors kind of implicitly equate libertarian paternalism with asymmetric paternalism, implicitly arguing that if you do no coerce people then you will not make deliberate rational people go wrong.


Source dependence means a different thing here than in Tversky’s sense of sources of uncertainty being collections of events in decision under uncertainty. Here it means a preference for a good when self chosen than when given by someone else. They demonstrate this. It is a problem in Ellsberg-urn studies of ambiguity if subjects can choose the color to gamble on, the most common way to control for suspicion (suspicion under ambiguity).


% time preference;

preferring streams of increasing income;
P. 350: intertemporal additivity has never been viewed as normatively compelling
Preferences over sequences; argue for violations of intertemporal separability
(intertemporal separability criticized); more extensive version is, apparently,

Loewenstein, George F. & Drazen Prelec (1992) “Anomalies in Intertemporal Choice:

Loewenstein, George F. & Drazen Prelec (1993) “Preferences for Sequences of

Loewenstein, George F., Daniel Read, & Roy F. Baumeister (2003, eds.) “*Time and
Decision: Economic and Psychological Perspectives on Intertemporal Choice.*”

**dominance violation by pref. for increasing income:** Assume that two wage profiles give the same sum of money over time but the first, at
each time point, gives a higher total up to that time point than the second (e.g.,
first decreases, second increases). Then in fact by no more than monotonicity (if
money is the only relevant attribute), one should prefer the first profile.
Discounting only adds to that. However, the majority of participants prefers the
second profile.
They explained the issue to the participants, also mentioning psychological
arguments for why one might still want to prefer the second profile. A little more than half of the participants adhered to a preference over profile 1. This suggests that it is not irrationality, but people deliberately have their utility depend on other things than absolute level of money.

**intertemporal separability criticized:** sequence effects

P. 71: “An important question concerns whether violations of present value maximization (and therefore dominance) should be treated as errors in decision making or as rational manifestations of a preference function that includes arguments other than absolute levels of consumption. This question is analogous4 to the debate over the status of Savage’s independence axiom.”

P. 82: “Whether the observed preference for increasing payments is treated as rational or as a mistake depends on whether we are willing to accept a more complex utility function than has generally been assumed.”


**time preference:** cite data of very high discount rates, exceeding 25%.

P. 184 seems to write:

In this study, and some others described here, the questions asked were hypothetical. Of course, all things being equal it would be better to study actual choices. However, there are serious trade-offs between hypothetical and real money methods. Using hypothetical questions one can ask subjects to consider options that incorporate large amounts of money, both gains and losses, and delays of a year or more. In studies using real choices, the experimenter must reduce the size of the stakes and the length of the delay, and it is difficult to investigate actual losses. Also, in a hypothetical question, one can ask the subject to assume that there is no risk associated with future payments, while in experiments using real stakes, subjects must assess the experimenter’s credibility.


This paper expresses many subjective opinions about paternalism, and I agree with all of them. §2 describes the history of the ordinal revolution, and the new developments of economics opening up more to nonrevealed preference inputs as
propagated by Kahneman and others, which fully agrees with the history described in §§2-3 of Abdellaoui, Barrios, & Wakker (2007).

paternalism/Humean-view-of-preference

conservation of influence: p. 1796: “The strong preference people show for the default option suggests that more than rational self interest is at work.”

P. 1797 “the main problem with experienced utility is its failure to incorporate non-hedonic aspects of experience, such as meaning and capabilities (even if such capabilities are not used) that are important to people but have little impact on their subjective happiness.”

P. 1797: “Given the limitations of measures of welfare based either on decision utility or on experience utility, is there any hope for coming up with a normatively compelling welfare criterion? In Section 6, we argue that no simple criterion based on either concept can surmount these problems. Instead, evaluations of welfare will inevitably have to be informed by a combination of both approaches, patched together in a fashion that will depend on the specific context.”

P. 1804, §5.7: “In this section we have argued that a major—indeed perhaps fatal—problem with experience utility is its failure to incorporate dimensions of experience other than simple happiness that people justifiably care about. To some extent, we may be able to overcome these flaws by expanding and improving the measures we include as part of experience utility. It is theoretically possible to capture people’s experience of meaning and purpose in their lives, independent from their moment to moment affect. But we expect that this will not address all the problems we have raised with experience utility. Instead, we believe that there are circumstances that matter to people independent of their influence on moment to moment experience. Despite other patent flaws, decision utility has the advantage of capturing these values in a way that experience utility does not—e.g., if an individual cares about meaning, he or she can incorporate that concern into their choices.”

P. 1805, §6.1.2 is on debiasing, citing studies by Ubel et al. trying to debias the overweighting of small probabilities.

Several sentences show the enthusiastic style of Loewenstein. P. 1798 l. 4-5: “an issue of growing importance in an age of increasing income inequality.”

P. 1804 l. −9: “Such a policy ignores the problems raised by the phenomenon of hedonic adaptation.”: hedonic adaptation is not the problem, but one of many symptoms of the problem, being that people have no anchor for the scales offered to them so that interpersonal comparisons (and even between- over time, as with adaptation) are problematic, as often in between-subject studies.

P. 1805 4th para, suggests that, in order to investigate if a decision of nonsafe sex was wise, the ultimate criterion should come from investigating neural
processes in the brains of the people involved. “If we could investigate the brain waves of each partner.”


{\% inverse-S: p. 276 argues for it, with the reason that people are not sufficiently sensitive towards probabilities. \%}


{\% \%}


{\% standard-sequence invariance: P and Q are jazz records. (A,P) designates receiving $A$ and P. An additive model is assumed. It is pointed out that (A,P) ~ (B,Q) and (A',P) ~ (B',Q) imply that the utility difference between A and B is the same as between A' and B'. It is studied with five subjects and four such indifferences. \%}


{\% foundations of statistics; criticizes hypotheses testing on six points: (1) The usual “point” H₀ is impossible beforehand; you don’t want to know it is untrue, you want to know by how much it is untrue; sufficiently large samples always become significant (I think that has been called “statistically significant but not psychologically/economically/medically meaningful”). (2) Often H₀ is rejected but it is not clear what the alternative is (“A depends on B” can be just anything). (3) With H₁ vague, also power is vague. Power is especially important if H₀ is not rejected. (4) Artificial dichotomy reject/not-reject: If one study accepts H₀ and the other not that does not mean a contradiction! (5) One routinely assumes linear
relations (regression) or normal distributions. A nice example can be found in Fig.1 about high-learned people who forget as low-learned but with a delay of two days, but this relationship is not detected by common methods. (6) The Bayesian point that p-value does not consider the relevant conditioning.

Then four remedies are given: (1) Plots are clearer than tables. (2) Confidence intervals help to describe power (can be depicted in plots around the estimations). (3), about normalization in meta-analyses, I will not discuss here. (4) “Contrasts” (I think, specify alternative hypotheses and see how well they fit data)

Conclusion: “Hypothesis testing provides appearance of objectivity ... only illusion of insight,” suggesting different preferable frequentist methods (confidence intervals, plots, etc.). Gives many references to discussions of hypothesis testing. %


Asks participants to choose x to optimize (p,x; q,20−x; r,0) and also in (p',x; q',20−x; r',0) with p'/p = q'/q. EU predicts same x. This is not found. EV predicts x = 20 or x = 0, but there were remarkably many deviations.

PT falsified: regarding inverse-S: for RDU, his evidence cannot be reconciled with an inverse-S weighting function (p. 104) but it can neither be with a convex (pp. 1-3).

Uses $2p^3 - 3p^2 + 2p$ as inverse-S weighting function. %


A more elaborate paper is Dubourg, Jones-Lee, & Loomes (1997, Economica).


Christiane, Veronika & I

Considers risky choices for monetary stakes, and risky choices where the stake is a probability of gaining a prize (there is only one fixed prize, and one neutral outcome). The two quantities give similar phenomena. In the case of probabilities of gaining a prize, RCLA trivially prescribes all choices through stoch. dom. So, the data violate RCLA with only two outcomes! The data suggest that participants simply do numerical heuristics.


Argues that the violations of EU are not caused by what the nonEU theories describe but by fundamental issues such as participants not even having prefs but just using heuristics to produce answers.


The author considers the probability triangle, with probability distributions over three fixed outcomes $x_3 > x_2 > x_1$. Then prospects can be characterized as $S = (p_1, p_2, p_3)$ and $R = (q_1, q_2, q_3)$. Nontrivial choices will have $p_1 < q_1$ & $p_3 < q_3$ (then $R$ is more risky than $S$). Under EU, $S$ is preferred iff

$$\frac{(q_1 - p_1)}{(q_3 - p_3)} \geq \frac{(U(x_3) - U(x_2))}{(U(x_2) - U(x_1))}. $$

The author proposes a generalization $\phi(P) \geq \xi(X)$ where $P$ is a measure depending only on the probabilities and $X$ one depending only on the outcomes. This model is called PRAM (perceived relative argument model), with $P$ the perceived relative argument due to probabilities and $X$ the one due to outcomes. It entails a kind of separability between probabilities and outcomes.

The most salient aspect is that the model violates transitivity, somewhat like regret theory but now with a similar thing in the probability dimension. The author considers special cases of the functions, pointing out that they can accommodate known paradoxes and preference cycles, with some forms in Eqs. 11-13 adding only one or two parameters to EU. (P. 910: the version with one parameter is violated by common consequence.)

Some limitations: I cannot imagine how this model could in any tractable way be extended beyond the probability triangle. Further, intransitive models are hard to extend beyond binary choices. It would be interesting to pin down more precisely what the implications of the model are; it has some separability of outcomes and probabilities, with may be the possibility to build in rank dependence.

A detail: P. 903 Eq. 2 on RDU is not correct because $q_1$ and $p_1$ should be handled as worst ranks, with $1-w(1-p_1)$ rather than $w(p_1)$ the weight of $p_1$ for instance. This affects the following analysis in details but not in substantive manners.
P. 906 footnote 8 erroneously thinks that in modern 1992 PT (called CPT by the author) there would be no more certainty effect.

P. 913: “CPT (taken to be the flagship of non-EU models)” *(PT/RDU most popular for risk)*

The experimental evidence in §5 does not test the basic model, but only qualitative add-on predictions (such as testing risk aversion when supposedly testing EU). The RIS is used to incentivize. %}


{% utility elicitation; relates PE (if I remember well, they call it SG) to TTO; p. 305 top of 2nd column explicitly leaves it open if patient utilities or community utilities are to be used, in agreement with what I think, and deviating from the unfortunate viewpoints of Gold et al. (1996).

intertemporal separability criticized: p. 303 (quality of life depends on past and future health)

risk seeking for small-probability gains: p. 305, bottom of 2nd column, points out that even people who are generally risk averse can be risk seeking for treatments with low-probability-high-effects, such as for heart and liver transplants, and coronary and neonatal intensive care units.

P. 306 middle of 2nd column: “Given that decisions have to be made, and cannot be postponed until researchers have perfected the decision tools, the use of QALYs at their present stage of development may be defended as being no worse than any alternative measures.” Then warns that we should not be too quick.

P. 307 first column suggests that nonEU theories be used in utility measurement. %}


{% N = 234 volunteers all individually interviewed at their homes! Are asked some simple statistical questions (prob of picking diamond card for instance), some public-risk questions (new monarch next year), and some private risks (you lose wallet in next X days). First asking statistical questions lowers other probability estimates, and “insensitivity to temporal scope” (burglary in your house next X...}
years too independent of X), mostly for personal risks, then for public risks, then for statistical) Findings and tests are thin given the experimental investment. 


{error theory for risky choice: Test EU and prospect theory/RDU, with error-theories added. Their footnote 11 points out that they do not consider losses, so that RDU is the same as PT.

Watch out: they do old-fashioned bottom-up RDU integration, with w around 0 relevant to worst outcomes and w around 1 relevant to best outcomes.

P. 104, next-to-last para: “expected utility theory and with its most prominent rival, rank-dependent theory.” P. 115, beginning of §6: “In part, we made this choice in recognition of the prominence of RD [rank-dependent utility] in the literature: it is probably the most widely-used non-EU theory. But we were also influenced by the properties of the data.” (PT/RDU most popular for risk)

P. 119, next-to-last para: “these results establish that RD [RDU] model has significantly greater explanatory power than the EU model.”

They find (p. 123) that deviations from EU decrease as subjects get more experienced (more repeated choices). Conclusion will claim convergence to EU inverse-S & risk seeking for small-probability gains: They find and model overweighting of the best outcome (called “bottom-edge effect”) and, remarkably, not of the worst (see their p. 115 last para, and p. 116 between Eq. 11b and 12a); (EU+a*sup+b*inf). It implied that the Prelec one-parameter family performed worse than the simple overweighting of best outcome.

equate risk aversion with concave utility under nonEU: unfortunately, in their writing they often equate utility with risk attitude, which is not correct for rank-dependent utility.

Endnote 12 points out that non-cumulative weighting theories (they say it for Viscusi’s prospective reference theory) cannot treat overweighting of good outcomes differently than of bad outcomes.

They also test which probabilistic choice model works best.

parametric fitting depends on families chosen: seem to point that out. %}

They propose a model of consumer preference with loss aversion, explaining the discrepancy between WTP and WTA. They assume that consumers are uncertain about what their true preferences are (reminding me of Kreps’ 92 work on it). For instance an owner of a mug, when exchanging it for a chocolate, may just be uncertain whether the exchange is a gain or loss. Then the usual loss aversion can come into play, with status quo bias and so on. P. 121 end of §1 describes it clearly. They do the Sugden extension of allowing the reference point to be random (what I like to call random reference theory).

For multiattribute outcomes such as commodity bundles, it is well known that one can do loss aversion in two ways. One is attribute-wise, having within each attribute a reference level, and maybe gains in some attribute levels and losses in others, such as in Tverky & Kahneman (1991, QJE). The other is global, taking one indifference class of multiattribute outcomes as reference level, and all preferred outcomes as gains, and the dispreferred ones as losses. In the latter case, being a gain or a loss is a holistic property. The latter was the approach of, for instance, Wakker & Tversky (1993, JRU) in which outcomes can even be from connected topological spaces, which includes commodity bundles as special case and works globally. The authors call the former, attribute-wise, approach dimension-based, and the holistic approach they call taste uncertainty approach. The attribute-wise approach has only been considered in the literature in combination with additive separability across attributes, and the authors go at great length to emphasize the empirical failures of it.

They also compare extensively with Köszegi-Rabin (2006), where reference point is endogenous and not exogenous as in this paper. Also there is a \( \mu \) function in K-R applying only to \( m \) differences (\( m \) something like basic utility) so that absolute \( m \) levels then do not affect degree of loss aversion. In this paper, the degree of loss aversion can depend entirely on the wealth level and the authors emphasize this much.

P. 118 end of 2nd para is interesting: one can measure the degree of loss
aversion by finding sequences of exchanges, all much disliked, that end where they started, and finding a net compensation required to implement the cycle.

I liked §4, which discusses how experience can reduce uncertainty and, hence, loss aversion, and discrepancy between WTP and WTA. But p. 131 is strange in claiming that attribute-wise models of loss aversion cannot accommodate reduction of loss aversion by learning. What they mean to say is that these models do not consider learning explicitly in their model. Of course everyone using them will say that, if learning is incorporated, then it will reduce loss aversion. %}


{\textit{PT falsified}}: Measure certainty equivalents of prospects, allowing for choice errors. Find violations of PT, and suggest that a similarity theory may fit better. The authors are negative on PT (which they call CPT): “If CPT is to justify its current status as the front runner among alternatives to EUT, it should be able to organise the data from our CREPROBS treatment; but it cannot do so.” (p. 209). The main purpose of the paper is to argue for the use of error theories. %}


{\textit{https://doi.org/10.1287/mnsc.2015.2333}}

Abstract opens with the cliché word policy, as does the 2nd column on the opening page 166. The paper tests preference reversals reckoning with probabilistic choice, and still finding preference reversals, consistently with other papers. %}


{\textit{Participants chose x to optimize (p+ε:x, p−ε:T−x, 1−2p:K) with the other parameters fixed, ε > 0. K = T/2 (so that certainty results with x = T/2) or K = 0 was chosen. Under EU’s second-order risk aversion, x > T/2, under 1st order risk}}
aversion \( x = T/2 \) can occur. The authors indeed found \( x = T/2 \) for several participants. Unfortunately, no statistical analysis is given, so it is not clear if the data can result from merely noise.

Because the common outcome \( K \) was displayed as such, participants may have ignored it.%


{Typical of their early experimental papers. They find more preference cycles in direction predicted by regret theory than the other way around. They argue that preference reversals may reflect genuine intransitivities, as predicted by regret theory. Later papers by (some of) these authors will argue that event-splitting effects rather than intransitivities may explain the early findings of regret theory. %}


{Find intransitivities while ruling out choice-matching discrepancy and some other biases. %}


{Show that preference violate monotonicity in a way predicted by regret theory. %}


{https://doi.org/10.1111/1468-0297.00108

Shaping hypothesis: Because agents are uncertain about what their preferences are, they let them be influenced by market prices observed in previous rounds. So, the market shapes preferences. Then, if anomalies disappear in repeated markets, it may not be because of increased rationality but just by the shaping hypothesis. The issue is investigated experimentally. They find convergence of
WTA to WTP, which in itself does not make clear if it is the shaping hypothesis or a convergence to true preference. Some other anomalies, less clearly visible to subjects, such as overbidding, however, remain, as does a large variance in preference (not suggesting convergence to true preference). Hence, the authors suggest that the shaping hypothesis is more plausible than a convergence to true preference. %}


{In repeated markets WTP-WTA disparities are reduced, but preference reversals are not. %}


{risky utility $u = \text{strength of preference } v$ (or other riskless cardinal utility, often called value): P. 807: assume experienced utility, called “choiceless.” Say it is Bernoullian

\$V\$ argues that regret is not irrational.

P. 818: Probabilistic reduction is called the “equivalence axiom.” It is what Wakker (2010, Assumption 2.1.2) called the decision under risk assumption.

utility = representational, p. 817: “While we do not share the methodological position that the only satisfactory theories are those formulated entirely in terms of empirical propositions, …”

Some drawbacks of regret theory:

(1) The psychological regret that explains much of common ratio, is fundamentally different than what regret theory does. It is that if an outcome 0 has certainty of foregoing sure $1\text{M (M: Million), then regret is strong, but if it is only a probability of foregoing }$1\text{M then regret almost entirely disappears. It is a nonlinearity in probability, a sort of certainty effect. It then is important that the regret of getting the smallest outcome 0 iso the second-smallest }$1\text{M is big. The regret theory explanation goes in the other direction: The regrets of getting the smallest outcome 0 iso the }2^{nd}\text{-smallest outcome }1\text{M, and of getting the }2^{nd}\text{ smallest outcome }1\text{M iso the largest outcome, should be relatively small, and the}
regret of getting the smallest iso the highest outcome should be disproportionally large. So, the regret of getting 0 iso 1M should not be big, but small. This is unrelated to what happens in reality. By implying the sure-thing principle regret theory is not well suited for explaining Allais.

(2) Regret is clearly a second-order effect relative to utility difference. Probability weighting, for instance, is an independent component that may explain even more than utility, but regret is second-order and only adds nuances.


Argue that regret theory is not open to aversion to information.

P. 650: “Thus we do not accept that the apparently remarkable result of the farmer rejecting costless perfect information is achieved ‘via the principles of regret theory’,”


Dynamic consistency: what they call dynamic consistency is what Machina (1989) and others call consequentialism (and what I like to call forgone-event independence in March 2000). This paper introduces their disappointment model,
similar to Bell (1985)

**biseparable utility:** yes for the special case where their disappointment function has a kink but is linear otherwise.  


% utility = representational, P. 272: “Here “utility” is to be interpreted in the classical Benthamite or Bernouillian [Bernoullian] sense, as a sensation or mental state.”

Beginning of §4 shows that transitivity implies that $\psi(x,y) + \psi(y,z) = \psi(x,z)$ (called regret neutrality). §II.7 of Sugden (2004) “Alternatives to Expected Utility” shows that regret neutrality implies expected utility. Therefore, regret theory reduces to expected utility if and only if transitivity. The same point is stated by Kreteras (1961).  


% Best core theory depends on error theory: seems to be; error theory for risky choice; refer to BDM (Becker-DeGroot-Marschak) for random utility model, not to literature from mathematical psychology. Point out that different assumptions about stochastic choice have different predictions, such as degree of violations of stochastic dominance.  

Introduction to pref. reversal; rest, however, is only on preference cycles for losses, whether as predicted by regret theory; real incentives/hypothetical choice; they find on p. 259 that actual and hypothetical choices are similar.


Seems to write:

“the simple, static lottery or gamble is as indispensable to research on risk as is the fruitfly to genetics” (p. 137). %}

{% This paper is one of the predecessors of rank-dependent utility;

sign-dependence: Says that gains and losses are often treated separately in applications. P. 482: first evaluate gain part, then loss part, then combine these two, possibly additively.

Proposes that choices be determined by EV and “riskiness,” where latter is cumulative distributional thing. She proposes to not yet introduce the utility function. Gives motivation that weights should depend on rank-ordering of outcomes, but then gives examples (such as where probability of winning $50 or more decides) that do not show rank-dependence as in the modern RDU. Predicts pessimism; i.e., lower outcomes get greater weight. Does give arguments where there is the idea, implicitly, that cumulative events rather than receipt of fixed outcomes, are natural primitives. %}


{% Nice intro on behaviorism and switch to cognitive models in psychology.

Gives arguments that participants more naturally think in terms of cumulative events than in terms of fixed outcomes. Uses this finding to argue for cumulative approaches! Wow! %}


{% P. 258: SEU = SEU

losses give more/less noise: seems to find more

P. 283: “Risk attitude is more than the psychophysics of money”

Gives arguments that participants more naturally think in terms of cumulative events than in terms of fixed outcomes. Uses this finding to argue for cumulative approaches!

Seems to use the term “cautiously-hopeful” for inverse-S. %}

{Cardinal utility is psychophysical entity: French school
P. 407: the term risk aversion has nothing to do theoretically either with risk or with aversion. %}


{Multioutcome lotteries; conclude that PT does not do well (PT falsified); seems that “cautiously hopeful” is her term for inverse-S %}


{%
%
%
}%


{%
%
%
}%


{%
Links process-oriented theories to algebraic decision theories.
inverse-S: p. 207 gives many citations to extent to which people pay attention to good and bad outcomes.

linear utility for small stakes: p. 215 explains why utility is assumed linear. %}

There is a clear definition of SP/A theory, clearer than Lopes’ papers, in Ch. 26 of Shefrin, Hersh M. (2008) “A Behavioral Approach to Asset Pricing Theory; 2nd edn.”

In SP/A theory, a prospect (lottery over money) depends on (1): SP. This is a rank-dependent utility, with linear utility, and a weighting function that is a convex combination of a power function $p^r$ and a dual power function $1 - (1-p)^r$, where the first captures pessimism and the second optimism. For the claims about mixed weighting functions in Eqs. 9 and 10 (p. 290), it is important to know that the parameters $q_r$ and $q_p$ are supposed to be positive (I assume), so that the $w$-weighted curve is convex and the $(1-w)$ weighted curve is concave, and the convex mix gives an inverse-S shape.

(2) A: an aspiration level, i.e. an outcome, is chosen, and A is the probability of (weakly!?) exceeding it.

How these two are combined, is explicitly left unspecified. P. 291 end of penultimate para writes that, if these two components prefer a different prospect (so, if the case is not totally trivial), then SP/A predicts “conflict.” This gives a revealed-preference oriented economist little hope of being informed about what choice then results. The text then writes that such conflict cannot result from “single-criterion” models such as CPT (p.s.: CPT and all economic models can consider multi-criteria optimization in utility), which further reduces my hope of being informed about the resulting choice in any not-completely-trivial situation. P. 300 2nd para will mention an aggregation of the two components but it is not
clear how, apparently through a numerical Table 5.

The first para on p. 292 confuses monotonicity with absolute risk aversion, and erroneously claims that CPT would have constant absolute risk aversion.

Although in several places the paper writes that it, unlike prospect theory, has no reference point but instead an aspiration level, SP/A theory turns out to have a reference point still because it does distinguish between gains and losses, where every parameter in the model (including probability weighting, contrary to what Shefrin, 2008, p. 429 last sentence, claims) can depend on the sign (pp. 290-291 & 299). In particular, the aspiration level can be different for gains than for losses (then how about mixed prospects?), and will later (p. 300 top) be taken to be 0 for losses and, ad hoc, 1 for gains.

P. 302, Eq. 16 suddenly does aggregate SP and A into a decision formula, although it is a probabilistic choice model, with no deterministic model specified. For me, the formula comes out of the blue, seeming to assign the same weight to SP as to A. (I’d expect SP to have more weight.) Does this satisfy stochastic dominance? Some form of transitivity?

P. 310 penultimate para has a nice text on risk aversion being conflated with utility.

Shefrin (2008 p. 431 bottom) writes that the weighting function in prospect theory captures perception, but in SP/A it captures emotions.

In Table 5 it is amazing that the very crude A-criterion alone (just the probability of exceeding aspiration, which is nothing but probabilities related to 0) explains data so well. Then SP/A will do better than PT! Makes me wonder about the stimuli.

PT falsified: not strongly. Mostly, Lopes’ SP/A theory fits data better than her implementation of PT (which is questionable given that she, erroneously, thinks that PT satisfies constant absolute risk aversion).

1. convex utility for losses: for losses subjects are risk-neutral more than risk-seeking

2. Subjects seem to prefer (0.5: 50, 0.5: 150) to 100 for sure. Seems to agree with Lopes SP/A theory, while violating PT. (Is like {risk seeking for symmetric fifty-fifty gambles}, but not symmetric about 0.)

risk averse for gains, risk seeking for losses: seem to be risk neutral for losses; multioutcome lotteries.
loss aversion without mixed prospects: they claim to estimate loss aversion \( \lambda \), but they do not consider mixed prospects and, therefore, it is impossible to estimate \( \lambda \).

linear utility for small stakes: p. 290 footnote 1


% real incentives/hypothetical choice: A sender randomly sees a blue or green circle. Then sends message to receiver if it was green or red. Gets €15 if signaling green (independent of what was really seen) and €14 if signaling blue. 1/3 of the subjects rather sends true signal than most-gaining signal: lie aversion. %


% %


% real incentives/hypothetical choice: on p. 51, they justify their use of hypothetical choices rather than real incentives as follows: “The experimental approach will by necessity be limited to small gambles, whereas we were interested in lotteries with very large payoffs.”

risk averse for gains, risk seeking for losses: not found. They asked 17 shipowners for certainty equivalents of 11 gambles, with outcomes between −10 and +100 and probabilities between 1/6 and 5/6, mostly 1/2. The data are remarkable. People are risk seeking under (imaginary) good liquidity, risk neutral or risk averse under weak liquidity. Probably fun through utility of gambling was going on. %

confirmatory bias: participants received info about capital punishment, which led to polarization iso the, normatively to be expected, convergence to neutrality.


methoden & technieken


On the butterfly effect.


measure of similarity


This paper, in a prominent journal, with quite some citations, and coverage in the popular press, is very very weak. It illustrates how the academic system can malfunction. It is interesting because of its extremity and I, hence, provide details.

Wisdom of the crowd: Imagine asking many individuals to estimate something, say the weight of a particular cow (Dalton 1907). Let w denote the true weight, xi the estimate of individual i, and x the average (arithmetic or geometric) or median estimate, depending on context; I will write average in what follows. The individual estimates can be far off (|xi−w|’s large), but sometimes not systematically so, and then |x−w| can be small meaning that x is a good estimate of w. The latter can be surprisingly good, of course depending much on the stimuli considered. If surprisingly good, people use the term wisdom of the crowd, or wisdom of crowds.
This paper studies the wisdom of the crowd. Individuals estimate, being rewarded for small distance from truth, and it is inspected whether group average is close to truth, where the latter is (to be) taken as wisdom of group-as-a-whole. In a first round, subjects just submit their estimates. Then in later rounds they receive feedback about the estimate of one or a few or all others, and then can change their estimate. Unsurprisingly, and shown by many studies, the estimations usually converge, giving same group-average but smaller within-group group variance. (Some paradoxical opposite findings, usually for emotionally loaden topics such as the desirability of capital punishment with no clear true answer and with richer information-sharing, are known as confirmatory bias.) This convergence is also the empirical finding of this paper. What the paper adds is many provocative, but all erroneous, interpretations.

Although many statistic books warn against interpreting a null found, the authors do interpret their null of group average \( x \) not being affected by their ways of information sharing. And although I would interpret their ways of info sharing then as irrelevant to the goodness of group prediction, \( x \) not being affected, the authors interpret their null as “undermining” for wisdom of the crowd. They seem to have in mind that wisdom of the crowd is driven by group diversity and that hence every decrease in group diversity is bad, forgetting that the real criterion is how close \( x \) is to \( w \) and that group diversity is only an instrument to make \( x \) get close to \( w \). If not the average \( w \) were the criterion, but something like the union of the info of the members of the group, then it could be different and diversity could be desirable. This point may underly many interpretations of the authors although it should not do so in the situation specified by the authors themselves (where only \( |x-w| \) matters).

With some effort, I could think of a situation in which group diversity does improve the group average: If we vary the group diversity under the condition of keeping the average individual distance, so, the average of \( |x_i-w| \), fixed. So, not the distance of the average, but the average of the distance, is kept fixed. This condition is very rarely satisfied, and absolutely not in the experiments of this paper. My best guess for this paper is that the authors (+ referees + editor + many citing it affirmatively) are continuously confused on this point: whereas in reality the distance of average remains constant, they think that the average of distance
remains constant.

The convergence of individuals can be interpreted as improvements of the individual wisdoms, implying that the crowd has less wisdom to add to the individuals and, hence, the wisdom-of-the-crowd effect became less? This interpretation is highly irrelevant because only $|x - w|$ really matters.

Another problem of the authors’ accepted null just discussed is that it is not really an accepted null. As the authors call it somewhere (last footnote on p. 9022), it is “partially supported by the significance tests,” and they sometimes find that $x$ actually has come closer to $w$, so, has really been improved. The end of the footnote reassures us that we need not worry here: “as this effect may be different for different sets of questions.” The latter holds not only for this claimed accepted null but for everything else in this paper too. Although p. 9022 (column 1 l. –7) properly indicates that the above effect is just a statistical effect, the authors still use the misplaced term “social influence effect” for it (p. 9022 1st column last para).

The authors signal a second supposed problem, using what they call a “new indicator” on p. 9021. The perfect wisdom of the crowd according to this indicator occurs if the true value is a median (so, it is between the two middle scores if even group). The indicator considers how many group members should change their opinion to achieve this perfectness. This indicator is served by increasing variance given constant average $x$ (which surely is not always a good thing I would say). Here is an algorithm of achieving universal maximal wisdom for all questions ever to be faced by mankind, simply by maximizing variance: You form a two-person group with one other person (so, even number). Take a big number $M$, exceeding any other number you will ever meet in your life. Your guess (of whatever; you don’t care what) is $M$, and your partner’s guess is $-M$. Every answer to every question ever faced is between your two (middle) scores and, hence, you two have achieved universal maximal wisdom. Of course, this is nonsensical, showing that the criterion proposed by the authors is not sensible.

And then the authors signal a third supposed problem. If the individuals in the crowd converge, with diversity decreasing, then their confidence in their judgments will increase. If their average $x$ is close to the true value $w$, then this increase is good. If, however, $x$ is far off, then it is bad. The authors only consider
the latter case in their discussion.

The writing is annoying. I think that it is obvious that info sharing usually improves group estimates. The authors claim on p. 9021, l. 2, that it “can undermine” wisdom of the crowds, and this claim can be. But p. 9021 2nd column l. −5 claims that the wisdom of the crowd “is undermined” which at best is misleading, can only be defended if they claim to only refer to their own experiments. P. 9021 2nd column end of 1st para crosses the line by writing “The reason to use two different kinds of social influence was to demonstrate the robustness of our effects with regard to the specific kind of social influence.” This erroneously suggests universality of their finding.

It seems that their statistics is problematic. Figure 2 on p. 9023, seems not to give what the text claims, with full info in fact going the other way. Close inspection of, for instance, degrees of freedom in their estimates, seems to show errors there.

Farrell (2011) properly criticizes the main mistakes in this paper. 


Lourens, Peter F. (1981) et al.: Discussion of meaning of probability, NRC Handelsblad of Friday July 24 and days before.


{Classic textbook on conjoint analysis.}


Lovecraft, Howard P.


{\% intertemporal separability criticized: p. 169 seems to write:}

“time-additivity is neither a desirable nor an analytically necessary property to impose on preferences”


{\% just noticeable difference: seems that he has this. %}


{\% just noticeable difference: gives mathematical theorems, for probabilistic choice, relating them to cardinal utilities.}


{\% Abstract: “… preferences between pure alternatives and likelihood judgments between events are assumed to be independent probabilistic processes.” Is formalized in §5.

Condition R.1 shows that Luce considers compounded gambles, with events independently repeatable.

just noticeable difference: gives mathematical theorems, for probabilistic choice, relating them to cardinal utilities.

P. 205, l. −7/−8: “In particular, there is a good deal of skepticism about finite additivity.”

Def. 6 Condition (iii) assumes binary complementarity for two-outcome gambles.

P. 206, next-to-last para, points out that str. of pr. alone cannot explain choice probabilities because there may be transparent cases of monotonicity.

Sentence on p. 213/214 points out that there is no mathematically interesting nonEU theory.

P. 222, l. 3–6, on whether or not just noticeable differences can be the basis of cardinal utility, and exactly pinning down in the first sentence the weakness of just noticeable differences as basis of cardinal utility:

“First of all, to treat the jnd [just noticeable difference] as a unit in any way, one must be assured that, for a particular individual,
jnd’s are equal throughout his utility scale. This means, in effect, that one must show that the utility function under consideration is a sensation scale.”

Here sensation scale refers to just noticeable differences.%


{An update with corrections is in Luce (1990, Psychological Review).}


{%
%
}


{%
%
}

{Luce’s work on uncertainty in the 1990 and his 2000 book comprised a joint receipt operation that I, frankly, do not like. It is used to get cardinal utility on outcomes which I prefer to derive from joint measurement techniques applied to events treated as attributes, as in my tradeoff technique. This 1972 paper is already using a joint receipt operation, although not using the term yet.%


{%
%}


Luce, R. Duncan (April 1986, revision of 1985) “Uniqueness and Homogeneity of Ordered Relational Structures,” Harvard University, Department of Psychology, Boston, MA, USA.


Imagine two ratio scales x and y that are related through a mapping f, through $y = f(x)$. Such data are found for instance in cross-modality matching, where subjects say if sound y is as loud as color x is intense. If f reflects physical properties that are to be preserved after rescalings, it is plausible that for each rescaling $x \rightarrow rx$ of x ($r > 0$) there is a corresponding rescaling $y \rightarrow s(r)y$ ($s(r) > 0$) of y such that still $s(r)y = f(rx)$. This implies functional
equations that, in turn, imply that \( f \) is a power function. This was basically shown by Luce (1959), but there were some confusions and debates, surveyed and updated here. The present paper considers more complex relations between \( x \) and \( y \), focusing on \( x \) and \( y \) being ratio scales. 


**% biseparable utility**: Does it and it is central here. Axiomatizes it but points out that he can only do it using the joint receipt operation. He also uses some nonbehavioral uniqueness axiom. End of paper points out that extension from binary to other prospects is not very clear.

**event/outcome driven ambiguity model: event-driven**

**binary prospects identify U and W;**

P. 86: “… because choice indifference points are tedious and tricky to estimate.”

P. 99, penultimate sentence: “It should be remarked that binary theories that are weaker than SEU do not automatically deal with more complex gambles.”


**% P. 5 gives transitivity and monotonicity as a principle, replace something by something better is always good. %**


**% %**


**% §8 seems to mention sign-dependent SEU. %**


**% %**

 _Journal of Mathematical Psychology_ 39, 73–81.


---

**risky utility** $u = \text{strength of preference} \ v \ (\text{or other riskless cardinal utility, often called value})$: p. 298, §1.3: “Now, if utility really is a measurable concept—some economists and many psychologists have strong doubts—it seems unlikely that there should be more than one such measure. This issue is analogous to one that recurred in psychical measurements where often one can measure the same physical attribute in more than one way. There one usually finds that there are linking laws showing that the several, apparently distinct, ways of measuring the attribute really are basically the same measure. A familiar example is mass. …”

**biseparable utility**: uses it.

P. 304, top, criticizes use of comonotonicity by me and others in axiomatizations and calls it “contrived”

**inverse-S**: P. 306 considers case of two participants, one with $p^{0.5}$, other with $p^{1.5}$, as probability transformation function. Their average then gives inverse-S shape probability transformation. Nice example! Estes (1956) seems to give general viewpoints on curves derived from group data. %}


{% coalescing;

SPT iso OPT: P. 101 incorrectly writes that Fennema & Wakker (1997) had proposed Luce’s Eq. (11) for gains and losses separately. This is not true. Fennema & Wakker explicitly state on p. 54, two lines above their Eq. (1): “We only give the PT value for prospects … with both positive outcomes (gains) and negative outcomes (losses).”

P. 103 gives concise description of configural weight theory.

In later writings Luce pointed out, based on communication with Marley, that the derivation of RDU in this paper is not correct. Status-quo event commutativity is too weak because it only gives a decomposition into utility and decision weight for the best outcome, not for the worst. %}


{% criticisms of Savage’s basic framework §1.1.6.1.

Note: Luce uses term accounting indifferences and not term accounting equations.

P. 7 explains why Luce’s gambles are not formally acts à la Savage.

Pp. 22-23, §1.3: This section illustrates something that I regret. The author explains that he wants to get cardinality (my term) for consequences. For this purpose he introduces joint receipts (his 4th approach). The first approach he suggests is to assume multiattributes on the consequences and then use joint analysis techniques. What he does not realize is that one can consider different events or disjoint probabilities in lotteries to be attributes, and then use the conjoint techniques there. (I do that, using conjoint analysis techniques treating events as attributes, in many papers, using for instance a tradeoff technique.) Similarly, for intertemporal choice one can treat the different timepoints as different attributes. But he lists such use of timepoints as a third, different, approach. He clearly does not realize here that uncertainty and intertemporal can be treated as special cases of conjoint analysis, as done for instance in Ch. 6 of Krantz et al. (1971). This explains his unfortunate move of using joint receipts.
Luce cites Keeney & Raiffa (1976) for deriving cardinality (my term) from multi-attributes. But Keeney & Raiffa use the probabilities of lotteries, and the EU assumed there, to get cardinality, which is more in the spirit of using events/disjoint probabilities as attributes.

Pp. 22-23: “People are surprisingly flexible about doing unusual things for an experimenter even though they have had no experience in life with such judgments.”

Paternalism: p. 25, on conditions that are normative but not descriptive: “It is equally important to know about these, for it is here where prescriptive training can come into play.”

P. 26, total utility theory: “The approach to utility measurement we are taking is thus a very classical one—purely behavioral. Within the psychological, but not the economic, community, such behavioral approaches are decidedly out of fashion, and have been ever since the so-called “cognitive revolution”.”

linear utility for small stakes: p. 86 argues for this claim.

P. 55, opening sentence of §2.4.2 is nice: “Although this line of rational argument seems fairly compelling in the abstract, it loses its force in some concrete situations.”

biseparable utility: Ch. 3 gives biseparable utility; i.e., RDU representations for binary acts. Unfortunately, there are difficult technical assumptions such as gains partition in Def. 3.6.1, p. 113. Event commutativity is a kind of weakened version of bisymmetry (or autodistributivity), restricted to two outcomes x,y. Luce’s repeated-events setup would have been the perfect context for full-force multi-symmetry such as used by Nakamura (1990, JET) and others!

binary prospects identify U and W

concave utility for gains, convex utility for losses: p. 83, end of §3.3.1: “Taken together, these studies provide sufficiently many examples of all four patterns that any overall generalization about the convexity or concavity of utility functions seems unwarranted. The most one can say is that concavity for gains and convexity for losses appears to be the most likely of the four patterns.”

inverse-S: p. 100, §3.4.2.5: “Conclusion: from all of the data in this section, I think one must conclude that the inverse-S-shaped pattern for weights describes a majority of people. I remain perplexed about why so much of the earlier data failed to detect this.”

In all the discussion of data here, Luce considers only the case of known probabilities, and not unknown probabilities.

P. 262: “In addition, of the several proposed weighting functions, the Prelec one is by far the most satisfactory.”

{% dynamic consistency: favors abandoning RCLA. Eqs 3 & 4 show that power probability weighting holds iff the simplest RCLA ((x,p),q) ~ (x,pq)). Luce also gives N-reduction invariance as a simpler condition to axiomatize Prelec’s compound invariance family.

Big caveat in this all is that Luce assumes backward induction, as in all his works: In the compound gamble ((x,p),q), (x,p) can be replaced by its unconditional certainty equivalent. Under nonexpected utility this condition is not a simple monotonicity condition but it is a highly questionable separability condition (restrictiveness of monotonicity/weak separability). Because of this extra assumption, he can simplify Prelec’s axiom otherwise. %}


{% Applies the axiomatizations that he developed for decision under uncertainty, to psychological intensity measurements, such as the loudness as subjective perception of sounds in two ears, say 50 DB to left ear and 57 to right. %}


{% Some improvements over Luce (2002, Psychological Review). %}


(Correction in Luce 2008, Psychological Review).

{% Considers models where the zero outcome (reference point, or unitary outcome as the author calls it) plays a special role deviating from usual models such as rank-dependent models. %}


Ch. 10 §5, by Luce & Suppes, is on probabilistic choice theory. See my comments on that chapter with Luce & Suppes.%


just noticeable difference%


biseparable utility; event/outcome driven ambiguity model: event-driven%


Extends Luce & Fishburn (1991) to utility that need not be additive in joint receipt but can incorporate a multiplicative interaction term. If joint receipt is addition, then U must be exponential.%


standard-sequence invariance?


P. 49, l. 10:

“are blurred together in the topological formulations”. Fuhrken & Richter (1991, p. 94) have a similar statement.

Ch. 21 is on empirical status of Archimedean axiom. Also on impossibility to have finite number of first-order statements to axiomatize additive conjoint
measurement. Theorem 21.21 shows that Archimedes’ axiom has no empirical
meaning in additive conjoint measurement. \%

Luce, R. Duncan, David H. Krantz, Patrick Suppes, & Amos Tversky (1990)
“Foundations of Measurement, Vol. III. (Representation, Axiomatization, and

{\% Discuss, a.o., the log-law of Fechner-Weber versus the power law of Stevens. \%
Luce, R. Duncan & Carol L. Krumhansi (1988) “Measurement, Scaling, and
Psychophysics.” In Richard C. Atkinson, Richard J. Herrnstein, Gardner E.
Lindzey, & R. Duncan Luce (eds.) Stevens Handbook of Experimental
Psychology 1, 3–74, Wiley, New York.

{\% \%
and Decision 49, 97–126.

{\% \%
Representations of Gambles: Old and New Axiomatizations,” Journal of Risk and
Uncertainty 30, 21–62.

{\% decreasing ARA/increasing RRA: seem to use power utility;
Consider variable reference levels; assume that reference level is smallest gain
when only gains, smallest loss when only losses. \%
Luce, R. Duncan, Barbara A. Mellers, & Shi-Jie Chang (1993) “Is Choice the Correct
Primitive? On Using Certainty Equivalents and Reference Levels to Predict

{\% \%
Luce, R. Duncan & Louis Narens (1978) “Qualitative Independence in Probability
Theory,” Theory and Decision 9, 225–239.


P. 5 seems to write: “Indeed, one hopes that the unrealistic assumptions and the resulting theory will lead to experiments designed in part to improve the descriptive characte of the theory.”

P. 27/28 do EU-axiomatization by substitution axiom. *(substitution-derivation of EU)*

P. 28 has discussion of mountain climber whose utility of outcomes essentially depends on the probabilities (“gestalt” of prospect as they nicely write), something Deneffe and I once discussed.

Fallacy 2: an agent might care about variance of utility.

P. 32, Fallacy 3: people who equate risky utility with cardinal utility (without further ado)
P. 280-282 points out that regret leads to intransitivities, citing Chernoff’s observation entailing a violation of independence of irrelevant alternatives.

**revealed preference;** p. 288, §13.3, Example:

A gentleman wandering in a strange city at dinner time chances upon a modest restaurant which he enters uncertainly. The waiter informs him that there is no menu, but that he may have either broiled salmon at $2.50 or steak at $4.00 this evening. In a first-rate restaurant his choice would have been steak, but considering his unknown surroundings and the different prices he elects the salmon. Soon after the waiter returns from the kitchen, apologizes profusely, blaming the uncommunicative chef for omitting to tell him that fried snails and frog’s legs are also on the bill of fare at $4.50 each. It so happens that our hero detests them both and would always select salmon in preference to either yet his response is “Splendid, I’ll change my order to steak.” ... He, like most of us, has concluded from previous experience that only “good” restaurants are likely to serve snails and frog’s legs, and, so, the risk of a bad steak is reduced in his eyes.

§13.4: on decision making under complete ignorance.

§13.5: pp. 304-305 present the maxmin EU model and the $\alpha$-maxmin model, referring to Hurwicz (1951, Econometrica) for it. 

Luce, R. Duncan & Howard Raiffa (1957) “*Games and Decisions.*” Wiley, New York.

{P. 380 top writes, nicely, about recent developments in psychology that do not use techniques of measurement theory:

“A general comment: we are very aware that the measurement approach we take here is not currently fashionable, having been “replaced” by various process models. Unlike the measurement models for which the behavioral assumptions are directly testable, the process models are composed of unobservable, hypothetical mechanisms. We feel that the added flexibility of process models comes at the (usually unacknowledged) very high cost of unobservable mechanisms which, to this day, has not really been resolved by such imaging techniques as fMRI. And we feel that the very successful approach of four centuries of classical physics has not been given anything like a comparable effort in psychology. The first author has devoted the last 12 years of his career attempting to apply our knowledge of measurement to developing both psychophysical and utility measurement models, and collaborating with the second author and others he has focused on experimental studies suggested by these models.”}
Section 2 first points out that preference conditions such as double cancellation, in the presence of separability/monotonicity, are somewhat redundant relative to their indifference versions such as the Thomsen condition. Then it argues that the Thomsen condition is not statistically symmetric in a way that I did not really try to understand. I guess that the hexagon condition and the Reidemeister condition are symmetric. The hexagon condition is, in the presence of separability (= independence = monotonicity) and the other conditions, where unrestricted solvability can readily be weakened to restricted solvability, necessary and sufficient for additive representation. All alternative conditions discussed here are (necessary) and stronger than hexagon and, hence, trivially are also necessary and sufficient.

P. 380 discusses a nice alternative reinforcement of the hexagon condition, being the less known commutativity axiom defined by Falmagne (1976) and discussed by Gigerenzer & Strube (1983). I formulate it directly in terms of indifferences:

If

\[(a, r) \sim (m, s) & (m, p) \sim (c, q) \]
\[(a, p) \sim (n, q)\]

then \[(n, r) \sim (c, s) .\]

In words, both the upper two and the lower two indifferences show that the distance from \(a\) to \(c\) is matched by that from \(p\) to \(q\) plus that from \(r\) to \(s\).

The hexagon condition is the special case where we impose the implication only if \(s = p\) and \(m = n\). This observation provides a proof alternative to that in the Appendix of this paper, using the well-known result that the hexagon condition characterizes additive representation in the presence of the other conditions (Karni & Safra 1998). 


**error theory for risky choice**: Chs. 19.5-19.8, pp. 331-402, are on probabilistic choice theories. §19.5.3 is on random utility, and Ch. 19.7 on probabilistic choice for decision under uncertainty. P. 334 footnote 6 provides the counterargument against Fechnerian (strong) utility model of \(p(x, y)\) and \(p(y, z)\) being close to 0.5,
but y dominating z by very small differences but clearly, so that p(y,z) = 1. They cite Leonard J. Savage (personal communication) for it. Definition 22 (p. 340) defines weak stochastic transitivity.

inverse-S: §4.3 reviews the literature up to that point on probability transformation, finding inverse-S as the prevailing pattern. %}


{% Derives additively decomposable representation for two components, by means of weak ordering, unrestricted solvability, the Archimedean axiom, and a cancellation axiom that is the Thomsen condition with preference iso equivalence. Introductory text is nice. It first demonstrates the conjoint measurement technique in physical examples when a direct concatenation operation is also available. Next it extends that to cases (prevailing in social sciences) where no concatenation operation is available but still the conjoint measurement techniques can be adopted.

P. 5 gives a useful sentence for people who inefficiently apply “ordinal” conjoint measurement techniques in situations where cardinal information is easily available: “That we can devise alternative ways to measure familiar physical quantities is philosophically interesting, but is of little practical significance to physics as long as conventional measurement based on concatenation is possible. In the behavioral and biological sciences, however, these new methods may be of considerable importance. Many of the quantities that one would like to measure, and that many scientists have felt it should be possible to measure, do not come within the scope of the classical axiomatization because no one has been able to devise a natural concatenation operation.”

(P. 12/13: They don’t give correct description of Debreu (1960) by writing joint independence condition but not the hexagon condition. P. 14 shows that Pfanzagl’s bisymmetry implies the preference-version of Thomsen condition.

§9, p. 14, presents standard sequences. %}

Suggest that of the violations of SEU commonly found, reference dependence may have more rationality status than the other violations.Receipt of two sums of money need not be the same as receiving their sum.


P. 189 gives references to people who treat gaines and losses separately.


Examine preference reversals, asking subjects how certain they are about their preferences. More certain subjects have fewer preference reversals.


Mostly a general book on statistical research. Some case studies of marketing are discussed.


The authors report a preference reversal: If, in isolation, a risky payoff and a delayed payoff are equivalent (I assume that the certainty equivalent and the present value are the same) then in direct choice they prefer the delayed payoff.


risky utility $u$ = strength of preference $v$ (or other riskless cardinal utility, often called value; time preference: comparing risky and intertemporal utility): The authors study choices with time and risk. Reckoning with parsimony (avoiding overfitting) they find that assuming one common utility function is best. With my interest in one common cardinal utility for all decision contexts, I
like this much.

Unfortunately, the authors consider only risky prospects with one nonzero outcome, and this implies that a joint power of probability weighting and utility is indeterminate in the multiplicate prospect theory \((w(p)U(x))\) assumed. Similarly, the authors consider only intertemporal prospects with one nonzero outcome, and this implies that a joint power of the discount function and utility is indeterminate in the multiplicative discounted utility \((D(t)U(x))\) assumed. Because they consider power (CRRA) utility, this means that the utility functions are unidentifiable and any conclusion about equal or different utility cannot be drawn. %}


{% Does what the title says, and finds that debiasing is effective. The end of the abstract mentions absence of conceptual rigor as a challenge for future research. Many references. %}


{% Find extremity-orientedness in DFE. (DFE-DFD gap but no reversal) The authors say that this gives more risk seeking for gains and more risk aversion for losses, and is opposite to prospect theory. However, a crucial point here is whether the extreme outcomes have low or high probability because, if low, then the finding agrees with prospect theory. I did not see this point discussed, although I may not have searched long enough. The authors do discuss 50-50 probabilities, e.g. p. 153 penultimate para, but I did not see this solve my problem. %}

Study DFD-DFE gap for events with probability ½. Find usual reflection with risk aversion for gains and risk seeking for losses for DFD, but find the entire opposite for DFE. The authors suggest that their finding for DFE may be due to utility being convex for gains and concave for losses, but it may equally well be the \( w(\frac{1}{2}) > \frac{1}{2} \) for DFE and, in fact, the latter explanation is more plausible because the uncertainty about outcomes is different under DFE than under DFD and not the outcomes themselves. My biggest problem is that it is not at all clear what the subjects are maximizing in this experiment. My main problem is not that the choices are hypothetical per se, but that even when allowing for that it still is not clear what the (hypothetical) motivation should be. They do repeated choices, receiving points after each choice, but it is unclear what these points serve for. In the first experiment, during the experiment, some high total scores up to then were displayed and subjects were encouraged to try to beat these scores. Whatever findings this paper has, can be driven by whatever motivation came from such encouragements, and thus does not speak to general risk attitudes.


Use dynamic inconsistency of CEU (Choquet expected utility) to derive implications in (il)liquid assets.


** updating: nonadditive measures:** use Neo-Additive Capacities and do updating there.


**DC = stationarity.** Para on pp. 1274-1275 and especially p. 1275 last sentence of 2nd para: “This property of exponential discounting is referred to as the stationarity axiom (Koopmans, 1960) and guarantees that an exponential discounter will never exhibit dynamic inconsistency.”
N = 51 subjects, with hypothetical choice. The author implicitly assumes linear utility. Tests hyperbolic discounting \( t \rightarrow \frac{1}{1+kt} \). Considers a number of choices, then adds three front-end delays (10, 20, 30 days). Finds decreasing impatience, but not as strong as hyperbolic discounting would predict.

Strangely enough, the whole paper focuses entirely on hyperbolic suggesting that no one has tested it yet, to cite more advanced literature only on the last page 1278, including the extensive parametric tests by Takahashi et al. (2008).


loss aversion: erroneously thinking it is reflection: Happening here. They consider bargaining with either only gains or only losses, and never mixed prospects, implying that loss aversion plays no role, unlike what they claim. They use the term loss aversion for utility being different for losses than for gains. (Which, given different domains, is by definition.)}


dynamic consistency


Uses a “piece-wise monotonicity condition”: If, given every element of a partition, I prefer replacing f by g only given that one element of the partition, then I prefer replacing f by g in total. Given dynamic consistency (which is defined in this paper to imply reduction of events), the condition is weaker than forgone-event independence but is “in that spirit.” The definition of “interim Pareto optimal” is in the same spirit.
Ma, Chenghu (1998) “A No-Trade Theorem under Knightian Uncertainty with General Preferences,”

{\% Real incentives with RIS. Paper considers classical preference reversals under risk, and under ambiguity (generated by uniform 2nd-stage probability distributions over probability intervals, discussed in §8; second-order probabilities to model ambiguity). The author finds stronger, very strong, preference reversals under ambiguity. Data fitting shows that utility is the same under risk and ambiguity, both for choice and for WTA (p. 2060), going somewhat against the smooth model. It is all perfectly well explained by a(mbiguity-generated) insensitivity, with inverse-S being more pronounced for ambiguity than for risk (inverse-S+ uncertainty amplifies risk).

§7 reports parametric fitting where for ambiguity the midpoints of the probability intervals are taken as argument. The weighting function is similar to the source functions of Abdellaoui et al. (2011 American Economic Review).}


{\% \%}


{\% \%}


{\% \%}


{\% \%}


[Link to paper](https://doi.org/10.1016/0165-4896(94)00769-5)


risky utility u = strength of preference v (or other riskless cardinal utility, often called value) 

---

utility elicitation

---

Consider smooth model, and calculate ambiguity premiums, i.e., Pratt-Arrow type risk premiums, in the second stage, and implications for investments.


This paper was previously entitled: “Ambiguity Aversion, Malevolent Nature, and the Variational Representation of Preferences.” It generalizes the existing axioms of maxmin EU in a natural manner, coming with an easy-to-write new model unifying many existing things, so, the paper is important and pretty.

They consider the following generalization of maxmin EU, with $S$ a Savagean state space and infimum $\inf$ below over all probability measures over $S$

$$\inf \int S(U(f(s))dP(S) + c(P))$$

with $c$ a convex function of probability measures. The maxmin EU, with set $D$ of probability measures, results by letting $c$ be 0 on $D$ and infinite outside of $D$. In general, the bigger $c(P)$, the less likely it is that $P$ will deliver the inf and be relevant. Hence, $P$’s judged implausible by the agent have higher $c$ values. One way to go is to take some “most plausible” probability measure $Q$ as starting point, and then to use the above model where $c$ is a distance measure of $P$ from $Q$. One such distance measure could be the relative entropy or that multiplied by some positive factor, and this is what Hansen & Sargent did in macro-economics. Thus, the authors have obtained a joint generalization of maxmin EU and Hansen & Sargent. Another distance measure could be a generalized Gini index and then, if I understood right, the mean-variance model comes out, that is, the mean-variance model only where it is interesting; i.e., where it is monotonic. (Because
of their monotonicity imposed on c their functional simply truncates mean-variance where it starts violating monotonicity).

The interpretation that P is less plausible the larger c (c is better taken relative to a utility level of P), suggests a belief interpretation.

The authors use the Anscombe-Aumann model which, in my interpretation and also put central by them, means just linear utility. They use the axioms of Gilboa & Schmeidler (1989) with certainty independence weakened. They do not take, for all prospects f,g and constants (certain acts) c, c´

\[ \alpha f + (1-\alpha)c \geq \alpha g + (1-\alpha)c \implies \beta f + (1-\beta)c \geq \beta g + (1-\beta)c \]

(which is one way to state certainty independence) but they take this axiom only for \( \beta = \alpha \). It amounts to considering translation invariance (adding the constant \( \alpha(c-c') \) to everything) but not scale invariance.

Relative to maxmin EU they seem to add only one “parameter” being c. But c is a formidable parameter. First we go from S to the set of all probability measures on S which is of higher cardinality, and then c maps this set to the reals, being again a higher level of cardinality. So, c is not just one parameter/dimension added like U, but it is an infinity more. (Basu & Echenique 2020 give a formal way to assess such cardinality.) Thus, that they can accommodate so many existing models may be no surprise, and measurability/testability and prediction is the problem. Maxmin EU is already of an untractably high dimensionality because of the set of priors to be chosen, and this model goes way beyond it. It may however be a convenient starting point for specifying special cases, showing unity.

Axiom A8 (weak monotone continuity) ensures that only countably additive probability measures are involved. %


{% Dynamic version of their variational model. %}

For mean-variance, such a violation of monotonicity can result if an outcome is increased that is much higher than the expectation, so much that its increase worsens the variance more than that it improves the expectation. The basic idea of this paper is to simply truncate at the level of outcomes where the worsening of the variance becomes worse than the improvement of the expectation (and, I guess, condition on the non-truncated event). This is a special case of their variational preference model. They use their model to get a variation of CAPM. I do not understand their claim that they avoid arbitrage. They base this claim on not violating monotonicity, but arbitrage involves more, being linear combinations of prospects.

Even if they fix the monotonicity violation of mean-variance, I find it crude to simply ignore the best outcomes.


The authors bring useful generalizations of Yaari (1969) type preference conditions, extending them from Yaari’s expected utility to biseparable utility. The authors use the term solvable somewhat differently than done in mathematical psychology (Krantz at al. 1971). They give several useful technical results. Proposition 3 shows that, once we have a nondegenerate biseparable representation and the topology on the outcome set X is connected, then continuity on X and existence of certainty equivalents is enough to give full continuity. It is based on Lemma 8: If X is connected and has a real-valued representation, then continuity of preference is equivalent to existence of a continuous representation.

The central preference condition is as follows. There are two preference relations $\succsim_1$ and $\succsim_2$ for decision under uncertainty, both biseparable, with the same outcome set X but possibly different events.

$$x_{A_2} \succsim_2 z \Rightarrow x_{A_1} \succsim_1 z$$

Again, $A_2$ and $A_1$ may be different. By Lemma 5, which I think is the main result,
this implies $\rho_1(A_1) \geq \rho_2(A_2)$, where $\rho$ is the authors’ notation of the weighting function. This is relatively easy to prove under differentiability, but is more difficult in general. The proof is by contradiction. First step is to show that the negation to be proved contradictory implies that $u_2$ is more concave than $u_1$. This brings in enough differentiability.

Theorem 6 shows that two decision makers are equally willing to bet (on two different events) iff they have the same utility (up to unit and level of course) and the same $\rho$ values of the two events. This greatly improves a related result by Ghirardato & Marinacci (2002), as explained in the bottom of p. 694. It is well consistent with common uniqueness results for biseparable representations. %)


{%^ Find evidence for superadditivity, rather than the commonly found subadditivity, in probability judgment. Suggest it occurs when there is little evidence for the events. %}


%^ %)


%^ %)


%^ %)


uncertainty amplifies risk: somewhat on p. 292: “It is useful to keep in mind the distinction between an oversensitivity to changes in the probabilities of small probability events and any tendency, under conditions of uncertainty rather than risk, to overestimate the probabilities of rare events.” [Italics from original.]

biseparable utility violated: Eq. 6 proposes a quadratic form $EU_1 + (EU_2)^2/2$, with $EU_2$ a different expected utility model than $EU_1$, suggesting that this is about the simplest deviation from expected utility conceivable. It violates biseparable utility.

Yaari (1987) p. 111 last para writes that this paper is on its way to become a milestone, but then points out that there is no preference foundation for Machina’s model.


{% P. 97 argues that any theory violating stoch. dominance will be: “in the author’s view at least, unacceptable as a descriptive or analytical model of behaviour.” %}


{% %}


{% dynamic consistency: favors abandoning RCLA when time is physical %}

Mark cites Markowitz (1959), Mossin (1969), and Spence & Zeckhauser (1972) on induced preferences in temporal choices. The basic example is as follows: I have to choose, to take a train or bus tomorrow. I am indifferent. However, (0.5: train, 0.5: bus) I prefer strictly less. Do I violate betweenness, expected utility, and am I non-Bayesian? No. The explanation: one thing (I had not yet told), the lottery will only be resolved tomorrow. Now, if surely train, I now have to order a train ticket, a day ahead. Bus, similarly. However, with the lottery I don’t know what to order. What is going on is that the option “train” in the lottery is different than if certain. It is endowed with less info. It is “train without knowing so a day ahead.”

Such situations arise if besides the decision considered, choosing from a set X, and receiving it real time elapses, and we have to make another decision, choosing from a set A, in the meantime. Then every $x \in X$ is combined with the $a \in A$ that maximizes $U(x,a)$. Then preferences are quasiconvex in probability.

(Quasi-concave so deliberate randomization: well, Mark uses the term quasiconvex; these terms are nonuniversal).
The paper writes on the maths of using Mark’s 1982 model in such situations.


Reading the most essential subparts, on nonEU with dynamic-choice arguments, goes as follows: Pp. 622-1636, i.e., up to and including §3.2, present elementarities of decision under risk, in a very didactical manner. Very good for novices, but can be skipped by experts. Experts only note that RCLA is assumed throughout. One then reads §3.3 and §4, skipping the right half of p. 1637 and the rest of §3.3...
(“Classical Argument … the information!“), the last four lines of §4.1 in the left column of p. 1642 and the rest of §4.1 (“Consequentialism in … two prospects”), and the right part of p. 1644 and the rest of §4 (“Analogy with … nonsensical behavior.”). Instead of the rest of the paper, one can read the following summary, where I explain Machina’s preferred solution, what he thinks is rational, in words. I do it for Figure 7 (p. 1637), the right figure there. From the prior perspective, the agent prefers going up. If she were at the decision node and the past had not existed, she would have preferred going down there, going for certainty. However, in the tree as is, the posterior agent at the decision node, will go up as the prior agent wanted. But this is not against the preference of the posterior agent. The posterior agent really herself prefers going up there: Because of the risk borne in the past. Because at some past time there was a 0.89 probability of going down to 0, even if it is now known that it did not happen. So, risks borne in the past continue to be relevant, also if now counterfactual. This approach is sometimes called resolute choice. It is neither naïve nor sophisticated (in the usual interpretation). It is a bit like precommitment also if there is no precommitment device. The parental example should justify this approach.

Mother can tell Benjamin that there is no unfairness because in the past there has been a chance that Benjamin would win, even if now we know that that just did not happen.

dynamic choice; see Alias-literature;

**Dutch book; dynamic consistency;**

(consequentialism/pragmatism). in mom-example argument that incorporating all relevant aspects in consequences is intractable. This argument is discussed extensively and in detail in §6.6. P. 1662 writes, for instance, that EU and its separability may be rational if we can observe consequences in sufficient detail:

“For my part, I will grant that separability may well be rational provided the descriptions of the consequences are sufficiently deep to incorporate any relevant emotional states, such as disappointment (e.g., at having won $0 when you might have won $5 million), regret (at having forgone a sure chance of $1 million and then landing a 1 percent chance of $0), jealousy (over your favorite movie star), feelings of unfairness (that Benjamin won the treat in an unfair flip), and so on.”
Mark cites related views by Samuelson.

The paper clarifies many issues in this domain and introduces the current terminology for dynamic decisions in decision under risk, although it did not define it explicitly and the readers have to infer it from the context. In other fields in economics, the term dynamic consistency is often used in a weaker sense, and in philosophy the term consequentialism is used in vaguer/broader ways. What Mark calls dynamic consistency is what in intertemporal choice, after Halevy (2015), is called time consistency.

P. 1624 middle of right column writes that expected utility automatically has consequentialism satisfied. Strictly speaking, EU is a static theory, and it is open what dynamic principles it satisfies. But it is very natural to implement it dynamically while satisfying the natural conditions, so much that this is often considered part of EU theory,

On p. 1624, 2nd column, l. 13, Mark discusses the, sometimes hidden, assumption of consequentialism (= what I like to call forgone-branch independence). This assumption is discussed on p. 173, as part of the “first objection” in §4 of Wakker (1988) “Nonexpected Utility as Aversion of Information,” JBDM 1 (e.g. through the requirement that information should be free of charge).

Points 2 & 3 on pp. 1662-1663: That EU can be satisfied if consequences are described in any detail, but that economists cannot have such descriptions and, also, that EU then becomes irrefutable. P. 1663: “The above compromise tries simultaneously to acknowledge (a) the normative appeal of separability at some deep enough level of consequence description, (b) normative reasons why preferences might be nonseparable at the level of description typically used by economists”

P. 1663: last sentence argues for nonEU normative: “Along with the critique of Section 4 and the dynamic model of Section 5, it is offered as a contribution to what I have termed the “normative goal” in the campaign for the general acceptance and use of non-expected utility models.”

Some criticisms:

- Pp. 1623-624: his argument against intransitivity: If it existed, we should constantly see people get money pumped. Since we don’t see that, there are no intransitivities in economics. My objection: such money pumping can only happen in free markets where intransitivities are known to others. (There is also
Sugden’s counter that agents seeing the money pump coming will stay out.)
- His discussion of replacement vs. mixture separability does not make clear that replacement separability is a bit weaker, readily implied by mixture separability, but that the other implication needs continuity for its proof (see Fishburn & Wakker 1995).
- The discussion of incoherent probabilities on pp. 1635-1636 suggests that he does not know the Dutch book/nonarbitrage argument.

I once asked Mark about when the risk is not randomness in nature, but epistemic. Say, the risk concerns something about the 101-200th digit of the number pi. Then, if the uncertainty gets resolved, one knows that in a way the risk from the past never existed. Does Mark then still advocate his approach? Mark did not answer in the sense that he said he had to think about it. {


P. 172 ll. 3-4 does not fully write but strongly suggests that Tversky would consider violations of EU to be normative. But this is not so, as Tversky wrote on an occasion or two, and told me in personal comunication.

P. 173 last section of Section IV defends nonEU as rational. {


%s Assumes preference functional V over acts under uncertainty in Savage-model. State space is interval such as s = temperature of Beijing, etc. Assumes that V is differentiable w.r.t. small variations in state. This implies that acts depending only on kth digit of s become like objective probability distributions as k increases. So, we can infer the risk preference functional therefrom. It has often been said, and I agree, that risk (known probabilities) is not different from uncertainty (unknown probabilities), but instead is a limiting case. This paper substantiates this claim, and even proves it in a formal mathematical manner.
Those who say that objective probabilities do not exist and should not be used, and that only a subjective Savage state space should be considered, get objective probabilities delivered in their backyard by this paper.

The two-stage Anscombe-Aumann model with mixing before states is more general than this model as commonly used today, with mixing after the states (the former can allow for correlations, latter can concern only marginals). As a model, Mark’s model comes out equivalent to mixing before, but further preference restrictions follow that in fact make it equivalent to mixing after (p. 16).

As regards dynamic decision principles, the paper seems to assume the RCLA + dynamic consistency of Machina (1989) (§2.2 & p. 15) as if generally accepted. The model of the paper comes out equivalent, not by assumption but by implication (p. 16).

P. 23 middle para expresses source dependence. P. 24 uses the term “source of uncertainty.”

P. 32 points out that monotonicity in Grant (1995) can be generated from set-inclusion. %}


{% The result of over ten years of work, presented already in Cachan 1992 under the title “Robustifying the Classical Model of Risk Preferences and Beliefs” %}


{% https://doi.org/10.1257/aer.99.1.385

The paper provides two examples of plausible preferences that violate RDU (CEU (Choquet expected utility) as Machina call it) for uncertainty. Baillon, L’Haridon, & Placido (2009) later showed that the examples also violate most other nonEU models for uncertainty popular today in the Anscombe-Aumann framework; without that framework, Machina’s counterexamples only concern RDU. In particular, the examples violate the comonotonic sure-thing principle and even tail-independence. I find the second example, the reflection example (pp. 389-390), impressive, nay, brilliant. But other than that I prefer different
interpretations and explanations than the author gives for almost everything. The basic problem is that I think that the cognitive component of ambiguity is decisive in Mark’s examples, as explained well by Baillon, L’Haridon, & Placido (2009), and confirmed empirically by L’Haridon & Placido (2010). But Mark, having worked almost exclusively on risk, is not open to the cognitive side and goes for motivational diminishing marginal effects-type arguments.

The reflection example (with my interpretations): An urn contains 100 balls. 50 balls marked 1 or 2 in unknown proportion, and 50 marked 3 or 4 in unknown proportion. One ball is drawn randomly. Ej: the number drawn is j. Consider (with $1000 as unit) preferences between f5 and f6, and then between f7 and f8:

<table>
<thead>
<tr>
<th>#50</th>
<th>#50</th>
</tr>
</thead>
<tbody>
<tr>
<td>f5 = (E1:4, E2:8, E3:4, E4:0),</td>
<td></td>
</tr>
<tr>
<td>f6 = (E1:4, E2:4, E3:8, E4:0),</td>
<td></td>
</tr>
<tr>
<td>f7 = (E1:0, E2:8, E3:4, E4:4),</td>
<td></td>
</tr>
<tr>
<td>f8 = (E1:0, E2:4, E3:8, E4:4),</td>
<td></td>
</tr>
</tbody>
</table>

Ambiguity averse people will have f6 > f5 because f6 has one outcome, 4, resulting with known probability ½, whereas f5 has all outcomes ambiguous. For exactly the same reason, ambiguity averse people will have f7 > f8. These claims were later confirmed empirically by L’Haridon & Placido (2010).

Btw., because of informational symmetry, f7 is like f6 and f8 is like f5, so that the second preference follows from the first from informational symmetry.

RDU however predicts indifference between the four acts because RDU considers likelihoods of what are known as goodnews events (“decumulative events;” “ranks”). For all four acts, the goodnews event of receiving 8 contains one Ej, the goodnews event of receiving 4 or 8 contains three Ejs, and the goodnews event of receiving 0, 4, or 8 contains all four Ejs. Because of informational symmetry, each goodnews event has the same weight under each act, implying immediately that the four acts are indifferent by RDU, simply having identical Choquet integals. (Btw: Machina uses a different reasoning, being that the comonotonic sure-thing principle, and even tail independence, require that a strict preference between f5 and f6 be the same as between f7 and f8, rather than between f8 and f7 as informational symmetry has it. Because informational symmetry is unquestionable, RDU hence cannot have strict preferences and must have indifferences.)
Sarin & Wakker 1992 axiomatized RDU using an axiom that acts are equivalent whenever all goodnews events have the same likelihood, in an axiom called cumulative dominance.)

I like Machina’s reflection example much because it addresses a fundamental issue of RDU, being that RDU focuses on likelihoods of goodnews events, but Machina’s example shows that subjects are also partially driven by likelihoods of separate-outcome events, as considered in old pre-rank-dependent nonadditive probability models such as separable prospect theory. (PT falsified)

I regret that Machina does not refer to the role of separate-outcome events and the unambiguity of one outcome in his reasoning against indifference. He instead uses a complex riding-on reasoning (f5 has two small ambiguities and f6 one big; if one had something like aversion to mean-preserving spreads one would prefer f5. As Baillon, l’Haridon, & Placido rightfully point out, ambiguity is more cognitive than motivational, is more subject to diminishing sensitivity, and it is more categorical ambiguous versus unambiguous than more versus less. Hence, Machina’s reasoning that the two ambiguities of f5 will count more negatively than the one ambiguity of f6 can only be understood by specialists, and then after some effort. It will not enter the mind of any natural subject. Mark thus does not choose side for one strict preference or the other even though it is clear enough I think, and he further refers to an unclear tradeoff between objective and subjective uncertainty.

Machina’s 50-51 example, while equally valid as the reflection example, is less clear. Now unambiguity must be traded against an objective-likelihood argument in a first choice problem (between f1 and f2) and also in a second choice problem (between f3 and f4). In the second choice problem the ambiguity degree of all goodnews events is the same as in the first and it can be proved under RDU that the preference in the second choice problem should be the same as in the first. In the second choice problem the ambiguity degree of all separate-outcome events is not the same as in the first, and therefore choices can be different. Because of the tradeoff with objective probability this example is less clear, and will work less well empirically than the reflection example. Machina’s explanation on pp. 388-389 again (as in the reflection example) does not raise the argument of a separate-outcome event, unfortunately. Instead if raises an unclear
correlation argument. One problem is that correlation is not defined as he discusses it. You need numbers to correlate, so, how should this be with events? Indicator functions will not help. He could formalize the first point in terms of stochastic-like or sigma-algebra-like independence. (Btw., p. 388 last line “corrected” should be “correlated” and this is a typo.) Mark proceeds with claiming that in the second choice problem some correlations are lower, and this is not clear either.

Mark also overstates implications. P. 389 4th para suggests that models like RDU, which maintain comonotonic separability, keep the Ellsberg problem. He tries to suggest there that his example is as strong and fundamental as Ellsberg’s. This is not so; it is different, and less strong, albeit surely interesting.

P. 390 writes: “If there is a general lesson to be learned from Ellsberg’s examples and the examples here, it is that the phenomenon of ambiguity aversion is intrinsically one of nonseparable preferences across mutually exclusive events, and that models that exhibit full—or even partial—event-separability cannot capture all aspects of this phenomenon.”

This text suggests that all models of nonEU for ambiguity should consider interactions and violations of separability of events. I in fact agree with this general point but I disagree that Machina’s examples, which are only two examples, (nor the Ellsberg examples which Machina puts on the same footing there), could prove this in general, as Machina is suggesting. Even worse, Machina claims that every partial form of event-separability will fail. This claim is completely unfounded. Machina has done no more than show a problem for comonotonic separability (sure-thing principle) and even for tail-separability (independence). Theories that completely give up any event-separability may be very general and, thus, intractable. For the same reason, the general Machina (1982) nonexpected utility, while useful to bring some theoretical points, is too general for most purposes.

Something else I found amazing is that on several occasions (p. 390 2nd para “the issue is not how individuals ought to choose …” and the closing sentence on p. 391) Machina treats ambiguity purely descriptively, and nothing normatively. I as Bayesian like to have ambiguity only descriptively, but still would not explicitly exclude any normatively-based discussion of it. %}

Machina, Mark J. (2010), lecture

- "Science is the process of distributing zeros throughout the determinant matrix"
  citation of which Mark did not remember what the source was. Maybe Samuelson? %}

Consider the Ellsberg 3-color paradox. The two commonly assumed strict preferences violate the sure-thing principle, as is well known. This paper shows, nicely, that one of the two strict preferences implies the other by the sure-thing principle (+ some natural symmetry assumptions), so that one strict preference already gives a violation of the sure-thing principle. Moreover, in the derivation of the one strict preference from the other one only needs the restriction of the sure-thing principle to events with known probabilities, where the sure-thing principle is less controversial. (Jaffray always pleaded for the latter condition.)

Thus one of the two strict preferences, together with the symmetry conditions, already implies a violation of the sure-thing principle.

As for source method: Another thing I like is that the paper shows that the Ellsberg 3-color urn is best taken as a mix of two sources of uncertainty (what Mark calls pure objectivity and pure subjectivity). This point had been alluded to before by Ergin & Gul (2009) and Abdellaoui et al. (2011 American Economic Review p. 718), but Machina makes it more clear than anyone else did. Unfortunately, he does not explicitly connect to the idea of sources.

There are interpretations in the paper that I find unfortunate. The sure-thing principle for events with known probabilities is best taken as a special case of the general sure-thing principle, and not as a different condition. This paper tries to suggest that the conditions for purely objective and “purely subjective” (a term of this paper that I do not find very useful) are two different animals. What could prove the paper’s claim better than the (erroneous) claim that, whereas the general sure-thing principle is violated by the two strict preferences of Ellsberg, the sure-thing principle for known probabilities would even imply those preferences, rather than be violated by them? So, the paper makes this, incorrect, claim (end of abstract: “the standard Ellsberg-type preference reversal is actually implied by the Independence Axiom over its purely objective uncertainty;” there are similar claims on p. 433 1st para & end of p. 435). This is not so. Only that condition
Claims of compatibility with the sure-thing principle over purely subjective uncertainty (p. 433 top) are also misleading, because it is only compatible in the sense of not directly violating a very particular version of the condition restricted to very particular events chosen by Mark.

The demonstration that one strict preference in the 3-color Ellsberg paradox, together with the usual informational symmetries, and the sure-thing principle for events with known probabilities implies the other strict preference, is as follows. Assume 1 R(ed) ball and 2 B(lack) and Y(ellow) balls in unknown proportion, the usual informational symmetries, the sure-thing principle, and $100_B0 > 100_R0$.

Number the three balls, with ball R no. 1. Denote by BY (ball 2 is B and ball 3 is Y), YB, BB, and YY the four possible compositions of the urn, where the one R ball is suppressed. Now, subtly, as in Table 4 (p. 432), interpret $100_B0$ as $(1/3:0, 1/3:(100_{BB,BY}0, 1/3:100_{BB,YB}0))$, where the first probability 1/3 describes what happens under ball 1 (a payment contingent on the composition of the urn, yielding 100 if BB or BY and 0 otherwise), the second what happens under ball 2, and the third what happens under ball 3. Interpret $100_R0$ as $(1/3:100, 1/3:0, 1/3:0)$. So, we rewrite the assumed preference (reordering outcomes for the unambiguous prospect) as

$$(1/3:0, 1/3:0, 1/3:100) \succ (1/3:0, 1/3:(100_{BB,BY}0, 1/3:100_{BB,YB}0)).$$

By the s.th.pr. we get, replacing the bold common outcome,

$$(1/3:100, 1/3:0, 1/3:100) \succ (1/3:100, 1/3:(100_{BB,BY}0, 1/3:100_{BB,YB}0),$$

rewritten as

$$(1/3:0, 1/3:100, 1/3:100) \succ (1/3:100, 1/3:(100_{BB,BY}0, 1/3:100_{BB,YB}0).$$

The latter says: $100_{B,Y}0 > 100_{B,R}0$. This is the second strict preference that is traditionally taken as second assumption. QED.\%}


\% This paper presents some examples on choice under ambiguity that trigger new thoughts and insights. It discusses implications for some theories. I have different opinions about interpretations of RDU (I prefer this term to CEU (Choquet
expected utility)) and about Anscombe-Aumann, and also about the Allais paradox, explained below.

The paper is entirely focused on the Anscombe-Aumann framework, as if the only way to go as soon as a model has both risk and ambiguity, which is the common thinking in the field today (2015), but that I disagree with. A first stage has ambiguous (horse) events, a second stage has risk (roulette) events, and backward induction is used where first the second-stage lotteries are replaced by their certainty equivalents according to EU, then processed according to an ambiguity theory handling the uncertainty about the horses. Not only the EU assumption is empirically questionable here, but also the backward induction assumption is. It entails conditioning on each individual ambiguous event, that is, treating each such event as separable. While still questionable, it is relatively least questionable if the resolution of risk comes in a stage after the resolution of ambiguity, so, if it is two-stage as usually assumed in Anscombe-Aumann and as also assumed above. A typical case is where the second-stage risk is conditional on the first-stage resolution; i.e., the roulette lottery \( l \) will only be carried out if horse \( h \) wins the race. This is the case of pp. 3821-3822 where first the composition of the Ellsberg urn (the horse) is determined and the corresponding objective risk (roulette lottery) is only carried out if the corresponding composition of the urn obtains. However, this paper assumes all resolutions of uncertainty simultaneously (p. 3818 footnote 11), making it yet more questionable. For instance, Eq. 6 on p. 3819 is without further ado or justification taking the order of integration as in AA, taking each event \( E_i \) as separable. 2021: I think that Machina was well aware of all this but was very political and did it so as to fit with the fashion in the field, which I regret.

Several authors argued that the two-stage setup of Anscombe-Aumann with the risky events second and then backward induction is unfortunate. Conditioning and separability are, under the assumption of EU for risk, more plausible for roulette events and, hence, it would work better to put the horse race first. Wakker (2011 Theory and Decision, p. 19 top and p.19 penultimate para) cites Jaffray (personal communication) for this viewpoint. Further arguments are in Wakker (2010 §10.7), Baillon, Chen, & Halevy (2015), and Bommier (2017).

For the above reason, footnote 11 on p. 3818, claiming simultaneous
resolution of all uncertainties in this paper, is misleading. It makes the backward induction assumed throughout the paper less convincing. As I wrote above, pp. 3821-3822, describing Ellsberg’s urn as two-stage, is for instance very very hard to reconcile with the simultaneity claim of footnote 11.

P. 3815: The slightly bent coin example is a small variation of Machina’s (2009) reflection example. The risk in the 2009 example need not be perfect risk, but can be a little ambiguity, close to risk, maintaining the paradox. This is what the bent coin example illustrates. These two examples are genuine counterexamples to RDU. RDU assumes that people go entirely by cumulative events, but in reality people are still guided a bit also by single-outcome events, and these examples beautifully show it.

P. 3815 thermometer example uses the basic idea of Machina (2004 ET). If the DM is subject to the Allais paradox for risk, then in a continuum state space with enough differentiability it will show up. For instance, if we measure temperature, we can gamble on the 5th & 6th digits and these are by all means subject to objective probabilities (my country-man the philosophical mathematician L.E.J. Brouwer would say that it is undetermined), and can be used to bring up the Allais paradox with risk. This point can be understood without reading the mathematical proofs that Machina provides for completeness.

P. 3815, the third example on ambiguity at high versus low outcomes, considers Ellsberg’s 3-color paradox, with outcomes 100, c, and 0, where c is the CE (certainty equivalent) of 1000, assuming EU for risk. In urn 1 we have the highest outcome 100 at the unambiguous color red, and the other outcomes at the other colors (0 for black and c for white). In urn 2 we have the lowest outcome 0 at the unambiguous color red, and the other outcomes at the other colors (c for black and 100 for white). In the former case, ambiguity is at the lower outcomes, and in the latter it is at the higher outcomes. DMs may well strictly prefer one urn to the other and not be indifferent. If we, however, use an Anscombe-Aumann framework conditioning on the true composition of the urn, then, as shown in the table on p. 3831, conditional on each composition of the urn, the two urns assign the same EU to each composition. Hence all Anscombe-Aumann based models require indifference. The example, if not giving indifference, falsifies the Anscombe-Aumann approach.

DETOUR [Wakker (2010 Figure 10.7.1] I hope that the readers can now bear
a self-reference. Wakker (2010 Figure 10.7.1) illustrates the same kind of failure of Anscombe-Aumann but I think more clearly. It assumes two horses \( s_1 \) and \( s_2 \). In the first choice situation in the left figure the choice is between \((s_1: 1000.50, s_2: 1000.50)\) and \((s_1: c, s_2: 1000.50)\). It assumes \( c \) such that we have indifference, and assumes \( c = 40 \), but I will maintain Machina’s notation \( c \) here. Under Anscombe-Aumann, \( c \) must then be the CE of 1000.50. The second choice situation in the right figure has a choice between \((s_1: 1000.50, s_2: c)\) and \((s_1: c, s_2: c)\). So, the common outcome under \( s_2 \), 1000.50, has been replaced by another, under Anscombe-Aumann equivalent, common outcome \( c \). It is plausible that ambiguity aversion gives a strict preference for the sure \( c \) in the second situation, but Anscombe-Aumann requires indifference. This example considers two choices as does Machina’s (\( c \) is derived from an indifference there too), but has simpler stimuli and the violation of indifference is more plausible, with a clear direction predicted. Note that under Anscombe-Aumann all four prospects considered in my example assign the same EU to \( s_1 \) and \( s_2 \), and should all four be indifferent. A difference with Machina’s example is that my example does not appeal to whether ambiguity aversion is increasing or decreasing in outcomes, but to ambiguity aversion per se.

[END OF DETOUR]

P. 3815: “objective uncertainty … specification of subjective uncertainty as a distinct concept” [italics added]

P. 3818: If we face the simultaneous uncertainty of an ambiguous horse race and a risky lottery, then in general under nonEU correlations between conditional lotteries may be relevant. If lottery 1 gives a high outcome conditional on \( s_1 \), then does lottery 2 give a high outcome under \( s_2 \)? Outside the separability of EU this can be relevant. However, by the very notation on p. 3818, by describing only the roulette lotteries conditional on the horses (explicitly called conditional on p. 3820 l. 3), Machina already excludes such info, and is already focusing on the Anscombe-Aumann framework with the questionable conditioning-on/separability-of horses. This affects all models considered, in Eqs. 1-6. Whereas smooth preferences, variational preferences, and multiple priors, have only been considered in the Anscombe-Aumann framework, RDU has well been considered outside of it (Gilboa 1987; Wakker 2010), and I regret that Machina
implicitly assumes that it satisfies Anscombe-Aumann. Footnote 34 on p. 3832 states the point, and p. 3835 lines –4/–2 also:

“and hence cannot be strictly ranked by models which evaluate the objective uncertainty in mixed prospects solely through these statewise values.”

P. 3821 l. –3 is misleading in calling the Anscombe-Aumann framework the “appropriate state space” although a linguistic escape route for the author can be that some lines before he has conditioned on the Anscombe-Aumann framework.

P. 3829 l. –3 and elsewhere: I would not take the example as single-source. The 7th decimal generates a different subalgebra than the 1st digit and East-West, and these different subalgebras are better taken as different sources. The whole source method assumes one grand state space, with sources different subalgebras (or more general systems than algebras because intersection-closedness is not a natural requirement here).

Conclusions of the paper such as RDU being violated by examples are often misleading because it is not RDU but it is RDU-joint-with-Anscombe-Aumann. A linguistic escape route for the author can be that on p. 3819 he defines RDU as incorporating Anscombe-Aumann, so, whatever he says about RDU is to be taken that way.

In the ambiguity at low versus high outcomes problem, RDU (without Anscombe-Aumann) can very easily accommodate strict preferences. I write v for weighting function rather than the usual W to avoid confusion with W for white. For empirical plausibility we would need nonEU for risk, but let me stay with the paper and Anscombe-Aumann and have EU for risk. Then we let the decision weight of event R always be 1/3, so v(R ∪ E) − v(E) = 1/3 for each disjoint event E. We set v(R ∪ W) = 0.6 < 2/3 inducing pessimism for the low-ranked events in Urn 1, and v(W) = 0.4 > 1/3 generating optimism for the high-ranked events in Urn 2. A strict preference for urn 2 results. If we want to use a more detailed state space specifying the compositions of the urns, then we take the weighting function v such that the union of all events giving W has v-value 0.4, the union of all events giving R ∪ W has v--value 0.6, and so on. The latter weighting function does NOT have the horse events (composition of urn) separable and, hence, does not fit in the Anscombe-Aumann framework, but this is desirable to avoid the unwarranted separabilities.
P. 3835 end of 1st para, misleadingly, writes: “But for that same reason so would each of the four major models, which suggests that correcting for attitudes toward objective risk, none can depart from SEU in the direction of a Friedman-Savage (1948)-type aversion to ambiguity in low-likelihood disasters coupled with a preference for ambiguity in low-likelihood high-stakes gains.” Not only can RDU without Anscombe-Aumann do this easily, but more than that, what the author describes is the major empirical finding (likelihood insensitivity generated by ambiguity; ambiguity seeking for unlikely). Footnote 42 there nicely points out that the smooth model cannot accommodate the ambiguity seeking for unlikely combined with ambiguity aversion for likely.

**criticism of monotonicity in Anscombe-Aumann (1963) for ambiguity:** p. 3835 3rd bulleted point: One has to read this point three times before one sees that this in fact says that the Anscombe-Aumann model itself is violated here. The Anscombe-Aumann model is described using the complex words “by models which evaluate the objective uncertainty in mixed prospects solely through these statewise values.”

Another disagreement: I think that the Allais paradox, for which common consequence is most important, reveals the certainty effect and violation of the sure-thing principle, and shows violation of expected utility as much for risk as for uncertainty. It shows the violation in an absolute sense, and the Ellsberg paradox shows it in a relative sense. Thus I deviate from people who say “Allais is for risk and Ellsberg is for uncertainty.” This paper is entirely in the latter spirit. See, for instance, §III on p. 3822.


The definitions of mean-preserving spreads were given explicitly by Rothschild & Stiglitz for discrete distributions and density functions. This paper shows that these also hold for general distributions.

This paper characterizes the first part of EU (that uncertainties are expressed in terms of probabilities) without requiring the second part (that probability-weighted average utility is used as evaluation), calling the first part probabilistic sophistication. This separation into two steps had often been described before, for instance in Cohen, Jaffray, & Said (1987), but also in decision-analysis works of the 1960s. The present paper is the first to give a decision foundation to it.

**restrictiveness of monotonicity/weak separability**: p. 754: stochastic dominance is defined for general outcomes, using the subjective preference relation over outcomes, as in Fishburn & Vickson (1978, §2.21).


**dynamic consistency**: the paper takes no stance on which to abandon.

P. 118: Beliefs are derived from bets. In several places the authors write that probabilistic sophistication is normative (last sentence of abstract, “correct,” “proper,” last sentence of §1 (“rational formulation”), p. 121 next to last sentence (“proper normative term”). P. 122, point 2, claims that most people think that violations of expected utility are not mostly due to violations of probabilistic sophistication, but are mostly due to violations of expected utility with probabilities given. Both claims go against Schmeidler (1989). Fortunately, both authors have dissociated themselves from both of these claims on later occasions.


**survey on nonEU**


**questionnaire versus choice utility**: seems to criticize economists who asked business men for their probability judgments.

Rational inattention means one does not have unbounded rationality, but processing information has a cost and, hence, one ignores part (value of information; calculation costs incorporated).


DFE-DFD: in this paper they only use 50-50 prospects, but find risk seeking for gains (risk seeking for symmetric fifty-fifty gambles) and risk aversion for losses.


real incentives/hypothetical choice: for time preferences: They seem to compare real with hypothetical choice. Discount rate 0.053 for hypothetical and 0.037 for real.


Show that complexity negatively affects the value in choices between lotteries over two-period payments. Complexity here is a broad term, capturing for instance whether or not outcomes are equally likely or not, and time also plays a role.

{% Seem to show that default enrolment in pension savings, as in the later paper Thaler & Benartzi (2004), actually reduces total savings because people who by themselves would have saved more now save only the default. %}


{% Seems to use a dynamic ambiguity model (model misspecification) to explain the equity premium puzzle. %}


{% In agreement with the finding of Tversky & Fox (1995, QJE), they find that WTP and WTA give less ambiguity aversion than pairwise choice. They show how this phenomenon will generate preference reversals. %}


{% %}


{% %}


{% natural sources of ambiguity

Throughout, measure everything by asking for minimal selling prices and taking those as certainty equivalents. This can be expected to have generated a general overestimation of the certainty equivalents and, thus, to a general underestimation
of risk aversion, which is indeed found.

EXPERIMENT 1 (N = 25): Do usual Ellsberg urn. In addition, fictitious elections where highly reputable opinion polls agency says the probability of some party winning is from [0.4,0.6], [0.3,0.7], [0.2,0.8], [0.1,0.9], or [0.0, 1.0], respectively. So, it is always for probability 05 plus ambiguity. They find risk neutrality and ambiguity aversion. The latter increases as the ambiguity (the interval around 0.5) gets larger.

ambiguity seeking for unlikely: they report this on p. 222.

EXPERIMENT 2 (N = 34): They used the random incentive system with random prize system (Becker DeGroot Marschak; BDM). Now it referred to some real elections in Italy and the UK, taking place some days after the election (natural sources of ambiguity). First minimal selling task for known probabilities 0.1, 0.2, …, 0.9, where they find risk neutrality. Then subjects had to give minimal selling prices for a number of disjoint events related to the elections. The authors assumed linear utility, and thus derived decision weights. The decision weights turn out to add to considerably more than 1 in total. Together with the risk neutrality found for given probability, it suggests massive ambiguity seeking (comparing with risk neutrality for given probabilities makes it interpersonal comparison, which as such is not affected by the underestimations of risk aversion generated by asking for minimal selling prices). Strange and interesting.

correlation risk & ambiguity attitude: although they have the data, they do not report this. %}


{% The author assumes prospect theory (new ’92 version). He lets \( \pi \)-expectation denote the PT value if utility were linear and there were no loss aversion; i.e., of decision weights were probabilities. In terms of these, gives results on risk aversion. In particular he shows that if utility functions for gains and for losses are both power functions, with powers between 0 and 1 and loss-power closer to 1 (closer to linear), then weak risk aversion in sense of \( \pi \)-expectation must be
violated. Note that the preference conditions use probability weighting as input, and are directly observable to the extent that probability weighting is. This paper further demonstrates that power-utility is questionable near 0. In 2022 I added here that this is related to Wakker (2008, Health Economics). 


{\% Kirsten&I: results like: Jf space of programs is compact, locally convex, etc., and functional is upper continuous, etc., then optimum exists. \%


{\% Final sentence (translated from Dutch to English): “So even if you were not permitted to add up apples and oranges, it is best to still do it, at least if you’re an economist.” \%


{\% Shows terminology for doing additive representation theory for economists: technology, input, and the like. \%


{\% Reply by Eels (1987); also concerns R.C. Jeffrey model \%


{\% Popper, Kuhn, Bayesians \%


{\% dynamic consistency: The authors use the term preference reversal differently than the experimental decision literature does. They test dynamic and sequential reformulations of the 3-color Ellsberg paradox and find that these reformulations matter. That is, they find some dynamic decision principles violated. Seems that they find dynamic consistency violated. \%}

{\% Dutch book: The author proposes an interpretation of Dutch books that implies the laws of probability without implying perfect knowledge about oneself. The reasonings involve bets on one's own probability judgments. \%


{\% normal/extensive form \%


{\%


{\%


{\%


{\%


This paper considers the generalized bisymmetry functional equation

\[ G(F_1(x_{11}, \ldots, x_{1m}), \ldots, F_n(x_{1n}, \ldots, x_{mn})) = F(G_1(x_{11}, \ldots, x_{n1}), \ldots, G_m(x_{m1}, \ldots, x_{mn})) \]

and shows that it holds if and only if the overall function is a continuous strictly increasing transformation of an additively decomposable function, i.e., of a sum of \( m \times n \) functions \( H_{ij}(x_{ij}) \). This under usual assumptions of monotonicity, continuity, and domain. The “subfunctions” \( G, F, G_1, \ldots, G_m, F_1, \ldots, F_n \) are similarly strictly increasing continuous transformations of additively decomposable functions. The author points out that this result is essentially equivalent to the economic problem of consistent aggregation, by Nataf (1948) and others.


Considers decision under risk. Start from a risk averse expected utility (EU) model, say with logarithmic utility (this is what the author does, writing it a bit differently). This model will not be used subjectively, but objectively, as an
objective risk measure serving as objective input for determining subjective preferences. Under this model, for any lottery we can calculate: (1) expected value (EV); (2) certainty equivalent (CE) (3) risk premium (RP), being EV – CE. The RP is an index of risk aversion. Under this EU model, one evaluates every lottery by its CE, i.e.:

(1) EV – RP

The novelty of the paper is to instead use an evaluation

(2) EV - rRP

for some $0 \leq r < 1$. Thus, one can choose all kinds of reduced risk aversion. For instance, one can let the starting EU model be the most risk averse model that is conceivable. Then all intermediate levels of risk aversion can be obtained by choosing $z$.

The model can be rewritten as

(4) $(1-r)EV + rCE$.

So, it is not a convex combination of functionals, but of their CEs.


https://doi.org/10.1287/deca.2019.0404

Uses Malakooti’s geometric dispersion theory; see my annotations at his paper.


He pointed out (also in 1950 in first drafts) that vNM got independence implicitly in by transferring probability mixing from lotteries to equivalence classes of lotteries.


loss aversion: erroneously thinking it is reflection: In several places, for instance in the title, the authors suggest that they investigate loss aversion. In reality they only investigate reflection, i.e., risk aversion for gains versus risk seeking for losses. Although they are in the context of prospect theory, they unfortunately equate risk aversion with concave utility and risk seeking with convex utility (equate risk aversion with concave utility under nonEU). This is only correct if we assume no probability weighting (an assumption common in finance) and nonmixed prospects. The latter the authors seem to assume
throughout although it is not clear (see below).

The authors consider WTP-WTA for gain or loss lotteries, which they designate as gain- or loss domain. My concern here is that if one pays for a gain prospect in WTP, then due to the payment one may still lose. Hence one in reality then deals with mixed prospects, and not with gain prospects as the authors assume. The authors, however, throughout assume to be either in a gain-domain where there are only gains, or in a loss domain where there are only losses. Then loss aversion never plays a role. All their speculations, indeed, only concern reflection and not loss aversion, although they suggest otherwise.

P. 104 bottom affirmatively cites a strange claim from another paper that subjects with an unbounded utility function for gains and a bounded utility function for losses are risk seeking, with some other similar claims. Probably this claim was only made for a particular utility family used, probably CARA (linear-exponential) and then in EU I guess.

The first two experiments do WTP-WTA with 2nd price sealed bid auction, and the third does money allocation. The authors investigate patterns of risk attitude such as the fourfold pattern, but find all kinds of patterns (reflection at individual level for risk). Due to my confusion about whether the authors deal with mixed prospects or not, I do not know how to interpret their results.


The authors explain that BDM measurements can be distorted by context dependence, where they take context dependence in a general sense. The authors then propose a somewhat complex learning theory to analyze BDM. They derive some QUALITATIVE predictions, and test those.

Johnson et al. (2021) explained the malfunctioning of BDM because researchers randomize the prize to be won, whereas they should randomize the choice situation.

intuitive versus analytical decisions; Compare result of decision analysis to directly expressed intuitive preference (which probability at … would make these two treatments indifferent?, etc.)

Their text suggests they take direct intuitive judgment as gold standard and think that decision analysis should merely agree with direct intuition, in deviation from Raiffa’s (1961) citation on decision analysis “We do not have to teach people what comes naturally.” Compare Kimbrough & Weber (1994) who also confront decision analysis results with direct intuitive choices. %}


Introduces fractals (although he does not use that term yet) to suggest that the length of the English coast is infinite. %


P. 254 cites a letter by Goethe (January 16, 1797), writing: “I am inclined to offer Mr. Vieweg from Berlin an epic poem, Hermann and Dorothea … Concerning the royalty we will proceed as follows: I will hand over to Mr. Counsel Böttiger a sealed note which contains my demand, and I wait for what Mr. Vieweg will suggest to offer for my work. If his offer is lower than my demand, then I take my note back, unopened, and the negotiation is broken. If, however, his offer is higher, then I will not ask for more than what is written in the note to be opened by Mr. Böttiger.” %


Seems to have written that private vices lead to public benefits, meaning that if all individuals pursue their self-interest then this will give good results for society. It is, I think, a poem with comments added later. %

Mandeville, Bernard (1714) “The Fable of the Bees, or Private Vices, Public Benefits.”

{ A discussion piece arguing for incomplete preference %}  

{ A discussion piece arguing for incomplete preference. Distinguishes between actively chosen bundles and passively retained bundles. %}  

{ Argues for non-revealed-preference inputs, such as neuroeconomic measurements of utility.  
Cardinality and ordinality are meta-properties in the sense that they relate to properties of, say, utility functions. Consider the property of being vNM utility in the sense that probability-weighted average represents choices over prospects (EU). For each preference relation, the set of vNM functions consists of one such function together with all of its strictly increasing affine transforms. The general concept of vNM utility can be called cardinal. Also each single vNM utility $u$ can be called cardinal. One can look at the set of all strictly increasing affine transforms of $u$; i.e., the set of all possible $u$’s to represent the given preference through probability-weighted average. Work by Luce & Narens on n-point uniqueness and m-point homogeneity, and other works by Eichhorn if I remember right and in Foundations of Measurement Vol. II if I remember right, give reasons why ordinal and cardinal scales naturally arise, as do nominal scales, ratio scales, absolute scales, and possibly metric scales (preserving orderings of differences that need not be cardinal if the range is coarser than a continuum) and why other kinds of scales are not natural to arise. One thing is that sets of admissible transformations have nice group structures.

This paper looks only at the latter thing, taking sets of functions. It designates such sets with the broad term psychology. It considers, for instance, the set of all concave functions, or the set of all continuous functions, without yet relating it to defining properties. A nice illustration is from work on stochastic dominance and...
incomplete preferences: If we only know that utility is concave, we can already conclude that a prospect is more preferred than a mean-preserving spread.

The paper organizes concepts such as one “psychology” being weaker than another if being a superset; etc. Then the set of all concave utility functions is intermediate between an ordinal and cardinal class.

A nice example of a singleton psychology is in health, where cardinal utility is further pinned down by setting $U = 0$ at death and $U = 1$ for perfect health, so that utility is uniquely determined and so that all utility results from all different studies can immediately be compared.

The paper points out that properties such as continuity of utility can now be given a background justification, being of a continuous psychology (p. 1131).


On revealed preference with choice functions and incompleteness.

Considers sequential trades but one-shot consumption at the end of all trades. Thus we can observe several preferences. Distinguishing incompleteness and indifference is not possible in one-shot decisions, but it is in sequential decisions. Real indifference is preference substitutability. Incompleteness must be involved if a sequence of nonpreferences, if taken as indifference, would lead to the choice of a dominated option.


One-dimensional utility: A preference relation can be rewritten as a lexicographic combination of binary criteria. The length can be taken as an index of complexity, i.e., of the number of free parameters, important in parsimony-fit discussions. However, the results of this paper concern one-dimensional utility and cardinalities, whence they are not directly useful for empirical purposes.
I sometimes disagree with interpretations. Thus, §4, p. 565, claims that psychologists object to utility theory because they doubt the concept of indifference, but I think that there do not exist such general conceptions. And pp. 567-568, §5, write that the most important result in utility theory is the equivalence, for weak orders, of a countable order-dense subset and the existence of quantitative utility, but I think that this result is not particularly useful. 


{% Imagine maximization of a preference relation with $2^n$ indifference classes. We can do this maximization by asking $n$ yes-or-no questions, each time dropping the alternatives with the “no” answer: First question separates upper and lower half, 2nd separates upper half of upper half and upper half of lower half from lower half of upper half and lower half of lower half, and so on. So, this is an efficient procedure-like way to maximize utility. Nice! %}


{% N = 74. Hypothetical (footnote 11, p. 447: Because BDM (Becker-DeGroot-Marschak) needs (according to the authors) EU. Btw, although EU, implemented the natural way in dynamic choice, is sufficient for BDM, it is not necessary! A common confusion.

PT falsified: when they tried to refine EU by CEU (Choquet expected utility), they actually got worse results. So, CEU picks up more noise than essential things (overfitting). To elicit CEU, they first assume EU for given probabilities so as to get utility and then elicit capacities from that. Or they equate the capacity of an event with the probability of a matched known-probability event, which also requires EU for risk. Martin Weber (personal communication) conjectured that the poor performance of CEU may be due to participants first getting many known-probability questions preceding the ambiguity questions which may have distorted their ambiguity perception.

ambiguity seeking for losses: They find ambiguity aversion for gains but, on average, ambiguity neutrality for losses. P. 448 2nd para: significant difference
between gains and losses. Capacities for losses are significantly different than for gains.

**reflection at individual level for ambiguity:** although they have the data, within-subject, they do not report it.

P. 442 ll. 4-5: they apparently assume EU for risk. %}


{% They give subjects hypothetical info, such as imagining $1500 damage to their car and what would they do, and then after do simple cognitive task. Poor people do worse on the cognitive task than rich people. In a control treatment poor behave as well as rich, so, it is the info that does it. In a 2nd treatment, they ask farmers in India to do the cognitive task shortly before their harvest (then pressure and uncertainty) and after. Again, before the farmers do worse than after. The authors interpret their findings as meaning that financial uncertainty makes poor cognitively worse and, hence, makes them take worse decisions (poverty trap). Problem is that there are too many confounds. It may just be that the hypothetical info in the first treatment just at that moment annoys poor people more than rich and nothing more than that causes the difference. The authors try to control for some things such as physical measurements of stress (decision under stress), but there remain too many emotions uncontrolled to come to their interpretations. Psychologists, when studying such vaguely defined concepts, will use 15 rather than 2 experiments, each individually questionable but together making the story plausible. There are many studies into priming effects, where small ad hoc details rather than something as far reaching as cognitive ability impacts choices.

When the authors write, top middle column first page:

“This suggests a causal, not merely correlational, relationship between poverty and mental function. We tested this using two” they are overly optimistic about the possible correlations found and even more about that being causal. %}


{% Try to replicate findings by Ariely, Loewenstein & Prelec (2003) with N=116 subjects on anchoring. They find the same effects, but considerably weaker. They
argue that fundamentals in economics may be less in danger than often thought and suggested by Ariely et al.

Simonsohn, Simmons, & Nelson (2014) criticized this study, arguing that it has the same effect size as Ariely et al, but has too much noise to draw any conclusion, so that it does not disprove the findings of Ariely et al., and does not provide the new evidence claimed in the title.

This paper next presents a theoretical model, with researcher competence as a parameter, to analyze how big the chance at false positives is. Has to do with the publication bias.

Findings similar to this paper are in Ioannidis (2005 *PLoS Medicine*).

It is not very surprising that findings of great irrationality are volatile and can much depend on very small details, in the same way as loss aversion is very volatile. Yet such irrationalities, such as loss aversion, are often so strong that we should reckon with them.


The RAND Health Insurance Experiment, seems to have shown that under free health care the consumers spend 46% more than in a plan with 95% coinsurance.


P. 416 defines uncertainty as decisions with known probabilities; i.e., what is more commonly called risk. P. 416: “For whatever reason, the study of decisions under ambiguity has remained a peripheral concern of the profession.” Ambiguity is handled through statistical identification techniques. Seems to allow for incomplete preferences under ambiguity, and writes on p. 418 and elsewhere as if a general fact that addition of new choice alternatives may lead to inferior action under ambiguity, something that in fact only follows in the very particular model that the author will consider later.


Based on lecture and, hence, not judged by the usual criteria of rigor, conciseness, innovativeness, and completeness of references.

probability elicitation;

questionnaire versus choice utility: pleas for incorporating also choiceless data. Reports some studies by himself such as telephonic interviews asking people for direct probability judgments.

He takes “rational expectations” to mean that consumers know true probabilities. His “solution” to the problem of ambiguity is that subjects be allowed to express intervals of probability.

P. 1337, for economists’ reasons to exclude choiceless data: “I sought to determine the scientific basis underlying economists’ hostility to measurement of expectations
[direct judgments of subjective probabilities], but found it to be meager.” He then, however, does not connect with the broader issue of the ordinal revolution, but considers only discussions of probability judgment.

P. 1343, on problem whether direct judgments of probability (expectations) are valid, mentions that they have “face validity,” and then continues: “Having demonstrated that probabilistic questioning does “work” … “

§§5 ff. become more informal.
§7 refers to studies where probability judgments were used to predict economic actions. %}


{\% Derives equilibrium result that price reflects a particular quantile of the beliefs of the agents. %}


{\% A follow-up paper on his minimax-type ambiguity decision model, without references to the decision-theory literature such as Gilboa & Schmeidler. Seems to recommend diversified treatment of identical persons (…) so as to turn unknown ambiguous probabilities into known probabilities, reminiscent of Raiffa (1961; not cited). %}


{\% Argues, right so, that in prescriptive decision analysis only one choice situation is for real, and the rest is hypothetical to improve the real decision. If choice axioms are imposed only on the real situation then not much more than dominance can be thought of. %}


{\% http://dx.doi.org/10.1146/annurev-economics-061109-080359
The abstract writes that the paper reviews recent work on ambiguity, but the intro adds that it is recent work only by the author himself. %}

{% probability communication: argues that probability estimates should also report error. %}


{% https://doi.org/10.1080/00031305.2018.1513377 foundations of statistics: argues against hypothesis testing, favoring his version of Wald’s regret decision theory. %}


{% foundations of statistics: Paper does what title says, with also remarks on foundations of statistics such as hypothesis testing. The author for instance points out that NP hypothesis testing is different than maximizing expected gain/loss. But he does not go into deeper reasons why/how, staying at the level of proposing models. %}


{% A single-valued choice function is derived from two binary relations, where maximization is lexicographically. If the first relation is incomplete then new things can occur. They relate it to Tversky’s elimination by aspects and characterize it. %}


On advantage of representative agent for decision models:

P. 588: “So long as we use individual choice models to predict the behavior of relatively large numbers of individuals or organizations, some potential problems are avoided by the familiar advantages of aggregation.”

This paper uses term ambiguity in sense of uncertainty/variability of consumer’s preference relation. Pp. 591-592 discuss aspiration levels and step-function-tastes.

{% Consider revealed preference, but choices can depend on the psychological state of mind of the agent. %}

{% real incentives/hypothetical choice: for time preferences: use real incentives, students themselves have to pick up money; longest period is 9 months. %}

{% Give many arguments for why inconsistency of preference may be rational. That it may be rational to maintain ambiguity about “true” preferences. There are many nice sentences.

On advantage of representative agent for decision models:

P. 588: “So long as we use individual choice models to predict the behavior of relatively large numbers of individuals or organizations, some potential problems are avoided by the familiar advantages of aggregation.”

This paper uses term ambiguity in sense of uncertainty/variability of consumer’s preference relation. Pp. 591-592 discuss aspiration levels and step-function-tastes. %}
P. 593: posterior rationality: Intentions discovered as interpretation of action afterwards; evaluation after the fact.

The central focus of the paper is **paternalism/Humean-view-of-preference**: p. 594: Simon showed that actual human choice behavior is more intelligent than it appeared, and that conforming it more to normative theory may be bad. The paper lists many arguments in favor of not-well-specified preferences. I interpret the author’s arguments in favor of ambiguity as criticisms of completeness more than of other consistency conditions. Such as p. 597: to avoid being manipulated by others in game situations (=**suspicion under ambiguity**). And pp. 598-599 that list five reasons. And P. 603:

“And precision in objectives does not allow creative interpretation of what the goal might mean (March, 1978). Thus, the introduction of precision into the evaluation of performance involves a tradeoff between the gains in outcome attributable to closer articulation between action and performance on an index of performance and the losses in outcomes attributable to misrepresentation of goals, reduced motivation to development of goals, and concentration of effort on irrelevant ways of beating the index.” (**completeness-criticisms**)

P. 597: “We do not believe that what we do must necessarily result from a desire to achieve preferred outcomes.”

P. 597 properly criticizes Stigler & Becker (1977):

“to trivialize the issue into a ‘definitional problem.’ By suitably manipulating the concept of tastes, one can save classical theories of choice as ‘explanations’ of behavior in a formal sense, but probably only at the cost of stretching a good idea into a doubtful ideology (Stigler & Becker, 1977).”

The text then immediately continues with a nice statement of the point that a normative theory can be useful only if it sometimes !deviates! from actual behavior, the point also stated nicely by Raiffa (1961):

“More importantly from the present point of view, such a redefinition pays the cost of destroying the practical relevance of normative prescriptions for choice. For prescriptions are useful only if we see a difference between observed procedures and desirable procedures.”

P. 602, on inconsistency: “the other problems probably require a deeper understanding of contradiction as it appears in philosophy and literature” %}


{% %}

{% Criticizes the often-used misleading interpretation of invariance w.r.t. scale as if this concerned only a rescaling of the modeling of outcomes without empirical meaning. %}


{% https://doi.org/10.1007/s00355-019-01177-7 %}

Characterizes utilitarianism where only ordinal individual prefs are given and integrated into social pref, with the domain being set of lotteries over a finite set.


{% Study the Balloon Analogue Risk Task (BART), surveying it, and relating it to sensation seeking and impulsivity for 2120 subjects in a meta-analysis. The authors are throughout very positive on the predictive power of risk-attitude measurements. P. 30: “Borrowing from Appelt et al. (2011), we strongly believe that only measures with a theoretical tie with risky decision making are likely to result in consistent findings both inside and outside the laboratory setting.” P. 27 2nd column: find positive relation between age and risk aversion in age range 11-23 years and no relation with gender (gender differences in risk attitudes). %}


{% Whereas many axiomatizations of generalized means use associativity plus symmetry, this paper shows that the weaker strong decomposability suffices. %}

{% Characterizes the Choquet integral through linear-minimum conditions in terms of the Möbius transform. %}


{% qualitative probability. %}


{%


{% Vitaly (1925), in working with inner and outer measures, already used what can be recognized as the Choquet integral, but only as intermediate tool without interest of its own, and only on $\mathbb{R}$ as domain. %}


{% Characterizes infinite sequences with zero discounting. %}


{%


{%

}}}

{% Assumes $\alpha$-maxmin ($\alpha \times \min + (1-\alpha) \times \max$) for $\alpha \neq 1/2$. An event is defined to be unambiguous if the binary acts w.r.t. the event can be represented by SEU (i.e., all probability measures in the set of priors assign same probability to the event). Note that this definition is not in terms of prefs. Pref. defs can be given by using existing axiomatizations of SEU. Pfanzagl (1959) already axiomatized it. This definition is typical for people interested only in ambiguity aversion/seeking, and ignores insensitivity. (Ambiguity = amb.av = source.pref, ignoring insensitivity)

The paper shows under regularity assumptions that, if $\alpha$-maxmin holds, probabilistic sophistication holds, and there exists one unambiguous event in the above sense, then SEU must hold throughout. It is like a continuous strictly increasing function $w$ from $[0,1]$ to $[0,1]$ with $w(0) = 0$ and $w(1) = 1$, if it is convex and if there is a $p$ with $w(p) + w(1-p) = 1$ (implying that not both $w(p)$ and $w(1-p)$ can be below the diagonal), then $w$ must be linear.

Without the assumption of an unambiguous event the implication need not hold. Any RDU with convex probability weighting is maxmin EU ($\alpha = 1$), not SEU, and there exists no nontrivial unambiguous event (there is such an example at the end of §3). Although this model is maxmin EU in a formal sense, it is not “in spirit.” My interpretation is not so much that we may study ambiguity attitudes in the maxmin EU model while assuming SEU as ambiguity-neutrality benchmark, so, not so much that we may assume probabilistic risk attitude away without loss of generality (see p. 756 3rd para). Instead, my interpretation is that multiple priors (in the classical sense with EU for each probability measure) may only be appropriate if we have extraneous prior reasons to believe that probabilistic risk attitude plays no role; i.e., that people do EU for given probabilities. So, it is not a consequence but a prior requirement. %}


As often done today, a two-stage model is introduced by first specifying a set of possible 1st stage probabilized uncertainties on Savage (outcome-relevant) states, and only then imposing second-order uncertainty over them, thus appealing to the popular concept of sets of priors. The set of possible priors is then the support of the second-order uncertainty (expressed through a probability
measure μ). P. 1024 last line (also p. 1037 2nd para) takes the set of possible probabilities as datum, so, exogenous. I assume that μ is not datum, but subjective.

The author refers here, as in other places (p. 2037 footnote 32), to statistics. Classical statistics has a same informational structure, with probabilities over observations objective, but a second stage (what the true hypothesis/statistical parameter) with the uncertainty unprobabilized. But this is the only analogy there is. There is a big difference with statistics. It is that in statistics the second-stage events are outcome-relevant and the first-stage is only instrumental, whereas in the authors’ model it is the other way around. Next I give a more detailed explanation of this difference:

[DIFFERENCE STATISTICS AND AUTHOR’S MODEL; BEGINNING]
In the author’s model, the 1st stage generative mechanism with objective probabilities (“physical”) is about (Savage) states and they are outcome relevant. The 2nd stage epistemic (“model”) uncertainty is only instrumental, to give info about the 1st stage uncertainty. Once you know which Savage state is true, you know which outcome you get and you don’t care anymore about the 2nd stage epistemic uncertainty. In statistics these things are the other way around. The 1st stage generative mechanism with objective probabilities (“physical”) is about observations of statistics and they are NOT outcome relevant. They are only instrumental to give info about the epistemic 2nd stage uncertainty. The 2nd stage epistemic (“model”) uncertainty is about the statistical hypotheses (using the author’s term; or statistical parameters in estimations) and these are outcome relevant. Once you know which hypothesis is true, you know which outcome you get and you don’t care anymore about the 1st stage objective uncertainty.

[DIFFERENCE STATISTICS AND AUTHOR’S MODEL; END]

P. 1025: “The often-made modeling assumption that a true generative mechanism exists is unverifiable in general and so of a metaphysical nature” P. 1045 bottom repeats this. This interpretation gets closer to the smooth model as I understand it. If no explicit physical mechanism (such as unknown composition of an urn) can be specified that underlies the physical probabilities, then I think that this physical interpretation is not very useful and I would just leave it at subjective (so, epistemic).
P. 1025: In the sentence “In any event, the assumption underlies a fruitful causal approach that facilitates the integration of empirical and theoretical methods—required for a genuine scientific understanding.” The intimidating “required” can only refer to the latter integration and not to the former modeling assumption.

P. 1025: “We assume that the DMs’ ex-ante information also enables them to address model uncertainty through a subjective prior probability over models” restricts the author’s approach to cases where RCLA is abandoned. Although later he will consider alternatives such as alpha maxmin in which no such 2nd order distribution is assumed, as then explained.

P. 1025: “The second layer is ignored by classical statistics.” is negative about approaches that do not assume a 2nd order probability distribution.

P. 1026: ‘The two layers of analysis motivated by such a distinction naturally lead to two-stage decision criteria: actions are first evaluated with respect to each possible probability model, and then such evaluations are combined by means of the prior distribution.” This is in fact assuming backward induction, giving up RCLA, which in nonEU is controversial. Machina (1989) argued against it for decision under risk.

P. 1027 discusses physical probability as propensity, citing Popper. I find Ramsey (1931) the best text on this point.

**criticisms of Savage’s basic framework:** well, a discussion. P. 1029, §2.2, presents the Wald decision framework, with act set A, state space S, and a consequence function $\rho$ mapping each $(a,s)$ to a consequence $c$ from a consequence space C.

P. 1035: The term consequentialism used here is not to be confused with the dynamic decision principle of Machina (1989). P. 1036 then presents Savage’s framework as a special case, suggesting and citing Marschak & Radner’s (1972) arguing that Wald’s framework is more natural. The author supports this view by writing that the Savage construction can give artificial objects. I see things differently. First, all other approaches can equally well give artificial objects. Further, I feel that of acts, states, and consequences, acts are most basic (first thing is that a decision is faced), and states and consequences are next equally (non)basic. But this gives me no preference between the two frameworks. What is best in applications depends on which acts, states, and consequences come naturally, and which additional artificial constructions are then useful. There is no general rule what would always be best. I guess that Savage’s framework is most
natural in most situations. And that it is the one used in more than 95% of the papers in our field, to the extent that many researchers only know it and even are not aware of alternatives sometimes being preferable.

P. 1038 health insurance example, and other examples similarly: If four experts each give one guess of the physical probability measure, then the set of priors is taken as the set of those four. But I think that in such situations many other probabilities are possible too, and it is not the case that one of the four estimates of the experts must be THE exact true physical probability measure. Experts are not generative mechanisms. The author writes in the overview that model misspecification will be ignored, and thus can justify treating expert opinions this way. Probably model misspecification would magnify issues without making them fundamentally different. In personal communication the author told me that this, just taking the probabilities expressed as set of priors, is a pragmatic way of modeling such situations and the set of priors should not be taken too literally as the set containing the true but unknown probability.

P. 1039 footnote 37 cites the evidentialist view of probability, with several references. I know this under the name logical view of probability, with Carnap the main advocate. Carnap is not cited here, but in footnote 14 (p. 1027), and I am not sure if for the author evidentialist and logical view are the same, as they are for me.

P. 1042: crisp acts are not affected by ambiguity.

P. 1045 reiterates that the generative mechanism, taken as physical, may be unobservable and then the second-order probability measure $\mu$ can only be observed from hypothetical betting behavior.

Section 4 is useful in describing the smooth model including the assumptions underlying it.

Footnote 52, p. 1050, cites works related to the smooth model. I would also cite Kahneman & Tversky (1975, p. 30 ff.), who had the smooth model for ambiguity for two outcomes, Dobbs (1991) who had a different but similar model, and recursive EU by Neilson (cited in Footnote 56), and Kreps & Porteus (1978) who used the same functional form.

P. 1051 in §4.1 is especially useful in discussing portability. In the smooth model, $\varphi$, the utility transformer in the second stage, is assumed to depend only
on the subject and to be invariant across different decision situations. So, it is assumed that once $\phi$ has been elicited using, say, Ellsberg urns, then it applies to all situations of uncertainty. This is a strong assumption, giving the richness of uncertain events, but it is then very good in being tractable.

**SEU = risk:** It is discussed on p. 1051 bottom ff. P. 1061 will cite someone arguing that it is not intuitive to treat objective and subjective (in the sense of comprising ambiguity) probabilities the same way.

P. 1052 ff. discusses source dependence, but takes source differently than I do.

P. 1052 2nd para 2nd sentence: “We distinguished two sources of uncertainty, physical and epistemic.” So, this is how the author takes it: one source is the epistemic 2nd stage uncertainty, the attitude to which is captured by the utility-transformer $\phi$. The other source(s) are the generative mechanisms the attitude to which is captured by the risk-attitude function $u$. So, it is categorical and dichotomous, with only two (kinds of) sources, epistemic or physical, and there are two kinds of attitudes, $\phi$ and $u$ respectively. The only thing that can bring changes, and a gradual path from one kind of uncertainty to the other, is the 2nd order distribution $\mu$. My work on the source idea is different. There can be many kinds of sources of uncertainty, inducing many kinds of attitudes with higher and lower degrees of pessimism (and insensitivity). In this respect my use of sources is more general and accordingly less tractable.

P. 1052 2nd para 2nd sentence: The sentence cited above restricts applicability of the smooth model. It must then be possible to interpret the first-order (subjective?) probability distributions on the Savage state space as physical. This is conceivable for the Ellsberg urn, but not for virtually all natural uncertainties. P. 1024 end of 3nd para has stated that this paper assumes that a “true probability” on $S$ exists (but is unknown) but, again, this is restrictive.

P. 1052 penultimate para also writes: “different confidence in such [probability] judgements (whatever feature of a source causes it) translate as different degrees of aversion to uncertainty across sources, and so in different von Neumann-Morgenstern utility functions.” I think that here he is confused. The vNM utility function $u$ reflects only taste and $\phi$ is taken to reflect the ambiguity attitude of the agent which in the author’s interpretation is separate from the state of info, so, the confidence in probability judgments. This was pointed out by Hill (2019 p. x + 25).
P. 1052 footnote 54: Smith (1969) did not have the idea of source. He did discuss the competence effect, one of the several factors that impact ambiguity attitude, several of which were studied by Yates and co-authors in several papers. But mentioning a factor that impacts ambiguity attitude is too far a cry from the source idea, being way more general. Tversky has the priority of the source concept, in Heath & Tversky (1991), mentioning it briefly in Tversky & Kahneman (1992), where I usually take Tversky & Fox (1995) as the main reference for introducing it in a mature form.

P. 1053 2nd para refers to the “negative attitude” of the DM towards ambiguity, focusing on ambiguity aversion.

P. 1055, §4.2, middle, discusses CARA and CRRA $\phi$. In the former case, it can be argued that ambiguity attitude is constant and in this way independent of outcomes. But it is constant only in an absolute sense then. In the second case, it is constant and independent of outcomes only in relative sense. Footnote 60 there discusses constant absolute ambiguity aversion w.r.t. utility units, by Grant & Polak (2013) and others.

§4.1, p. 1057 ff. discusses the Ellsberg two-urn paradox, assuming all priors.

P. 1072 ff., §4.6, discusses the maxmin EU model of Gilboa & Schmeidler (1989). P. 1063 points out that here the set of priors can be taken subjectively, to induce ambiguity aversion. P. 1063 middle points out that priors are only in or out, and the 2nd stage $\mu$ plays no role. P. 1082 2nd para ff. repeats the point.

P. 1066 gives examples and calculations, interpreting some quantities as ambiguity premiums.

The analysis of ambiguity attitudes on p. 1070 focuses on ambiguity aversion.

(Ambiguity = amb.av = source.pref, ignoring insensitivity?) 


{\% Presents and derives many mathematical properties of nonadditive set functions. \%


*real incentives/hypothetical choice*: Stated preference is what mainstream economists call hypothetical choice. Revealed preference is then called real choice (market data and so on). The “data fusion literature” investigates how to combine them, and use one to predict the other. The paper gives references.


Proposed reference point; risky utility $u =$ strength of preference $v$ (or other riskless cardinal utility, often called value):

Note that he uses the terms convex and concave conversely than is done nowadays (1970-2023). I will use the terms in their current sense.

Predicts concave utility (risk aversion) for small losses (roughly, the threshold is somewhere between $-100$ and $-10,000$) and convex utility (risk seeking) for small gains (threshold somewhere between $100$ and $10,000$), exactly opposite to the predictions of prospect theory.

P. 154, I assume that the first inequality sign below Fig. 5 is a typo and should be reversed.

P. 154 following Fig. 5 he seems to suggest loss aversion, P. 157 top of 2nd column, however, suggests that there is an inflection point with almost linear utility around 0, strangely enough.

P. 155, top of first column, explicitly discusses variation in reference point through prior endowment subtracted from the gamble outcomes.

P. 156 mentions the tendency to take more risk after prior wins (now called the house money effect).

P. 157 makes explicit that it is a weak point that there is no theory about the location of the reference point. %}


“A book by Jason Zweig (“Your money or your brain”) seems to give the following citation of Markowitz:

“I should have computed the historical co-variances of the asset classes and drawn an efficient frontier. I visualized my grief if the stock market went way up and I wasn’t in it — or if it went way down and I was completely in it. So I split my contributions 50/50 between stocks and bonds” %}

Markowitz, Harry M.

Reviews literature on relating mean-variance to EU. %

Markowitz, Harry (2014) “Mean–Variance Approximations to Expected Utility,”


Uses event commutativity and some other natural and structural axioms to axiomatize *biseparable utility*. Assume solvability both for events and for outcomes. P. 44 points out that Axiom A.10, requiring existence of a particular mapping on events, is not behavioral in the usual sense. P. 43, following Eq. 10, points out that this approach needs independent repetitions of events. Axiom A.4 seems to imply that there are no nonempty null events. The event space must be infinite though because of denseness.

P. 45, Theorem 4.1: I think that axiom A.10 is not necessary for general RDU because the set of events need not be sufficiently rich.


Z&Z; Re-analyze hypothetical choices in the famous RAND data using prospect theory. Find support for loss aversion and risk seeking for losses (risk averse for gains, risk seeking for losses). Unfortunately, there are so many unclear points in their modeling of prospect theory that the results are not clear to me. They do not consider probability weighting (which in itself can be an OK working hypothesis for pragmatic reasons, made by many) but do consider the certainty effect. The latter is, however, typically modeled through probability weighting. Apparently they have some utility-of-gambling model in mind such as for instance Diecidue, Schmidt, & Wakker (2004), but this is not clear. They do what they call seggregation, where they do not integrate the riskless and risky payments but evaluate them separately and additively, as a kind of additive version of Luce’s joint receipt. Kahneman & Tversky (1979) considered something in this spirit but, for a positive prospect that yields $x > 0$ as minimal outcome and with probability $p y > x$, took as evaluation, where I write $U$ for utility = value function, $U(x) + w(p)(U(y) - U(x))$ which is just the regular rank-dependent evaluation and $y$ is the INTEGRATED payment to be added to the reference point $r$ so that final wealth is $r+y$. These authors further seggregate payments added to the reference point as a kind of mental accounting, which is a fundamental deviation from PT.
Pp. 422-423 has nice distinction between initial wealth and reference point. utility concave near ruin: p. 423 takes utility for losses first convex but for large losses concave.

P. 425: their parameter estimates find CONSTANT utility on \([-200,0]\) which is as much against loss aversion as one can think of and is clearly absurd.

They do not consider loss aversion.

P. 423 footnote 7 points out that they tested their model not only with status quo as reference point but also with complete insurance, but this fitted the data worse. %}


{% Contrary to a claim by Machina, Marschak does not object, on p. 320, to EU; he doesn’t even mention it. He objects to EV only, and says that other moments will be relevant as well. %}


{% %}


{% %}


{% P. 193 mentions maxmin over expected values, but prefers Savage’s minimax regret. %}

dynamic consistency: favors abandoning RCLA when time is physical, because of utility of gambling. Mentions two 1948 working papers.

independence/sure-thing principle due to mutually exclusive events: Von Neumann & Morgenstern (1944 §3.3.2, p. 18) mention the point more or less, they never state the independence condition (or s.th.pr.). Hence, I think the priority of this insight should go to Marschak, who states it (p. 134), although only in passing by. In a 1950 letter to Samuelson Marschak states it more clearly. Samuelson (1952) then also states it.

utility depends on probability: p. 138 for mountain climber


second-order probabilities; calculation costs incorporated: maybe he has it in this paper, or in one of his others; I don’t remember (2022)


risky utility $u = \text{transform of strength of preference} v$: first sentence of §II.9, p. 168: “If one could assume that, by good luck, the functions $s$ and $B$ to coincide” (here $s$ is the psychological utility function, $B$ the vNM)


Stigler Footnote 250 refers to p. 94 of 8th edn. for example of carpet to cover floor where last yard has more utility than yards before. To preserve diminishing marginal utility, Marshall says that whole carpet should be taken as one object.

Marginal utility is diminishing: pp. 398-400: Risk aversion is ascribed to diminishing marginal utility; Footnote IX in Mathematical Appendix proves that risk aversion iff $u$ concave, well he derived it only for two-outcome gambles. Marshall seems to have been the first to demonstrate this point. Bernoulli 1738 §13 also suggests it and §14 first sentence claims it in general, but does not really prove it.

Citation: “The argument that fair gambling is an economic blunder is generally based on Bernoulli’s or some other definite hypothesis. But it requires no further assumption than that, firstly the pleasure of gambling may be neglected; and, secondly, $q''$ is negative for all values of $x$, where $q(x)$ is the pleasure derived from wealth equal to $x$” (Then Marshall gives a proof, only for two-outcome gamble. He continues: “It is true that this loss of probable happiness need not be greater than the pleasure derived from the excitement of gambling, and we are thrown back upon the induction that pleasures of gambling are in Bentham’s phrase “impure;” since experience shows that they are likely to engender a restless, feverish character, unsuited for steady work as well as for the higher and more solid pleasures of life.” (Marshall, 1920: 843).
**linear utility for small stakes**: This is crucial for Marshall to obtain cardinal utility. Seems to be in Book III. Seems that he is generally attributed the formal application of ceteris paribus in economics. 


**decreasing/increasing impatience**: seem to find that utility of life duration has increasing risk aversion, which indirectly implies increasing impatience. 


**conservation of influence**: Discusses and cites several books and works by Ian Hacking on the differences between natural and social sciences. Seems to be mainly that the construction of social sciences and of our image of man is interactive with our construction work. 


They show that for Köszegi-Rabin the choice-acclimating personal equilibrium (CPE), when taken in its most popular form with gain-loss utility $\mu$ that has a kink at 0 but is linear otherwise, is exactly the intersection of quadratic and rank-dependent utility. Proposition 3: then loss aversion $\lambda \geq 1$ iff mixture averse, so,
under RDU, iff \( w \) convex (this uses my 1994 theorem), and \( \leq 1 \) iff mixture loving, so, \( w \) concave. In the proof, p. 2780, the authors indicate a generalization of my 1994 result: It also holds if \( w \) is not increasing, with no change in the proof required. Proposition 7 shows that now loss aversion iff first-order risk aversion under RDU, consistent with a claim by Köbberling & Wakker (2005) that most of first-order risk aversion is due to loss aversion.

Footnote 18 thinks, erroneously, that proofs with differentiability can be transferred to general strictly increasing functions because the latter are almost everywhere differentiable. Paradis, Viader, & Bibiloni (2001 Theorem 3.1) give a counterexample.


Experimentally examine reference dependence in multiattribute choice. They compare the well-known model of Tversky & Kahneman (1991) with a model by Masatlioglua & Ok developed in some papers. In the latter model, the agent has two selves, and an alternative is preferred to the status quo only if both selves agree. The two models correctly predict choices if one alternative dominates the status quo but the other does not. They do not in other cases, and there the model of Masatlioglua & Ok, which predicts no reference effect there, is confirmed.


Seems to describe wishful thinking: assigning higher likelihood to preferred outcome.


{% Use choice list to measure risk aversion. Groups are more risk averse than individuals. %}


{% Characterizes maximization of sum on \( \mathbb{R}^n \). Every \( x_i \) in \((x_1, \ldots, x_n)\) is interpreted as utility level of individual \( i \), is taken as empirical primitive, and the sum is interpreted as utilitarianism. Elimination of indifferent individuals is Debreu’s (1960) separability. Full comparability amounts to both constant relative and constant absolute risk aversion and, jointly with separability, generates the linear representation. %}


{% ubiquity fallacy: seems that he writes on p. 1: “I suppose it is tempting, if the only tool you have is a hammer, to treat everything as if it were a nail.” %}


{% losses from prior endowment mechanism: Discuss it in footnote 4, p. 189. Consider choices between loss-prospects, and find some deviations from expected utility when there are small-probability losses. Argue that, in view of such deviations, policy decisions based on expected utility can be wrong. Do not use prospect theory to analyze it. %}


http://dx.doi.org/10.1257/aer.20130047

This paper is on rational inattention. Agents can receive info, maybe even perfect, but info is costly, so costly that they may prefer not to get all kinds of info. It can be taken as a special case of models where cost of information is incorporated.
Marschak worked on that long ago.

The agents can, in a first stage, choose between several information structures. Each gives a signal with some probability. The signals are used to condition on, so as to improve subjective probabilities over outcome relevant events. Outcomes are monetary and utility is linear. There are costs of information structures. The agent maximizes expected value. This leads to a two-stage optimization problem. The agent may have to forego good and even perfect info if it is too expensive. This is called rational inattention. Because, after choice of an info structure, there is randomness of the signal that will result, there is randomness in the act that the agent will choose. The authors assume an entropy-based cost function. That leads to a Luce probabilistic choice model.

P. 273 Eq. 1: I did not understand that the choice probability depends only on the real payoff $v_i$ of action $i$, and not on the other payoffs possible. This real payoff requires knowledge of the true state of nature - to be determined a priori before the choice of act, in the probability of that choice of act?? $\alpha_i$ is described as a weight attached to action $i$ based on prior information and information-processing strategy, but then it is added to outcome $v_i$ so that it has a monetary unit?? They depend on the cost of info parameter $\lambda$, a dependency not expressed on notation. It seems that priors of agents can also change.

P. 278 displays an entropy formula. I understand well what entropy is, but the interpretation written by the authors below I do not understand. It is claimed to measure “the average unlikeliness of events.” They see how it varies if $M$, the nr. of elements in the partition of events considered, increases, and then so does the entropy. But this holds for EVERY increasing function $-\log(P_i)$ in the entropy formula, and is just a trivial fact. The essence is that, for fixed $M$, entropy increases with uniformity, due mainly to convexity of $-\log(P_i)$.

I regret that this paper and its outlet has the proofs of theorems online. In cases where I as a mathematician can play the role of specialist who checks proofs, something I often did, I will not do it for online proofs. Those texts have too little quality guarantee and maybe even too little stability guarantee. I rather treat such cases as unreliable, unverifiable, and better to be ignored and not used.

This paper gives empirical evidence that people, when remembering options chosen, misremember in moving positive attributes of options not chosen to options chosen. It is a special case of confirmation bias and cognitive dissonance. It reminds me of the Steven Stills (1971) song “[If you can’t be with the one you love,] love the one you’re with.” I felt my economic background when thinking “They had better done with with real incentives” (they used hypothetical choice).


A meta-analysis on measurements of discount rates. Finds average annual rate of 0.33, which is a discount factor of $e^{-0.33} = 0.72$.

They can apparently correct for publication bias (via correlation of discount rate estimates with their standard errors it seems), and p. 320 writes that the publication bias may drive the rate up from 0.33 to 0.80.

Real incentives/hypothetical choice: does not seem to matter

lab gives higher rate than field. %}


{This paper considers additive conjoint measurement for a preference relation on a product set $X_1 \times \ldots \times X_n$. It assumes that every $X_j$ is endowed with an operation $o_j$. It imposes the usual Hölder-type axioms to get an additive representation $u_j$ for every $o_j$. Then additive representation $u_1(x_1) + \ldots + u_n(x_n)$ can be obtained the same way as $p_1x_1 + \ldots + p_nx_n$ is axiomatized by the de Finetti additivity type axiom $(a \sim b \Rightarrow a + c \sim b + c)$ where now addition is in terms of $o_j$; i.e., each $a_j$ of de Finetti is replaced by $u_j(x_j)$ and so on. This is Definition 5. (Dutch book)\%


{Pp. 57-58 on Sébastien le Prestre de Vauban (1633-1707, French military engineer, politically influential and writer on many topics including forestry:

“This vision notwithstanding, Vauban recognized that few proprieters could afford to wait decades — lifetimes, even, depending on the tree’s type and intended purpose — before realizing a return on their investment. Fewer still would embark on what might only amount to ancestral largesse compared with the annual returns from grain or even coppices. He resigned himself to hoping that landowners would “do their best, while conceding that plantations were really “an activity of the King, for only the crown had the authority and incentive to cultivate timber of the long term.”\%


P. 414: “In financial applications, prospect theory developed by Kahneman and Tversky (1979)
and Tversky and Kahneman (1992) appears to offer the most promising non-expected utility theory for explaining decision making under risk (Barberis and Thaler, 2003).” (PT/RDU most popular for risk) The authors point out, citing literature in the intro and §1, that in finance people usually considered only loss aversion, but this paper shows that probability weighting is important. Their simulations then show that probability weighting is the biggest component affecting hedging, more than loss aversion or utility curvature. Unfortunately, they refer to utility curvature as “risk aversion.” (equate risk aversion with concave utility under nonEU)%


{\% Seems that he had a brief statement, in an addendum to his book, on natural selection as a mechanism of evolutionary adaptation, preceding Darwin. %\}

{\% revealed preference; related to paper Hans Peters and me. %\}

{\% \%

{\% \%

{\% This paper shows one thing: [rewriting lotteries by collapsing outcomes should not affect evaluation] implies EU-maximization. %\}
Maxwell Christopher (1990) “Decision Weights and the Normal Form Axiom,”
Free will seems to rule out determinism but also does not sit well with chance.


Argues for Intransitive.


Argues for Intransitive.


Formulate it in context of multi-criteria decision making. P. 298 1/3: that capacity is exponentially complex. Considers a form of ordinal information, with only finitely many preferences expressed, and then characterizes 2-additive capacities. Surprisingly, belief functions can be captured by a 2-additive capacity.


He criticized Thurstone (1931) for using hypothetical choice. P. 97 seems to have written:

“Housewives’ answers, for example, indicated an elastic demand for milk, while objective studies showed the demand to be inelastic.”


https://doi.org/10.1214/13-STS457

Foundations of statistics; has ensuing discussion.
Nice discussion of the main issues in statistics, but purely from the frequentist classical perspective, often taking it as self-evident that this is the thing to do.

The authors take as self-evident that tests by default are two-sided.

A central topic in this paper is whether or not one should take thresholds with binary decisions. Several authors argued against it (“no threshold view”), arguing for instance that one should just give p-values without discussing a threshold such as 0.05. However, I have no difficulty with thresholds. Often one had to take a decision of choosing between two things and then a threshold is to be specified.

P. 5 discusses that in classical tests one does not consider the probability of the observation, but of that observation or any other observation that would give even stronger evidence against $H_0$. They write: “The error probability is accorded to the test procedure, not to the observed data.”

P. 6, §2.2: Neyman saw statistical testing more as deciding than as inference. They often write circularly, just describing meaning of p-value and then saying that this is what is needed. For example, p. 7: “Data $x$ provide evidence for a claim $H$ to the extent that $H$ has passed a severe test with $x$.” Here they out of the blue declare p-value to be the exactly right criterion. P. 8 5th para cites Fisher making a similar claim.

P. 220 bottom: It is tantalizing that the majorit of papers and textbooks give incorrect definitions of confidence intervals. Glad to see that this paper does it right: “a confidence interval (CI) at level 1– $c$ consists of parameter values that are not statistically significantly different from the data at significance level $c$.”

Pp. 11-12: that the probabilistic assumptions underlying a statistical test can be taken flexibly and need not hold exactly.

Pp. 13-14, §4.1, cites people favoring the likelihood principle. They write: “A central problem is that any hypothesis that perfectly fits the data is maximally likely.” My reply: then arguments against the hypothesis should come from elsewhere than the data.

P. 15 §4.2: “However, some critics charge that unless the p-value is mistakenly interpreted as a posterior probability, it is of questionable relevance to inference. That assumes a philosophy of inference at odds with statistical significance testing.”

P 18: “any measure for showing apparent structures in data is susceptible to the generation of
spurious results via data dredging, and would be susceptible to the same perverse incentive.”

Pp. 19-20, § 3.1.1, is interesting on a case in the US supreme court.

P. 19: “It is important to recognize that the problem of selective reporting and data dredging can occur when using Bayes factors, likelihood ratios, and other alternative methods.”

Pp. 20-21, §5.1.2, is on the stopping rule paradox.

Pp. 220-221, §5.3.2, is on the Bayesian approach. P. 220 writes a characteristic sentence: “Computing a PPV [Bayesian posterior predictive value] is apt in given contexts of predicting the prevalence of properties, e.g., the presence of disease in high throughput screening, but it does not provide an assessment of plausibility or well-testedness of a particular hypothesis.” p-values say more about whether the experiment/experimenter are good than whether the statistical hypothesis holds true. However, the primary purpose of research is not to push the career of a researcher or to please his ego, but to provide useful info to mankind. Hence p-values are not the relevant quantities.

P. 221 1st para writes a sentence I do not understand: “Moreover, from the fact that H comes from a pool where k% are true, we do not get the probability that this particular H is true. Such an assignment is fallacious, for the same reason a confidence level is not the probability a particular interval is true.” I think we do get the prob, which is k/100.

P. 26 1st para is circular: “But, as we have already noted, any account that obeys the LP [likelihood principle] violates error statistics principles. Hearing them laud the LP, the practitioner is rightly worried that their recommendations will not control error probabilities.” It is circular because error probabilities are simply defined as p-values.

P. 27 middle: “For example, thoughtful tests turn on specifying ahead of time outcomes that will not be allowed to count in favor of a claim.” Yes, for p-values the test has to be specified beforehand, but for Bayes factors not.

P. 29, closing sentence: “This is another reason that calls to abandon statistical significance are damaging scientific practice.” %}


{% foundations of statistics; %}


Analyzes saving behavior of family, by relating its risk aversion and prudence to that of its members. Paper shows that, paradoxically, insurance component of risk sharing can raise saving, and that increased prudence of one individual can lower family prudence and, hence, household saving. Hara utility plays an important role, with paradoxes avoided iff all members have same HARA.


Assume expected utility with HARA utility, and also intertemporal separability and separability between consumption and leisure. Show that assumption of homogenous risk preferences can lead astray. Do empirical testing in rural India. Efficient risk sharing is rejected in villages, but accepted in castes.


This paper generalizes the Harsanyi aggregation theorem, by considering very general individual preference relations and social preference relation, imposing axioms such as unanimity and anonymity, and then deriving general aggregation rules. Completeness is not required. The paper does so for both fixed and variable population size. The paper does assume probability distributions over social states available.

May I repeat the one-line verbal proof that Wakker (1992, Economic Theory) gave of Harsanyi/Anscombe-Aumann theorems: “If a linear function is a function of linear functions, then the linear function is a function of the linear functions.”


**proper scoring rules**: Theorem 1: Imagine a forecaster reports subjective probabilities \( q = (q_1, \ldots, q_n) \) of events \( E_1, \ldots, E_n \), and gets paid \( f(q) \), where forecaster wants to maximize subjective expected value w.r.t. subjective probabilities \( p_1, \ldots, p_n \). Then \( f \) is a proper scoring rule, giving \( q_j = p_j \) in the optimum, if and only if \( f_j(q) \) is the partial derivative w.r.t. \( q_i \) of a convex function \( f(q) \) that is homogeneous of the first degree.


{\% survey on belief measurement: survey of calibration; follow-up of Lichtenstein, Fischhoff, & Phillips (1982). \%


{\% risk averse for gains, risk seeking for losses: For small losses in insurance framework, people are risk neutral for moderate probabilities, for small probabilities some (25% for $4, 15% for $40) ignore the risk but most become risk averse.

small probabilities: Seem to show that there are two types of persons, one type fully ignoring small probabilities and the other overweighting them. Nice reference for this point. \%


{\% dynamic consistency \%


{\% dynamic consistency; discusses resolute choice. P. 100/101 describes sophisticated choice. This paper is, to the best of my knowledge, the first to introduce resolute choice. He says that, if prior agent did planning, then posterior agent prefers following that because of the very fact of prior planning. P. 103: “For such agents, the ex post situation is different from what it would have been if there had been no ex ante resolve.”

Proposes that because of that the prior agent can get it his way in the dynamic Allais paradox, that Ulysses can sail past the Syrens without extraneous things
such as being tied up by his men.

Final paragraph suggests that not only prefs but also consequences themselves, can have been changed as a result of the very fact of prior planning; i.e., that prior planning can be an attribute of a consequence.

Also discusses prisoner’s dilemma but I will not discuss that here. \%


\% dynamic consistency: favors abandoning forgone-event independence, so, favors resolute choice, mostly in context of prisoners dilemma where it is part of the defended cooperative solution. It is argued that by cooperating the opponent is also made to cooperate so that it is really for higher monetary benefits that one is resolute and cooperative. The term context-sensitive preferences (e.g. §6) and the text show that McClennen thinks, à la Machina, that preferences at some moment depend on counterfactual forgone events. Argues on p. 110/11 that resoluteness can do the same, endogenously, as precommitment, but cheaper. §11 discusses forgone-branch independence (often called consequentialism) and deliberately wants to deviate from it. \%


\% dynamic consistency \%


\% dynamic consistency: favors abandoning forgone-event independence, so, favors resolute choice

Describe a.o. history of ?independence? in Chs 3 and ??, Par.3.5 and Chrs. 7,8 tell about role of forgone-branch independence with descriptions of contributions by Ramsey and others (Chernoff?)

de novo tree (cut off prehistory);

normal form tree (prior choice, choose from strategies)

Separability of McClennen = consequentialism of Machina = what I like to
call forgone-branch independence
dynamic consistency + consequentialism of McClennen =
dynamic consistency of Machina
Myopic: SEP + CON of McClennen, not dynamic consistency
Sophisticated (Strotz schijnt 't): SEP + DC of McClennen, not CON
Resolute: DC + CON of McClennen, not SEP
Cubitt (1996) mentions “NEC” (normal-extensive coincidence), suggesting it
is vague because normal and extensive have not been defined, but suggesting it
comprises RCLA + Machina-DC (minus Cubitt-DC?)


\{% foundations of statistics; important criticism;
That people look too much at statistical significance and ignore substantive
significance. That, for large samples, one can detect with high significance a
minor and fully unimportant difference, gives nice historical examples, e.g.,
Meehl (1970) with 55,000 high-school students where about everything
correlated with everything significantly. Closing sentence of §III:
“The siren song of “significance” is a hazard to navigation.” %\}
McCloskey, Donald N. (1985) “The Loss function has Been Mislaid: The Rhetoric of
Significance Tests,” *American Economic Review, Papers and Proceedings* 75,
201–205.

\{% Discusses (claimed) misunderstandings of Coase’s intentions with his theorem.
%

\{% real incentives/hypothetical choice: for time preferences; Seem to use dated
checks/vouchers; use random incentive system with one choice per person
played for real.
Choices with only future rewards involve only cortex, the analytic part of our
brains. Choices with one present and one future reward involve both cortex and
limbic system; latter is emotional part of brains that we share with virtually all
animals. For $\beta$-\(\delta\) (quasi-hyperbolic) model, it is argued that $\beta$ concerns the limbic system and $\delta$ the cortex. N = ?

If they do more difficult choices then visual and motoric parts of brains do not become more active than for simple choices, but analytic parts do.

**DC = stationarity** in very explicit and annoying manner. P. 504 2nd para:

“It is well accepted that rationality entails treating each moment of delay equally, thereby discounting according to an exponential function”


{\% utility elicitation: different EU methods give different curves: p. 188 \%}


{\% utility elicitation; p. 281 states Raiffa’s 1961 argument that a normative theory can be useful only if it sometimes deviates from actual behavior, but in a way expressing that the authors don’t like the argument.

**risky utility** $u = \text{strength of preference} v \text{ (or other riskless cardinal utility, often called value): p. 295 observes that differences between utility and value are of same magnitude as various utility functions assessed in different ways.} \%$


{\% utility elicitation; Use 10 specialist subjects. Inductively defining $x_{j+1} \sim (p,x_j; 1-p, 0)$ they calculate vNM utilities under SEU. Utilities depend on p, rejecting SEU. The higher p, the higher the utility. \%}


Participants have inconsistencies between choosing and ranking. When confronted with it, all participants wanted to correct. Slovic & Tversky (1974) follow up on this.


As there existed almost no experimental papers in those days, the authors set their own standards for what an experimental paper is supposed to do. They set their standards high, leading to an impressive comprehensive test of virtually all relevant preference conditions related to EU.

P. 369 §5.3: common ratio brings more EU violations than common
consequence.

P. 370 Rule 19: Be ambiguity averse for large stakes, but **ambiguity seeking** for small. Here ambiguity attitude is outcome dependent. (**event/outcome driven ambiguity model: outcome-driven**)

P. 377 rule 5 is more or less source preference, although it also brings up chances when explaining to subjects.

**second-order probabilities to model ambiguity**: p. 379 last para

P. 380: do Ellsberg with slightly higher outcomes for ambiguous events, to rule out indifference

**natural sources of ambiguity**: p. 382: “Our general interest, though, is how people treat real situations of uncertainty. … To obtain some information about this, we included the two stock price bets corresponding to the earlier MacCrimmon study, i.e., X’: the price of Pierce Industries goes down (x’) or does not go down (x’).”

P. 390: Newcomb’s problem;

P. 394 ff. §9.3 tests independence of irrelevant alternatives.

P. 398: “Thus there must be some balance struck between redefining consequences to avoid a violation and letting a violation stand.”

find that Ellsberg paradox induces more violations of EU than Allais paradox.


{A Bonetti paper has argued against the systematic prohibition of deception. These authors argue in favor of such a prohibition.}


{natural-language-ambiguity: seems to argue that tolerance of ambiguity (in general natural-language sense) is truly related to individual personality traits rather than a situation-dependent/content-specific expression of psychological stress.}


{error theory for risky choice}


{error theory for risky choice}


Z&Z & paternalism/Humean-view-of-preference: End of paper, §VI, will discuss the privatization of Medicare in the US starting Jan 01 2006, and an empirical investigation into consumer choices. The first five sections discuss that people often don’t take optimal decisions because of the many biases, and to what extent they need assistance, referring to libertarian paternalism of Thaler & Sunstein (2003).

P. 12 has nice citation of owner of restaurant who, when told to reposition his wine list so as to increase profits based on behavioral biases, replied: “tell me something I didn’t learn in hotel school.” Slovic, Lichtenstein, & Fischhoff (1988 p. 628) have a similar text referring to car salespeople.
§VI is about Medicare Part D, the privatization starting Jan 06. It discusses adverse selection and, what it considers to be more serious, moral hazard, referring to the joint work with Winter et al. (2006), who had 4739 people of 50 years and older fill out forms on self-administered internet questionnaire from November 7–15, 2005. There were N = 1996 Medicare-eligible persons (aged 65 and higher). The paper makes some plausible average-estimates of costs for groups of people, speculates on what optimal decisions are for them, and sees if these groups do what is estimated to be optimal. In particular, they asked subjects to choose between some hypothetical plans, all with same actuarial value. Here subjects often chose suboptimal, such as choose a clearly riskier plan rather than a safer.

P. 23: “The new Medicare Part D prescription drug insurance market illustrates that leaving a large block of uninformed consumers to “sink or swim,” and relying on their self-interest to achieve satisfactory outcomes, can be unrealistic. To make the Part D market work, in the sense that it provides choices that consumers want, and achieves the efficiencies it seeks, CMS will have to make a diligent effort to manage the market, and to reach all consumers and provide them with information and assistance in making wise choices.” Then it pleas for libertarian paternalism, though not taking all the nuances of libertarian paternalism. %}


{% error theory for risky choice %}


{% %}


{% Guessing games find nonlinear probability weights; p 604/605 says it is difficult to measure subjective probability or utility when neither scale is objectively given and processed linearly; tradeoff method of Wakker & Deneffe (1996) shows a
way!

inverse-S: confirmed; finds risk seeking for low probability high gains, risk neutrality for prob. of gain between .15 and .22, and risk aversion for higher probabilities, from data on betting behavior in horse races (mostly from 1947-1953).


If gains and losses are judged jointly on a common bipolar scale than a loss of a similar size as a gain is judged to generate stronger feelings. If they are judged on different separate scales then this need not be, because subjects may use different normalizations for losses than for gains. This paper also is somewhat related to the question of whether loss aversion in decision making means stronger feelings or similar feelings but being more salient or being weighted more despite not being felt stronger.


criticisms of Savage’s basic framework: seems to be discussed on p. 13, where they find Wald’s (1950) model more natural than Savage’s (1954).


Newcomb’s problem; conservation of influence: Biggest problem for evidential decision theory seems to be the medical Newcomb problems. The author argues that new defenses don’t work, and that causation remains essential.


HYE is measured one-stage, p. 115 bottom agrees with criticisms of the two-stage; holistic as well as composite value assessment for lifetime treatment paths?

{% common knowledge %}

{% P. 1325 uses the idea to pay in probability at a prize so as to obtain linear utility, referring to a working paper Grether (1981) for it. %}

{% http://dx.doi.org/10.1006/game.1995.1023
Introduced the beautiful concept of Quantal response equilibrium (QRE):

Each player assigns a value to each strategy. The players do not choose the best strategy with probability 1, but choose each strategy with a probability depending on the value of the strategy and some noise parameter. The value of a strategy depends on the probabilities with which the other players choose strategies (e.g. it is its expected utility, or its prospect-theory value). This generates a circularity, with values depending on probabilities and probabilities on values. If such “circular” values and probabilities can nevertheless be assigned consistently, then we have a QRE. %}


{% Have N=64 students do hypothetical intertemporal choice, and fit exponential discounting and three hyperbolic discounting families, one 1-parameter and two 2-parameter. The 2-parameter fit much better, although they do not statistically punish for the extra parameters. %}


{% simple decision analysis cases using EU; real incentives/hypothetical choice: This paper is a classic that founded medical decision making. It uses the CE (certainty equivalent) method to elicit the utility of life duration. These questions can only be hypothetical (p. 1398 top)! By the criterion, advocated by many experimental economists, that only real-incentive choices should be considered, this paper should be ignored, and most of the field of medical decision making should be closed down.

They find extreme risk aversion. %}


{% simple decision analysis cases using EU; utility elicitation: Use CEs (certainty equivalents) to measure utility for life duration, then TTOs for artificial speech, then calculated adjusted TTO. %}


{% paternalism/Humean-view-of-preference: Opening sentences say, as did Arrow long ago, that long time both normative and descriptive studies assumed rationality, and that it changed early 1980s, when they departed. Now there is what the authors call the reconciliation problem.

P. 556: Freedom interpretation appeals to free choice and consumer sovereignty. (Evolutionary justification could be: If let all choose what they want, the best will survive. This evolutionary argument ignores evolution at the group level.) Section 2 nicely relates Kahneman et al.’s (1997) Back to Bentham to the happiness literature. I favor the approach described in Abdellaoui, Barrios, & Wakker (2007), where introspective data is to be used when it can be related to
revealed-preference data. We should keep the virtues of the ordinal revolution.

Section 3 uses term soft paternalism to combine libertarian and asymmetric paternalism.

P. 560 top says that nudging takes advantage of preference incoherence. I would rather take it as preference incompleteness, although one can lead that into incoherence by letting variations in framing decide.

P. 560 ll. –9 ff. takes loss aversion as a “fundamental asymmetry in human desire, rather than a mistake …” This is opposite to definitions/interpretations that I prefer, where loss aversion is a pure framing effect distinct from the rational basic utility.

P. 561 discusses Bleichrodt, Pinto, & Wakker (2001) but, incorrectly, claims that BPW would consider reference dependence as true preference rather than a bias. This is not so.

Section 4 is on consumer sovereignty as discussed by some people. %}


{% Builds on Sugden’s model where freedom of choice and opportunity sets have intrinsic value. %}


{% Noncooperative coalitional bargaining, solvable by backward induction, leading to Shapley value. %}


{% https://doi.org/10.1080/00031305.2018.1527253 foundations of statistics: argue for keeping p-values, but no more setting a threshold and just taking it as a continuous index. %}

utility families parametric: use (Eq. 10) an IPT (inverse-power transformation) family,

\[ \frac{1}{1+\exp(-\alpha-\beta(1/k)\log(1+kX))} \]

which is S-shaped.


measure of similarity; Do what their title says.


losses from prior endowment mechanism: Subjects received $2. They could either insure a 0.01 probability of losing the $2, or receive the expected value of it, $0.02. Most preferred the insurance. This may be due to loss aversion and probability weighting. Here transaction costs of the $0.02 transaction may also play a role.


intuitive versus analytical decisions


{% Introduced the equity premium puzzle; if people who bought stocks just before the 1929 stock market crash held on to their stocks for 30 years they would be better off than with bonds. 

Use power utility, p. 154 list about five empirical estimates of power. %}


{% Trivial rewriting of an axiom of Keeney & Raiffa and much talking that that increase insight etc. %}


{% utility elicitation %}


{% utility elicitation %}


{% utility elicitation %}


{% utility elicitation %}


Apparently the first paper to systematically do the informal tests of focal points that Schelling had done informally. They add things such as a control group to
verify that there is no system in random answering, so that there is really a focal-point thing going on. %} 


{\% Christiane, Veronika & I \%}


{\% foundations of probability \%}


{\% https://doi.org/10.1007/s11166-022-09383-y

This paper measures risk aversion, loss aversion, discounting, and present bias, for subjects from eight countries in Europe. N > 12,000 subjects. They correlate those with demographic variables. For parametric families, they use quasi-hyperbolic discounting for time. For risk, they assume EU but with sign dependence and a kink in utility at 0. They call is prospect theory but their footnote 13 writes that they do not consider probability weighting. They thus use sign-dependent CRRA utility with a kink at 0. Section 2, pp. 80-84, usefully surveys many other studies that did the same, e.g. in Table 2.

P. 78 is typical of experimental economists when writing: “Preferences are elicited using Multiple Price List (MPL) designs, as *introduced* by Holt and Laury (2002) for risk preferences, and by Coller and Williams (1999) for time preferences.” [italics added]

Findings:

risk aversion is negatively correlated with income

negative relationship between risk aversion and cognitive ability (*cognitive ability related to risk/ambiguity aversion*)

time discounting is negatively associated with age

men are also more present biased than women.

older respondents and males are less loss averse. %}

An experiment, where the receipt of info should have no strategic value. Cite much literature on this. The experiment is model-free, but the authors use the Epstein-Zin model for analyzing. In this regard, they emphasize having consumption rather than money.  


Peep & I: Under heading of “Post-Experimental Interviews,” just before Discussion: They confronted participants with their violations of dominance. All participants then wanted to change their replies.  


They discuss the IARPA forecast tournament. In 2011 the Intelligence Advanced Research Project Agency (IARPA; https://www.iarpa.gov/index.php/about-iarpa), the research wing of the intelligence community, sponsored a multiyear forecasting tournament. Five university-based programs competed to develop the most innovative and accurate methods possible to predict a wide range of geopolitical events. But they analyze one small subquestion: If a group that participated in it, gives more nuanced answers to subjective-attitude questions
about politics or so but unrelated to the questions of the competition, than a control group who did not participated. They find it weakly. One confound can be that the experimental group just got conditioned to answer in refined ways for this experiment, losing this attitude the moment they are outside this experiment.

The authors have an enthusiastic style when writing about their forecasting tournaments, as for instance on their 2nd page: “Tournaments are inherently multifaceted manipulations that have arisen in response to the practical demands of real-world organizations to provide policy-makers with timely probability estimates of the consequences of options (Tetlock & Gardner, 2015; Wolfers & Zitzewitz, 2004).” Or the last page: “Notwithstanding this litany of limitations, we caution against underestimating the societal value of forecasting tournaments.”

A nice text that logically distinct concepts can still be empirically related: “From a formal philosophical perspective, these two classes of variables are clearly logically distinct. Forecasts are beliefs about matters of (future) fact, whereas policy attitudes are ultimately value judgments about what society ought to do. But of course that does not imply that fact-grounded forecasts and value-grounded attitudes must also be psychologically distinct.”

Section 3.5, on incentives: It is important for properness that there are no other incentives interfering. The description of the incentives here is vague though. For example, is “dependent upon one’s skills” linear?? %}


{ Nice title. P. 229 Figure 4 depicts the basic model, with H transforming physical stimulus (probability, outcome, or whatever) into subjective perception (decision weight, utility, or whatever), then C turning subjective perception into subjective value evaluation (such as EU), and then J turning this subjective value into response to experimental question (e.g. monetary equivalent, binary choice, and so on). The authors discuss the related separation for some models, where it is usually debatable, of course. Then they discuss it for their preferred theory: Change-of-process theory. The latter assumes subjective perception H (or at least utility u) constant, and only what comes after changes per context.

Pp. 231 ff. describes the theory that is the authors’, and also my, favority:
Change-of-process theory. It assumes that the utility function is invariant, and it is the other components that are changing and causing preference reversals (something the title also refers to). But what I found missing is any argument for it. It is presented out of the blue. My argument comes from something that psychologists do not think about: The normative approach. I think that EU is normative, so, each person has a utility function representing him if he were rational. Hence I try to find their utility functions, resolving all biases at best no matter how many they are. Thus I have a prior belief in the existence of invariant utility prior to having seen any data. The authors do not think this way, at the end of §VII doubting the very existence of true preferences.

P. 232: Strangely enough, the authors assume a model for one-nonzero-outcome prospects that combines probabilities and outcomes additively rather than multiplicatively. This cannot work well for probability 0 (and, similarly, outcome 0). They investigate this mathematical problem the \( \Psi \) way: By running an experiment. (So, they had subject choose between a 0 chance of gaining $200 and a 0 chance of gaining $100, for instance). P. 234 3rd para describes the results: The experiment confirms the mathematical failure of their model. To defend, they resort to \( \Psi \)'s ultimate weapon: context dependence!

Section VII last para similarly investigates the philosophical question of the existence of true preference by doing an experiment.

Pp. 242-243, **risky utility** \( u = \text{strength of preference} v \) (or other riskless **cardinal utility, often called value**): they indicate the support of their change-of-process theory, and their supportive experimental findings, for this view.%


{\% On the violations of monotonicity generated by the zero-outcome effect. For example, (.95, $96; .05, $24) receives lower CE (certainty equivalent) than (.95, $96; .05, $0) (p. 339 2nd column 2nd paragraph.).

**real incentives/hypothetical choice**: pp. 82-83 explain that 36% violated dominance with real incentives, 45% with hypothetical; difference was nonsignificant. %}

{% Nice didactical introduction to topology, very elementary (explaining sets, intersections, etc.). Especially nice because there is a whole chapter on the elementary aspects of connectedness. %}


{% %}


{% foundations of statistics; p. 1143, 2nd paragraph refers to some people who criticize p-value for violating likelihood principle. %}


{% Measure risk attitudes for three groups: (1) subjects who did DUR before; (2) subjects who did decision under ambiguity before where they knew the set of possible outcomes; (3) subjects who did decision under ambiguity before where they did not entirely know the set of possible outcomes. As the authors properly discuss on p. 153, Case (3) can be considered to be a special case of Case (2), but it is one with more ambiguity. The authors find that subjects become more risk averse as they were exposed to more ambiguity before. This is a spillover effect. %}


{% Seems to be one of the inventors of marginal utility, together with Jevons and Walras. %}
marginal utility is diminishing: according to Larrick one of the first to suggest decreasing marginal utility. 


{ Points out that St. Petersburg-like gambles with infinite expected utility can be constructed as soon as utility is unbounded. 

Suggests that people ignore (discount?) small probabilities. Suggests that people would not pay one dollar for a probability of 1/10,000,000 to gain $10,000,000. However, big lotteries in Spain suggest otherwise.

Footnote 11 on p. 221 in the English translation (and, it seems to be, a footnote on p. 471 of the original) refers to Buffon as the first to suggest that people neglect very small probabilities. Buffon seems to take as example a probability of 1/10189 for a fifty-year old man to die within the next 24 hours, which, he says, people perceive as zero. 


{ https://doi.org/10.1214/14-sts467

Foreword announcing many papers propagatng the Bayesian approach. 


{ }


{ Benartzi & Thaler (1995) like explanation for the paradox of momentum returns. The momentum returns claims that buying stock that fared well last period and selling those that fared worst give better returns than market. }

{% Consider seven ways to measure risk aversion, of which four relate to incentivized risky choices, one to hypothetical choice, and two concern introspective measurements. Combinations of the seven of course improve predictive power. %}


{% statistics for C/E %}


{% https://doi.org/10.1007/s11166-021-09354-9

real incentives/hypothetical choice: This paper compares real incentives vs. hypothetical choice for risk aversion, time preference, and environmental evaluations. It finds little difference. The paper is typical of some experimental economics papers in only citing within-clan. %}


{% value of information: estimates value of future research by taking expected value of info and then simulating results of the future research. %}


{% PT/RDU most popular for risk: Abstract: “Prospect theory is the most influential behavioral theory of choice in the social sciences.” %}


They ask financial traders introspective questions, about how they anticipate future gains/losses and how they experience gains/losses already realized. For anticipation, loss aversion is two, but for experience it is less than 1.5.


A follow-up on Imas, Alex (2016 AER). They find higher risk taking after unrealized gains but the same after unrealized losses. But they do not find things, going partly against Imas (2016), if there is no positive skew.


Harsanyi (1968) formulated games with incomplete information with the concept of type of player, getting a Nobel prize for it. But Harsanyi is not 100% mathematician because because type is a circular definition, comprising probability distributions over types. Zamir once told me, in positive words, that Harsanyi was very good because he made the “right mistakes.” As I see it, Mertens & Zamir (1985) did the real work, in this paper. Unfortunately, this
paper has been written in a completely inaccessible manner, as I had to decide after investing some three days, and others confirmed. Brandenburger & Dekel (1993) seems to be readable version.


utility families parametric: Table I p. 389 describes the HARA (hyperbolic absolute risk aversion) family. It contains

1. For $\gamma \leq 1$: the power family with powers not exceeding 1, where both the function and its argument can be translated.

2. For $\gamma \leq 1 < \infty$: $-(k-x)^{\gamma}$ only for $x \leq k$. For $x$ exceeding $k$ the function would be decreasing for natural numbers $\gamma$ and imaginary for other $\gamma$, so, not nice. This function is again concave.

3. The exponential family (for $\gamma = \infty$).

% https://doi.org/10.2307/3003143

%


Consider some properties of functionals defined on infinite sequences $x_1, x_2, \ldots$, such as comononic additivity, with several examples with special roles for liminf, limsup, and the like. Nice term: Infinitary operator. No reference to Koopmans or intertemporal choice, but oriented towards the fuzzy literature.


http://dx.doi.org/10.1056/nejmon1211064

Finds a very strong positive correlation between chocolate consumption and number of Nobel prizes in economics, per inhabitant, for countries. An exception is Sweden that has way more Nobel prizes, maybe because of a home bias.


*decreasing ARA/increasing RRA*: reviews several studies, and mostly supports it.

This paper examines what a transformation of a scale does to the index of relative risk aversion, theoretically, and in some empirical studies.

Paper proposes to use marginal utility rather than absolute utility, supporting the view that differences of utility are more basic than utility, which is the insight of the marginal revolution. It nicely takes up Pratt’s (1964) insights.

§4, nicely, explains how decision theory can be done with marginal utility rather than absolute utility. EU can be calculated doing integration by parts (requiring the distribution function and not just the density function).

The paper in §5 proposes a new parametric family of utility, with marginal utilities specified such that both absolute and relative risk aversion have constant elasticity. There is no closed expression for absolute utility then, the primitive of marginal utility.


They test stimuli as in Andreoni & Sprenger (2012), but with different correlations. A mistake of A&S was that their theoretical analysis assumes correlations but their stimuli have stochastic independence. This paper (M&Z) uses stimuli with correlations properly implemented and shows that a separation between risk attitude and intertemporal substitution, rather than the certainty
effect suggested by A&S, can explain the findings, referring to nonexpected utility theories like Epstein & Zin (1989).

Related comments were made by Cheung (2015 AER) and Epper & Fehr-Duda (2015 AER).%


\% quasi-concave so deliberate randomization: they find this for welfare allocations. %


\%


\%


\% Seems to have nice discussion of psychological use of additive conjoint measurement. Pp. 47-59 seem to discuss Hölder in detail. %


\%


\%


Mikusinski, Jan (1948) “Sur les Moyennes de la Forme $\psi^{-1}\left[\sum \psi(x)\right]$,” *Studia Mathematica* 10, 90–96.


Clients from a dvd rental company will often be more quick to rent a should movie (a useful movie to see) than a want movie (one that is nice to see) but then first watch the want movie and later the should movie. That is, should movies are watched relatively later. The authors interpret this finding as a preference reversal or time inconsistency, such as due to present bias, and as showing that the present bias is bigger for want things than for should things.%


foundations of probability: later editions of Mill (1843) seem to admit the (subjective) more probable than concept and relate it to betting on. (See Daston 1994).%


ratio bias%


Reformulate Popper’s claims about inductive probability probabilistically.%

That we can only think in terms of a limited number of categories. **optimal scale levels**: seems to argue that for unipolar scales five answer levels is optimal, and for bipolar scales it is seven.


**updating: discussing conditional probability and/or updating; three-doors problem**: Discussed in the beginning at p. 145 (and again p. 151) with references given. The paper has a nice collection of similar paradoxes. Deeper paradoxes, such as the waiting rule paradox or sleeping beauty, are not discussed in this paper.

The writing of the paper is sometimes unfortunate.

(1) On p. 145, the authors give an incomplete description of the Monty Hall problem (not specifying the strategy of the host), only write “under natural assumptions that we discuss later,” and then discuss much the mistakes made there. However, those mistakes are only mistakes under the common assumptions of the Monty Hall problem, and those are not at all natural, it being a very peculiar game. Those common assumptions will only be specified on p. 151, but without them the text on p. 145 is incomprehensible.

(2) Similarly, in the alternating paradox on p. 155, the description suggests the right procedure to be assumed (two-stage, that first a relevant (having heads on first or second toss) triple of coin flips is selected at random, and only then a relevant pair of tosses (two consecutive tosses of which the first is heads) is selected from the triple), with probability at heads < 1/2. But the vague “at random” at the end of the first sentence does not make it fully clear. It is linguistically possible that not the relevant triple is chosen at random, but the relevant pair is chosen at random (if you know what I mean), in which case probability heads is 1/2. This is the more so as the opening sentence cannot always be (if tails on the first two tosses) and has to be partly retracted later anyhow. To get the selection of a relevant pair, are we conditioning on the event of a triple chosen at random and containing a relevant pair, or on a relevant pair chosen and then the corresponding triple taken?

(3) The last example of Zenet’s student pretending clairvoyant abilities, will
never work. The experimenter will just verify all predictions made and see that they were right 50% of the times, as with randomness. She may get the idea of choosing a statistical analysis à la Gilovich et al. streaks only if she knows about the students strategy of always predicting after three heads observed (serving as a “streak”), but then she is not fooled by the student anymore and in fact knows that this “clairvoyance” is just a very simple strategy, related to the gambler’s fallacy. The authors seem to deliberately avoid making this point clear.

It is true that many people, when analyzing data, are not aware of biases in their sampling, and the hot-hand example of Gilovich et al. (1985) is a sad example. Similarly, in extensive game theory, many game theorists just use Bayesian updating for every event specified in their own way without verifying the underlying random process and that there may be more info than just the event they chose to condition on. 


**Proper scoring rules**: The correlation in agents’ private information can be used to induce truthful revelation. P. 1360 left column bottom cites classics on this insight.

If we cannot objectively observe if event obtains, we may still have proper scoring rules truth-revealing by letting experts predict other experts’ answers and assuming particular correlations between their beliefs. This is similar to Prelec (2004, Science). 


\% value of information, à la Kreps & Porteus (1978) and Grant, Kajii, & Polak: Extensive survey of psychological investigations into attitudes towards information (e.g. if you can predict in dentist chair what will happen to you or not). Information can also have value if no future actions are influenced by it, to cope with stress for instance. (decision under stress) \%


\% https://doi.org/10.1037/a0016830
A survey on motivational interviews. They serve to make people change behavior. But there are all kinds of rules like no coercion and central role for empathy. It is prescriptive and a bit like nudge but with more restrictions. \%


\% probability communication;

ratio bias: denominator neglect. They investigate it for CE tasks, where it seems not to have been done before. Relate it to numeracy (Berlin numeracy task); higher numeracy gives more EV maximization, which can be taken as rational. More precisely, it gives less concave utility and more linear probability weighting. Unfortunately, the authors use the T&K’92 one-parameter family of probability weighting, so, we cannot distinguish between level (optimism) and inverse-S (likelihood insensitivity).

P. 2 cites many papers that argue that this is because lower numeracy gives more nonlinear perception.

cognitive ability related to likelihood insensitivity (= inverse-S) \%

\textbf{cognitive ability related to risk/ambiguity aversion}: A thorough study, with many references, replicating the choice paradoxes of Kahneman & Tversky (1979), and relating them to numeracy (measured using Berlin Numeracy Test; p. 518). As with KT, choices are hypothetical.

P. 525, Conclusion: (i) the replication does not come out very well and the authors find quite less of the paradoxes than KT did. (ii) the paradoxes involving probability weighting come out stronger than those involving reference or sign dependence. (iii) they also find, surprisingly, that high-numerate subjects commit more paradoxes than low-numerate.

The low-numerate use super-pessimistic strategies of just minimizing the probability of the minimal outcome, which does not give the paradoxes. This may be (part of) the explanation (p. 524, §4.3).

p. 517: single-subject design means every subject makes only one choice—many experimental economists take this as gold standard.

P. 518: use Bayes factor in Bayesian hypothesis testing, briefly explained, with references to justify it.

P. 521: when finding differences between two groups, one should always verify that not noise was different for one group, and caused the difference. The authors discuss this in detail, although defensively, on pp. 521-522. %}


Presents axioms for the principle of complete ignorance. Characterizes $\alpha$-Hurwicz criterion and similar models. Allows for probabilistic mixing where payments are expectations (p. 55 and footnote 1), which means doing $\alpha$-maxmin with prior mixing and not posterior; prior mixing is more general than posterior. But the mixing is only considered if all nonmixed acts are available, so, it is not really $\alpha$-maxmin.


Seem to consider preferences over pairs of acts, much like strengths of preferences, but they interpret it as degree of confidence in preferring one over the other.


Give necessary and sufficient conditions for the smooth ambiguity model with constant absolute ambiguity aversion in an Anscombe-Aumann setting. Their conditions concern the certainty equivalent function. They impose mathematical properties on this functional that hold iff it corresponds with the smooth model. These mathematical properties involve moment matrices and are not directly related to observable preference conditions.


state space derived endogeneously: Derive subjective state space subjectively, in presence of updating (updating: discussing conditional probability and/or updating). The agent’s state space may differ from the analyst’s state space by being coarser. This reminds me of Tversky’s support theory. They maintain additive separability over disjoint events. They show how their model can accommodate confirmatory bias and correlation neglect.

{% updating under ambiguity summary of Peter Walley’s ideas, focusing on the mathematical axioms. %}


{% updating: nonadditive measures: %}


{% %}


{% conservation of influence: pp. 13-15 seem to explain that marginal utility was developed in explicit analogy to energetics. %}


{% conservation of influence: Bob Nau sent me an email 11Oct90 about this book, which compares utility with potential energy. %}


{% Seems to point out that correlation of behavior rarely exceeds 0.2 or 0.3. %}


{% Pp. 147-148 seem to point out, in the discussion of a personality coefficient, that the fraction of cross-sectional variation in a specific behavior that can be
accounted for by responses to a survey questionnaire typically ranges from .04 to .09.}


{ Seems to show that self-control of children waiting for a cookie predicts career-
success in later life. }

Mischel, Walter, Yuichi Shoda, & Monica I. Rodriguez (1989) “Delay of
Gratification in Children,” *Science* 244, 933–938.

{ They seem to present implicit risk approach: delayed consequences are associated
with an implicit risk value. }

Mishel, Walter & Joan E. Grusec (1967) “Waiting for Rewards and Punishments:
Effects of Time on Probability and Choice,” *Journal of Personality and Social

{ cognitive ability related to discounting & cognitive ability related to
risk/ambiguity aversion: Measured immediacy effect and risk aversion (through
choices and also BART) (all incentivized) and several introspective indexes of
impulsivety. Immediacy effect was related with introspective measures but not
with risk aversion. I did not check out how risk aversion was related to
introspective measures. }

Mishra, Sandeep & Martin L. Lalumière (2017) “Associations between Delay
Discounting and Risk-Related Behaviors, Traits, Attitudes, and Outcomes,”
*Journal of Behavioral Decision Making* 30, 769–781.

{ Optimal control problems of central banks. }

Mitchell, Daniel, Haolin Feng, & Kumar Muthuraman (2014) “Impulse Control of

{ A meta-meta study on the relation between lab- and field experiments. }

Mitchell, Gregory (2012) “Revisiting Truth or Triviality: The External Validity of
Research in the Psychological Laboratory,” *Perspectives on Psychological


{\% Dutch book.\%} They examine de Finetti’s subjective expected value $\sum_{j=1}^{n} p_j x_j$. As in Theorem 6.1 of my book Wakker (2010). They use weak ordering, the usual additivity condition, $(x \succ y \Rightarrow x+z \succ y+z)$, and then solvability axioms that sometimes allow for some non-real valued, lexicographic, representations. {\%}


{\% Iowa gambling task is done, trait anxiety (TA) is measured, as are & heart rate & skin conductance. High TA imparies decisions in making subjects distinguish less between favorable and unfavorable options, somewhat reminiscent of likelihood insensitivity which also measures discriminatory power (inverse-S). {\%}


{\% \%


{\% Lemma 1, p. 443, is useful because it gives a powerful tool for characterizing linear-exponential (CARA) and log-power (CRRA) functions. Let $U$ be a continuous strictly increasing function from a subinterval of the positive (positive means 0 is not included) reals to the reals. Let $0.5U(x) + 0.5U(z) = U(y)$ imply $0.5U(tx) + 0.5U(tz) = U(ty)$ whenever all arguments are in the domain. Then $U$ is log-power (CRRA). This result is powerful because, first, unlike virtually all statements in the literature it allows for an arbitrary interval as domain and, second, it requires only fifty-fifty mixtures. An immediate corollary, through the transformation $x \rightarrow \ln(x)$, is: let $0.5U(x) + 0.5U(z) = U(y)$ imply $0.5U(t+x) + 0.5U(t+z) = U(t+y)$ whenever all arguments are in the domain. Then $U$ is linear-exponential (CARA). So, this also holds on arbitrary intervals.
This paper corrects a result by Krantz et al. (1971) who in the log-power family overlooked the log function (power 0) and the negative powers. 


Relates PE (if I remember well, they call it SG) to TTO.

{% Test utility independence (of duration from health) and find it mostly confirmed. Only for short durations it’s violated, then subjects do not want to trade off any duration for health. 

Does utility measurement for nonEU, by restricting stimuli to subdomains where EU is still satisfied, not only for the Miyamoto’s generic utility model which is like rank-dependent utility, but also (p. 16) for prospect theory by avoiding distortions due to sign-dependence. 

**tradeoff method**: P. 198 points out that inconsistencies in revealed preferences that, however, distort utility in a linear manner, are of no concern for utility measurement. This is precisely why scale compatibility does not affect the TO utilities. 

Distortions in utility measurements that distort utility linearly, are of no concern. 

Pp. 17–18: ordering through time tradeoff can be reversed to that in standard gamble. This is a violation of generalized stochastic dominance (i.e., with respect to a subjective underlying preference) and entails: **restrictiveness of monotonicity/weak separability**


{% Investigate utility function for life duration. Find that neither exponential nor power families work well. Do their fitting in John’s generic utility model; i.e., that permits probability transformation. 


{% [https://doi.org/10.1287/opre.44.2.313](https://doi.org/10.1287/opre.44.2.313) 

**state-dependent utility**

Only after publication the authors discovered that Theorem 1 had been obtained
before as Theorem 4 in Ebert (1988, Social Choice and Welfare 5), and Theorem 2 as Ebert’s Theorem 3.

Link to paper  
Link to comments  
(Link does not work for some computers. Then can:  
go to Papers and comments; go to paper 96.3 there; see comments there.)

Link to paper


Seems that he measured decision time as index of effort that subjects did. For choices between almost indifferent options it was twice as much as between options with a clear preference between them. This provides some counterevidence against the flat-maximum problem signaled by Harrison (1989) and others.

Complexity refers to the number of outcomes of a prospect. More people are complexity averse than complexity loving. The authors discuss preference for event splitting (coalescing), which goes in the opposite direction. 


This was a special issue of Statistica Neerlandica dedicated to Robert J. Mokken.


Inverse-S: It is well-known that small probabilities are mostly overweighted, but that they are also often underweighted. This paper considers flood insurance, where this is found. It is called the “it won’t happen to me” effect. When subjects are shown images of catastrophes (virtual reality risk communication) they tend to insure more. This can be understood because the risks become more salient then.

“I am inclined to offer Mr. Vieweg from Berlin an epic poem, Herrmann and Dorothea … Concerning the royalty we will proceed as follows: I will hand over to Mt. Counsel Böttiger a sealed note which contains my demand, and I wait for what Mr. Vieweg will suggest to offer for my work. If his offer is lower than my demand, then I take my note back, unopened, and the negotiation is broken. If, however, his offer is higher, then I will not ask for more than what is written in the note to be opened by Mr. Böttiger.”

By Johann Wolfgang von Goethe in a letter on January 16, 1797.


Decision, Satisfaction, and Quality of Life,” *Journal of Clinical Oncology* 19, 1676–1687.

{\% P. 2123: “In the absence of survival and major QL [quality of life] differences, the treatment decision can be made according to the patient’s preference.” P. 2129 discusses to what extent patient decisions can/should be influenced by others, strongly favoring minimal influence. Last para of first column makes a strange claim: “The use of a decision aid did not influence the kind of treatment selected. This is a desirable outcome as the aim of the decision aid is to assist patients in the decision-making process, and not to prescribe a course of action.” I guess no influence means no influence on group average, and need not refer to individual level. Anyway, under this token, decision aiding should not influence decisions and only maybe make patients more happy with the decision taken. I think that the primary purpose is to help give better decisions, and the other is only secondary. \%


{\% P. 135 expresses strong preference for belief-function theory over Bayesian approach. \%


{\% \%


{\% state-dependent utility \%


{\% \%}

{An axiomatization of subjective expected utility taking a stochastic-independence-type preference condition as a primitive. Means that conditioning on an event does not affect preferences regarding another event. Something similar was done before by Bernardo, Ferrándiz, & Smith (1985), cited in this paper. Axiom 12.5.2 in Pfanzagl (1968) also has a bit such an independence concept. %}


{https://doi.org/10.1017/S0266267118000469
This paper adds nuances to the normative/descriptive interpretations of the Allais paradox. %}


{P. ±372: Interpreting utility as measuring: (i) pleasure and pain; (ii) the satisfaction of the individual’s actual preferences; (iii) the individual’s well-being; (iv) the satisfaction of rational and well informed preferences;

P. 4: welfarism: Individual utilities contain all the information required to derive collective evaluation rules.

Teological: do what is “best,” so, break promise if it’s better to break deontological: follow rules, so, keep promise because that’s a rule.

§2.2: utility subjective/objective, as relation between man and object %}


{https://doi.org/10.1007/s11229-020-02691-3
They discuss Bradley, Richard (2017) “Decision Theory with a Human Face.” On two topics: R.C. Jeffrey model, and his redefinition strategy to defend
expected utility against the Allais and Ellsberg paradoxes. They criticize Bradley’s redefinition approach. }%


{ An impressive paper giving many valuable preference foundations.

They assume a two-variate product space $\Pi_{i=1,...,n_j=1,...,m}$. So, we deal with matrices with m rows and n columns, giving $m \times n$ dimensions. Say there is both time and uncertainty, with n states of nature and m time points. One of the components can also refer to persons or commodities or other things. The first basic result, which in itself has been known before as the authors cite, is:

Assume that we only have separability of each row and each column. This, by Gorman’s (1968) theorem, is already enough to give full separability and an overall additive representation. This particular form of Gorman’s theorem has a long history as the problem of aggregation in economics. (Can we just take aggregate demand of every commodity in the market and only then aggregate over individuals, or should we first aggregate over individuals.) My Rotterdam predecessors Van Daal & Merkies worked on this. The result is so nice because the separability of columns and rows just feels like weak monotonicity. The result is stated in Proposition 1.(b), where a more general result is stated that holds if their domain X is a full product set. The result underscores restrictiveness of monotonicity/weak separability.

Then, as the authors show in their Theorem 1 (p. 156), because for every row, for instance, we already have a cardinal representation, requiring ordinal identity of conditional preferences give that these rows have the same representation up to one positive factor. Doing this for columns too, we get a weighted-average representation as with EU and discounted utility while avoiding extra conditions such as bisymmetry, tradeoff consistency, or Savage’s (1954) P4. This result is not very new or very deep, but nice and useful, and gives a host of applications and improvements on existing results. It gives a generalized version of Harsanyi (1955) and Anscombe-Aumann (1963), allowing subjective probabilities in the second stage. The authors also handle quite general subsets of product sets, as in Segal (1992) and Chateauneuf & Wakker (1993). }%}

One can detect state-dependent utility in some NonEU models, e.g., rank-dependent utility, if one assumes that ranking of events goes by utility level. Then, where there is a kink in indifference, there two identical utility levels are involved. For instance, if preferences over have a kink at \((E:α, E^c:β)\), then \(U_E(α) = U_{E^c}(β)\).


“Power weighted expected utility” means the separate-probability transformation model with power utility. This can only deviate from expected utility, so power different than 1, if both stochastic dominance and continuity in outcomes are violated. The paper also considers a generalization where EU is linearly combined with Shannon info. To calculate Shannon info, each outcome is taken as a separate signal.


Dutch book: extend it to many-valued events and infinitesimal probabilities.


Proves that a quasi-concave separable function on an atomless space is concave. For usual additive separable representations with finite dimensions, \(V = V_1 + \cdots + V_n\), we have a state space \(S = \{s_1, \ldots, s_n\}\) and a function, act, \(x = (x_1, \ldots, x_n)\) and \(V\) represents preferences over acts. One can say that \(S\) is endowed with the discrete counting measure \(\mu(s_j) = 1\) for all \(j\) and that \(V_j\) is state-dependent utility, and \(V\) state-dependent expected utility. When Wakker & Zank (1999) extended this to infinite state spaces \(S\), one unanticipated difficulty was writing the very definition of \(V\), in the absence of a measure \(\mu\) on \(S\) such that \(V\) would be
absolutely continuous with respect to that measure, so that \( V \) could not be written as a kind of integral.

This paper studies state-dependent EU functionals on infinite, even atomless, state spaces that are endowed with a measure \( \mu \) so that they can be written as an integral. The set of acts is taken as \( L^p+ \). The state-dependent functional is called separable. The state-dependent utility is called kernel. It cites mathematical literature on this, e.g. on continuity results. It shows that for a separable function quasi-concavity implies concavity.


% Title: because responders rather accept lower share than risking being left out. %


{\% Explains how de Finetti (1952) had the Pratt-Arrow risk aversion index \(-\frac{u''}{u'}\) as index of risk aversion. de Finetti established some local results, but not the nicest result, the one relating to lower certainty equivalents. \%\}


{\% Defines uncertainty aversion as follows: If there EXISTS a subjective probability measure with EU under which all CEs (certainty equivalents) are larger (Def. 1 p. 136). So, this is the same as Ghirardato & Marinacci (2002, JET), taking probabilistic sophistication + EU as ambiguity neutrality. Under CEU (Choquet expected utility) it is equivalent to nonempty CORE. Schmeidler’s condition of preference for probabilistic mixture is called increasing uncertainty aversion (Def. 2 pp. 136-137). They show that the latter implies uncertainty aversion, but not vice versa. Section 4, nicely, proposes to relate uncertainty aversion to the nucleolus of the weighting function. It next proposes some definitions of ambiguity premiums, following up on Hilton. \%\}


{\% On his dominance search theory: In choice subjects try to (mis)perceive things such that they can claim their choice to be based on dominance. \%\}


{\% On his dominance search theory: In choice subjects try to (mis)perceive things such that they can claim their choice to be based on dominance. Unfortunately, he did not publish this in a journal, but only in 1983 & 1989 book chapters. \%\}


**real incentives/hypothetical choice:** A thorough discussion of the hypothetical bias and its literature, although focusing only on WTP. The authors propose a model where the weighting of attributes is differently for hypothetical than for real. In their data (subjects expressing WTP for apples, real or hypothetical), surprisingly, the hypothetical subjects pay more time to their decision making and ignore fewer attributes.


In what is an experienced decision task as in Barron & Erev (2003) and many follow-up pappers (although the authors do not cite this), monkeys and children prefer risky option to its expected value. This is easily explained because the risky choices provide more info (because the monkeys and children do not know the probabilities and have to find out about them) than the safe choices, and the monkeys and children do not only choose for preference value but also for obtaining more info.


**updating under ambiguity with sampling:** Subjects sample, with replacement, from risky, compound, and ambiguous urns. They weigh the new observations more (so, the prior info less) for ambiguous than for compound risk.


Survey on endowment effect

{\% Banks are, because of the nature of their business without physical assets, opaque in their risk; i.e., there are more unknown probabilities and there is more ambiguity as decision theorists would call it. A proxy to measure this degree of ambiguity is the disagreement between raters. Next to insurance, banks indeed have that the highest. \%


{\% probability elicitation for continuous distributions. \%


{\%


{\%


{\%


{\% Seems to have said that he and von Neumann never intended EU for very small probabilities. “For example, the probabilities used must be within certain plausible ranges and not go to .01 or even less to .001, then be compared to other equally tiny numbers such as .02, etc.” \%}

{% real incentives/hypothetical choice: Consider simple choices between a sure outcome and a prospect. Do it both hypothetically and with real incentives. Find the usual bigger risk aversion for real incentives. But they also do EEG measurements to study neuronal effects. The abstract ends with “A higher N2 component for hypothetical payoffs revealed increased cognitive control for hypothetical decisions. These neuronal underpinnings indicate additional evaluation processes in hypothetical choice paradigms, which can explain the shift in risk attitude toward the expected value of a lottery.” They suggest that hypothetical may be cognitively better! (cognitive ability related to risk/ambiguity aversion) On hypothetical choice the authors, appropriately, write: “However, we also have to consider that there are special cases in which a realization of decision outcomes is not possible. For instance, outcomes related to questions of environmental damages, moral conflicts, losses, or very high stakes are often not realizable. In those cases, hypothetical decisions may still provide valuable information as good forecast indicators.” (p. 558; real incentives/hypothetical choice) %}


{% three-doors problem: This paper does an experiment on the three door problem. They investigate to what extent non-Bayesian updating, illusion of control, and status quo bias play a role. (updating: testing Bayes’ formula) The start of the paper is not good. As happens more often than not, the three door problem is not properly described. Here is the, incomplete, description that the authors give: Suppose you’re on a game show, and you’re given the choice of three doors: behind one door is a car; behind the others, goats. You pick a door, say No. 1, and the host, who knows what’s behind the doors, opens another door, say No. 3, which has a goat. He then says to you, ‘Do you want to pick door No. 2?’ Is it to your advantage to switch your choice? %}
What is missing in this description is that the host will deliberately always open another door that does not have the car. 


Collect data like Hey & Orme (1994), and fit four functionals: EU, disappointment aversion, RDU with power probability weighting, and RDU with the Tversky & Kahneman one-parameter family (the authors erroneously credit Quiggin 1982 for it). In their first analysis, they do within subject testing, assuming that within-subject choices are statistically independent which I find problematic. Their second test considers for each individual which theory fits best, second-best, and so on. Problem here is that close theories kill each others’ chances, in the same way as Nadar made Gore lose to Bush. According to the criteria used, EU is best, disappointment aversion second, RDU with power utility is third, and RDU with T&K weighting is fourth and last.


Discusses much literature on the common prior assumption, such as Carnap. 


Generalizes Morris & Shin (1997, ET) to nonEU.

Paper shows that individuals’ willingness to bet will exhibit a bid ask spread property in the presence of heterogeneous prior beliefs and asymmetric information. Pp. 236-237: “It is true that it is possible to imagine environments where strategic considerations are ruled out, and our individual nonetheless displays uncertainty aversion. However, it is argued that such situations are unlikely to be economically relevant.”

Footnote 24: “It would be interesting to test how sensitive Ellsberg-paradox-type phenomena are to varying emphasis in the experimental designs on the experimenter’s incentives.”


Value of information: Savagean EU maximizer can do decision with or without further info. Info can be favorable, leading to higher EU state, or unfavorable, leading to lower EU state. (This is different thing than Blackwell-like, as authors explain p. 310 bottom.) The authors give conditions for info to be valuable. Generalizations to nonEU by Morris (1996, JET) where essentially the same results hold. Here belief is through a logical operator.

{\% \%}

{\% \%}

{\% PE higher than CE; adaptive utility elicitation; CE bias towards EV: not exactly that, but, endowment effect induced bias of CE (certainty equivalent) towards risk seeking.

Seems to find, as do Hershey & Schoemaker (1982), that in standard gamble choices people focus on the sure outcome as their reference point. \%}

{\% questionnaire versus choice utility: A metastudy on conversions of introspection-based measurements into revealed-preference based utilities. Impressive! Using strict selection criteria, they were left with 46 empirical studies and 16 further studies shedding light on the topic. One thing they conclude (p. 87 2nd column) is that discrepancies depend more on the domain (which disease) than on the method used. They use the term descriptive measure for introspective-based measures and the term QALY for decision-utility based.

P. 67 top explains that often for practical reasons we cannot get revealed-preference based measurements and have to do with introspective measurements. \%}
risk utility \( u = \) strength of preference \( v \) (or other riskless cardinal utility, often called value): It has been widely understood that cardinality of utility has two different meanings. First, just the mathematical property of uniqueness up to unit and location. Second, that it can be given psychological interpretations. This paper discusses the issue anew, adding new literature. In the beginning of §2, the author writes “In his Manual, Pareto ([1909] 1971: 112 and 396) maintained that utility cannot be measured; i.e., that it is impossible to identify a unit of utility and express the utility of commodities as a multiple of that unit.” I regret that the author, as did so many, leaves out the crucial premise that Pareto added. Pareto made his claim only for the case where we only want to explain market demand and equilibrium.


The most central idea in decision under uncertainty, and the dividing line between Bayesian EU and nonEU, is the sure-thing principle. It was Savage’s (1954) main invention. How did the idea come about? I have wondered since my youth. It was mainly in exchanges between Samuelson and Savage, two of the greatest minds ever. This paper carefully documents the history and origin of the idea. It is very valuable to me, answering questions I had since my youth.

independence/sure-thing principle due to mutually exclusive events: The crucial point why the sure-thing principle is normative, is that it concerns separability about mutually exclusive events, between which no physical interaction is possible. (The interaction is only in the, confused, minds of nonEU maximizers.) P. 225 cites a May 11 1950 letter by Marschak who points it out to Samuelson, but Samuelson’s reaction is confused. He brings in utility and is confused that utility of tea and pretzels will interact, which is besides the point. P. 227 middle cites Samuelson (1950a) on properly criticizing the Friedman-Savage EU explanation of gambling and insurance with EU. Samuelson (1952 Econometrica) writes that much brooding on “mutually exclusive” in 1950 made him understand the importance of “mutually exclusive.” He does not credit Marschak there.

P. 229 cites Sept. 13, 1950 letter by Friedman where Friedman writes that under EU all preferences are completely determined by binary gambles: “Dear Paul: … It has never seemed to me obviously true or necessary that individual’s reactions to
complicated gambles should be completely predictable from their reactions to two-side ones—which has always seemed to me the fundamental empirical content of the Bernoulli–Marshall hypothesis.”

P. 230 brings up Savage’s letter of August 12, 1950, where he first formulates the sure-thing principle as a form of event-wise monotonicity (in the same way that every separability can be written as monotonicity).

On p. 231 this paper suggests that Savage (1954) used the term sure-thing principle only for his P2. But this is not so. It also included P3 (monotonicity w.r.t. outcomes) and P7. Only later it became a tradition in the field to use the term sure-thing principle only for P2, a tradition that I follow.

P. 231 shows that Samuelson had changed his mind on EU, and now considered it normative, in his letter to Friedman of August 25, 1950. It is nowhere stated that the mutual exclusiveness of events played a role in Samuelson’s considerations, whereas my memory (I read the relevant letters in the early 1990s) tells it did; but I must have been confused then. Looks like Marschak was the one to bring the argument in in this communication on the sure-thing principle. Note that von Neumann & Morgenstern (1944) repeatedly justify the addition-operation in their EU formula by emphasizing that it is about mutually exclusive events. %}


{ The intro argues that Friedman was the first to argue that the vNM cardinal EU utility U can be different than the cardinal economic utility u. The book discusses the historical role of Hölder (1901). It also discusses the mentalist vs. the instrumental view of utility.

A central theme is the distinction between cardinal utility and utility as a ratio scale, but I did not understand it and to me the difference is minor. Well, it becomes substantive if the 0 level of utility has a special meaning as a reference point, separating gains and losses, but this is not the distinction that the book makes.

P. 190, §11.8, writes: “After an initial period characterized by various changes of mind about the validity of EUT, the parties in favor and against stabilized, and the supporters turned out
to be significantly both more numerous and more academically prominent than the opponents.”


\% Surveys recent discussions of empirical status of preferences, mainly mentalism versus behaviorism. Pleas for more attention for recent nonEU theories and heuristics, and more discussions of realism/anti-realism. \%


\% Version of 1 June 2022: Discusses as-if (also called paramorphic) versus process (also called homeomorphic) modeling in behavioral economics. Puts relevant arguments on the table. Connects decision theory with philosophy (e.g. realism vs. antirealism). Lists many problems for process models: Transitivity is violated; researchers disagreeing. Therefore, goes against process modeling and pleas for strict as-if. My subjective opinion is opposite: The many problems for process models are not very different from problems for most models. Hold as much for as-if models. Some problems is not enough reasons to entirely discard process insights. Those did, and will, bring many good things. \%


\% Seems to find violations of RCLA. \%


\% Gotten from Ido Erev on 5 sept. 1990.

Tests effects of framing and talking with subjects on their violations of the sure-thing principle. Done before by MacCrimmon (1967) who did it with hypothetical choice. This paper uses real incentives. Those were grades for a statistics course … (I expect that ethical committees would not approve this nowadays, 2020.) All subjects received a simple verbal description. Some received, in addition, a matrix representation that made the common outcome
salient, and some in addition received a decision tree figure where the common outcome was not clear. In total, the matrix representation gave most verifications of the sure-thing principle (76%), the just-verbal almost the same (73%), and decision trees the least (65%). So, no spectacular results. The discussion never mentions the possibility that the matrix structure, which makes the role of the s.th.pr. more salient, may lead to more consistent choices not because such is genuine preference, but because this becomes an easy heuristic.


EU analysis if probabilities and utilities are not precisely known but are only inferred up to certain limits from observed choices.


Characterize maxmin choice.


Seems to show that under actuarially unfair coinsurance (loading factor in insurance premium) and EU with concave utility, no complete insurance is taken.

Seems to show that in a multiplicative growth process, under CRRA utility, preference in one round is equal to preference over any finite number of rounds. This follows trivially from CRRA. It means that one can do myopic optimization. In the same spirit, in an additive growth process (as in Samuelson’s “colleague example”) one can do myopic optimization under CARA utility.


Remarkably, Mosteller started as a mathematician, but later turned to psychology. Arrow (1982): first empirical test of EU.

P. 373 seems to argue that PE is difficult because probability is a more difficult concept than money (PE doesn’t do well)

P. 374 seems to argue against deterministic tests, and to favor probabilistic choice models; they let subjects repeat choices everal times

P. 377: they deceived subjects by giving them more money than said. (deception when implementing real incentives)

P. 383 mentions the utility of gambling. Pp. 402 discusses it more. “Indeed, the writers would prefer to defer discussion of this point until a way of testing arguments about it is provided.”

P. 385, end of 2nd column: a subject who violates probabilistic reduction (Wakker’s (2010) decision under risk assumption 2.1.2) by gambling rather on one hand than the other

Real incentives: repeated gambles for money, all with real incentives. Losses were also implemented. A losses from prior endowment mechanism was used although it might in extreme cases not cover all losses. P. 399 mentions that this gives an income effect. P. 400 mentions house money effect, that subjects became more risk seeking after prior gains.

inverse-S: Suggest that their data for probability transf. agree with Preston & Baratta’s but this is not much so. Sprowls (1953) says they are more variable. P. 397: For Preston & Baratta probability transformation (assuming linear utility)
intersects the diagonal at about 0.2, in this experiment at 0.5 for guardsmen, and not for the students (they are always risk averse). Domain: $[-0.05, 5.50]$

P. 398 has nice discussion of problem with transforming fixed probabilities, that they must violate transitivity and do not sum to 1. (biseparable utility) Then also, nicely, for two-outcome gambles, that subjects focus on a particular outcome, and let the other outcome have rest of unitary decision weight. This would be biseparable utility (RDU for two outcomes) if the particular outcome were always the best, or always the worst. Point out that for more than two outcomes the formula then is not clear.

**SEU = SEU:** p. 398 has good discussion, with footnote 16 pointing out that additive subjective probabilities if unequal to objective probabilities cannot be transforms of the latter.

P. 402, §VI.E: utility of gambling. %)


Impressive data sets (total N = 17,720! ) is used to investigate loss aversion. Throughout, loss aversion is confirmed. Many psychological factors underlying it are discussed. They cite much literature. Their data set contained over 3,000 millionaires, who also were loss averse for moderate stakes.

Loss aversion due to framing (what I call loss aversion is always due to framing, being reference dependent; genuine utility (reference independent) I call basic utility) is probably what the authors call “loss aversion rooted in preference construction,” referring to the constructive view of preference. The authors distinguish it from “rooted in status quo bias” and other factors (p. 408 1st column), but for me those need not be different and they can be one component in combination. In general, it is difficult to see how and to what extent different psychological factors are really distinct or overlapping/joining. The authors distinguish endowment effect from loss aversion, but I take endowment effect to be part of loss aversion.

One problem is that the authors do not consider utility curvature or probability weighting (or other concepts from risk theories) but ascribe all risk aversion to loss aversion. For instance, an indifference (0,.5:−300, 0.5:100) ~ 0 is taken to give loss aversion λ = 3. They sometimes discuss “rational risk aversion” and suggest to measure it in one study (p. 416), but that only uses an introspective question: “[W]here would your household prefer to put most of its savings and investments?” (1 = very low return/very low risk; 5 = very high return/very high risk)” and it is used as a covariate in regressions (taking away quite some of loss aversion). So, they do not really correct for utility curvature or probability
weighting. They also defend by saying that they also find loss aversion for millionaires. It can be argued that, because of the richness of millionaires, utility of small stakes should be linear, but it need not neutralize probability weighting, or other factors from other theories.

For cars taken as multiattribute objects, they measure attributewise loss aversion, finding that it is smaller for attributes better known to subjects (p. 414 1st column). Loss aversion is moderated by being young (p. 414 2nd column discussion has a typo on this), education, knowledge, and experience.

P. 408 2nd column writes that loss aversion is robust, but I think it is strong but very volatile.

P. 422 1st & 2nd column has the usual enthusiasm: “These results have important implications. … The finding that older people are more loss averse has substantial implications, … extremely important.”

A replication by Zeif & Yechiam (2022) does not find loss aversion for moderate amounts ($40), but of about 1.5 for $100. %

Mrkva, Kellen, Eric J. Johnson, Simon Gächter, & Andreas Herrmann (2020)


Application of ambiguity theory;

Measure ambiguity aversion in the traditional way, with choices between gambles on known/unknown urns, some hypothetical and some with real incentives (RIS). Ambiguity aversion is correlated with preference for known brand (not very surprising given that both concern a preference for known versus unknown). The effect is enhanced if ambiguity aversion is enhanced by a lottery choice prior to the brand choice (priming). %


Application of ambiguity theory;

**PT, applications:** nonadditive measures, incomplete markets;

**equilibrium under nonEU:** general equilibrium with incomplete markets explained using Choquet expected utility with convex capacity. %}


Portfolio inertia: There is an interval of prices at which an agent strictly prefers zero position on an asset. This is related to partition-wise preference as in source preference of Tversky & Wakker (1995). As often, the authors throughout equate ambiguity attitude with ambiguity aversion. So, source preference for A over B, in absence of ambiguity seeking for A, must then mean ambiguity aversion for B.

Proposition 3.a shows that, if source preference for \{A_1,A_2\} over \{B_1,B_2\}, then \(A_1 \cap B_1\) or \(A_2 \cap B_2\) must be ambiguous in sense of Epstein & Zhang (2001) by simple natural proof.

Proposition 1 is corrected by Higashi, Mukerji, Takeoka, & Tallon (2008), %.


Absence of indexation of loans is explained through maxmin EU/Choquet expected utility with convex capacity. %}


Use Choquet expected utility to analyze the topic of their title. %}


{% Cognitive interpretation of inverse-S: The more emotionally people think (measured using questionnaires), the more inverse-S probability weighting (cognitive ability related to likelihood insensitivity (= inverse-S)). Although the author several times refers to the relevance of utility curvature, probability weighting is measured assuming linear utility, which is reasonable for moderate amounts but could have been mentioned. The author, rightfully, points out that besides curvature also elevation is relevant. The experiment is always between-subject and thus is not as direct a test of the source method as when it had been within-subject. %}


{% Consider introspective judgments of value of money and relate it to loss aversion. When glancing through the paper I did not see the hypothesis mentioned that loss aversion is due, not to losses being more intense experiences than gains, but losses being weighted more, but I may have missed it. They find no clear results and end the abstract with psychologists’ favorite conclusion of context dependence: “Prospect Theory’s value function is contextually dependent on magnitudes.” %}


{% Historical review of early works of de Finetti etc. %}


{% Verbal text book on decision theory %}

The authors’ term loss is not related to reference points or prospect theory or the like. In their terminology, under EU, fear of loss is equivalent to concave utility.


The authors assume EU with utility $u$. They introduce an index $0 \leq \gamma \leq 1$ for a utility function $u$, an anti-index for the nonconcavity of $u$. $\gamma = 1$ means complete concavity, and $\gamma = 0$ means strictly increasing and not any restriction otherwise. $0 < \gamma < 1$ means that the function can have convexities, but not too pronounced, and bounded by $\gamma$. For $u$, we take the maximal $\gamma$ such that

$$0 \leq \gamma u'(y) \leq u'(x) \text{ for all } y \geq x.$$  

So, $u'$ may be increasing, but not by a factor more than $1/\gamma$, so to say. The authors give an extension to nondifferentiable functions through discrete approximations. Besides the definition using derivatives, there are also an equivalent integral and an equivalent $\gamma$-transfer formulation, and $1+\gamma$ stochastic dominance. The conditions are related to greediness and thriftiness conditions of Chateauneuf, Cohen, & Meilijson (2005). The dual definitions for nonconvexity are also given.

§3 explains that the authors’ concepts can well capture local convexities, e.g. due to aspiration or other reasons for local jumps in $u'$. Zank once told me an example: just above the level where you can buy a new house, marginal utility is steep.

§4.2 considers reference dependence and loss aversion. On a bounded interval $[-d, d]$, under concavity for gains and convexity for losses, $\gamma$ can be determined (both for nonconvexity and nonconcavity), involving loss aversion $\lambda$. They show that loss aversion can be reinterpreted as part of utility curvature.


Supervisors were Mokken and Saris. March 1998.

Uses generalization of bisymmetry to n dimensions, so, what Chew called event commutativity, to characterize the quasilinear mean. Ch. 2 describes an experimental test of the condition in the context of performances of students. 


Uses bisymmetry condition, for more than two states of nature, to get expected utility functional. Is formulated in context of aggregation over persons.


Extends the bisymmetry functional equation to n variables. More advanced results can be found in Nakamura (1990 JET, 1992, 1995) and an unpublished Chew (1989) paper.


Test it not for risk but for multi-attribute.

{% Reference-dependence in otherwise classical model. Cycles are excluded. %}


{% Risk attitudes in this paper concern uncertainties about own performance. Thus, the uncertain events are not Savagean in the sense of being completely outside of the control of the agent. %}


{% Refer to my Fuzzy Sets and System paper. %}


{% Extend the Schmeidler (1986) functional representation by considering functions of bounded variation. %}


{% probability elicitation %}


{% probability elicitation. Seem to mention that the U.S. National Weather Service (NWS) required its meteorologists since 1965 to give probability judgments in addition to their categorical forecasts of precipitation. %}

{\% probability elicitation \%

{\% Author is also cited as F.P. Murphy.
Small simplification of a point in Vind’s demonstration showing that Gorman’s theorem holds under connectedness rather than arcconnectedness. %}

{\% Describes, a.o., that Bernard (1865) meant to discredit probability theory’s applicability to medicine. %}

{\% https://doi.org/10.1287/mnsc.2016.2591
Reanalyze the data of a working paper Schulte-Mecklenbeck, Pachur, Murphy, & Hertwig (2018), with N = 142 and 91 choices between risky prospects with at most two nonzero outcomes, with both gains and losses. (§2). Use standard parametrizations of PT to fit data with Prelec’s two-parameter family.
P. 309, end of §1.1.2: “Prospect theory is arguably the most important and influential descriptive model of risky choice to date.” (PT/RDU most popular for risk)
P. 310, beginning of §1.2: “Multiparameter models’ estimation methods may be prone to overfitting and in doing so adjust to noise instead of real risk preferences (Roberts and Pashler 2000). This can sometimes be observed when parameter values emerge that are highly atypical and extreme. A common solution to this problem is to set boundaries and limit the range of parameter values that are potentially estimated.”
They propose a new hierarchical maximum likelihood estimation method (HML), which the estimates of an individual’s parameters are influenced by the
estimates of other individuals. This is also done in hierarchical Bayesian methods. I know too little about it to know where this paper is innovative in this regard. Pp. 310-311: “We therefore address to what degree an estimation method combining group-level information with individual-level information can more reliably represent individual risk preferences compared with using either individual or aggregate information exclusively.”

P. 312: Very unfortunately, payments are not what they are said to be, but when incentivized the authors divided all payoffs by 10. I never understood why researchers not just call payoffs what they are.

P. 317: for population fitting, for time 1 choices they find $\alpha = 0.73$ (power of utility; taken the same for gains and losses); $\lambda = 1.11$ (loss aversion); $\delta = 0.88$ (power of weighting function, being index of pessimsim), $\gamma = 0.65$ (likelihood-insensitivity index of weighting function), and for time 2 choices they find $\alpha = 0.73$ (power of utility; taken the same for gains and losses); $\lambda = 1.18$ (loss aversion); $\delta = 0.84$ (power of weighting function, being index of pessimsim), $\gamma = 0.68$ (likelihood-insensitivity index of weighting function).


Compared to a classical maximum likelihood estimation (only per individual without using population info), their HML method has, unsurprisingly, somewhat worse within-sample fit, but better out-of-sample prediction and more stability of parameter estimates.

P. 320 bottom: “The benefits of hierarchical modeling may, for example, diminish hen more choice data are available.”}


{A nice discussion of regret for decisions about prenatal screening for Down syndrome. Many women do not want to do screening so as to avoid regret in case of induced miscarriage, even if by all outcome measures screening is superior.}


seems that he introduced rational expectations.

PT, applications, loss aversion: Supports prospect theory; i.e., implications of reference dependence and diminishing sensitivity. They let participants exchange money/lotteries in a market setup, when outcomes are losses.

risk averse for gains, risk seeking for losses: Beautiful data supporting this. The resulting equilibria suggest risk seeking for losses, in agreement with prospect theory. When reframed as gains (pp. 818-819), the resulting equilibria suggest risk aversion! The latter was done for only one equilibrium with only 9 subjects.

real incentives/hypothetical choice: Hypothetical questions (called questionnaires) revealed results that nicely agree with real-incentive market behavior. Some more risk aversion for real incentives.
losses from prior endowment mechanism. Done. They must hope that participants do not integrate the total amounts.

Some results suggest that loss aversion (Conjecture 1, p. 820) and risk-seeking-for-losses (Conjecture 2, p. 820) decrease with experience. The latter nicely suggests that convex utility for losses reflects diminishing sensitivity rather than intrinsic value. I agree much with the interpretations in this paper.

The paper is strange in claiming that learning effects (reducing risk seeking for losses) would violate prospect theory, contrary to writings by Kahneman & Tversky (1986) and others that learning and incentives can make choices more rational.

random incentive system: P. 806 top of 2nd column uses it. Footnote 3 there states that the Holt (1986) compound-prospect argument can be ignored. %}


{%= %}


{%= time preference; Seems that they compare exponential to hyperbolic, do not consider increasing impatience; linear utility; hypothetical questions; data fitting on individual level; 12 subjects, no mention that they had problems fitting the data. %}


{%= %}


\%
K is a set of objects to choose from. V is a set of votes available to voters. Votes are to be taken abstractly. For every \( v \in V \), \( \alpha(v) \) is the number of voters who chose \( v \) as their vote. For every object \( k \in K \) and \( v \in V \), \( S_k(v) \) is the support that \( v \) gives to \( k \). The value of object \( k \) is \( \sum_{v \in V} S_k(v) \alpha(v) \), and the object \( k \) with the highest value is chosen. So, every \( k \) is evaluated through a k-dependent repetitions-approach (Wakker 1986) evaluation. \%


\%
Big Japanese data set is analyzed for relation between discounting, decreasing impatience, and smoking. Novelty is that sign effect (less discounting for losses than for gains) is incorporated. P. 1444 end of 4\(^{th}\) para they report that: “hyperbolic discounting estimated from monetary choice questions exhibits neither a predicted nor a stable correlation with smoking.” They criticize this measure for being noisy. The measure is derived from intertemporal indifferences (derived from choice list) about receiving in 2 days vs. 9 days, 90 vs. 97 days, and three of 1 month vs. 3 month. So, none considers immediate payoff and present bias.

P. 1448 explains that the authors use hypothetical choice citing three references (footnote 10) that find no difference. Given hypothetical anyhow, I would have preferred way longer periods because in short term there is little discounting.

They take another question, about whether people did homework fast in their youth (§3.2.2) instead as proxy for discounting. This relates positively with smoking. It can, however, be for reasons different than time attitude. For instance, both smoking and postponing homework are protest attitudes against parents. Sign effect in sense of making discounting less for losses can decrease smoking, which is what the authors claim, but also in sense of making discounting for gains stronger can increase smoking I would say. Opening sentence in §2 strangely connects Becker & Murphy (1988) with forward-looking.
In Table 4, the probability of rain at which one takes an umbrella is index of risk seeking

P. 1453 §3.3 nicely tests time incarcance: If time preference changes if both consumption and decision time change, but their difference remains the same. So, whether one can use stopwatch time. They have the longitudinal data for it, and find it violated. %}


{%
%
Theory is about complexity versus parsimony; it considers not only the number of parameters but also the complexity of the formula. %}


{%
error theory for risky choice; Does what title says. %}


{%
Seems that they point out problems of single-agent/representative-agent assumption in data fitting. %}


{%
value of information; rekenen geloof ik gewoon maar wat dingen uit binnen EU. %}


This paper follows up on Heinemann, Nagel, & Ockenfels (2009 RESTUD), HNO henceforth, adding a competitive entry game and doing neuro measurements. The first of the two games, the stag hunt game, is described in my annotations at HNO.

The second of the two games, the entry game, is as follows.

Imagine the 2-player game where each can choose safe (A) or risky (B), with payoffs, for some parameter $0 < x < 15$.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$x^x$</td>
<td>$x^{15}$</td>
</tr>
<tr>
<td>B</td>
<td>$15^x$</td>
<td>$0^0$</td>
</tr>
</tbody>
</table>

It is a competitive game. If both go risky, they lose. It is favorable to do what your opponent does not do. If playing against a random member from a big population, and most players do one thing, then it is best to do the other thing. There are two pure NE (Nash equilibria), (A,B) and (B,A), but none is symmetric so, they cannot arise in a symmetric game. The randomized NE is $(x/15: A, (15−x)/15: B)$ for both players. It has the intuitive property of increasing probability of choosing the safe $x$ as $x$ increases. It is symmetric and stable.

In both games, the authors measure for several values of $x$ whether players prefer A or B, and call the switching value the CE. As with HNO, this is an unconventional CE, and they also measure conventional CEs of lotteries, and by transitivity one can derive matching probabilities of the favorable event, being the opponent’s choice B in the stag hunt game and A in the entry game.

In the entry game, a level 2 player always does the opposite of a level-1 player, which in some situations leads to the paradox of less taking the safe
option x as x increases. Yet the switching value can still serve as a sort of CE. It does show that the effect of x on behavior is complex and sometimes antimonotonic. Therefore, it is not surprising that in the entry game the authors find more switches of preferences as x increases, what they call more entropy. They put this forward as an argument that the entry game is of a different nature. They use the term threshold strategy if there are no switches. Entry games also require more response time.

**game theory can/cannot be viewed as decision under uncertainty** (pp. 52-53 discuss it): They compare nature (my term; meaning: Generated by nature) uncertainty with strategic uncertainty. The latter is mostly related to higher-level, say level k, thinking. The stag hunt game is simple, requiring little strategic thinking, and the entry game requires much. They find that stag hunt is similar to risk, but entry is different, by neuro measurements (p. 53 4th para; p. 58 last column middle of 2nd para) and also behaviorally based on CEs and correlation.

P. 57 2nd column 1st para: CEs of entry games were even uncorrelated with those of risk and stag hunt games.

As do HNO, working with SEU, the authors suggest, following some other economists, that, the moment subjective probabilities have been assigned, the case is (like) decision under risk (abstract l. 3; top of p. 53; p. 58 2nd para l. 3; p. 59 2nd column 1st para last line; p. 59 2nd column lines −4/−6), and any deviation is taken as impossible to involve subjective probabilities. As I write at HNO, in the source method this is not so. Further, in the entry game, subjects can be perfectly Bayesian with subjective probabilities but still have less preference for the safe option x as it increases because they think it increases the probability of the opponent going for safe, so, it improves the risky probability of winning. They would do the same if such probabilities were generated by some natural process rather than a rational opponent, so that it need not necessarily be a difference between natural and strategic uncertainty.

P. 59: “The anterior insula thus reflects risk preferences and guides choice selection both in individual and [in] social settings.”

P. 60 penultimate para precludes that the findings are entirely driven by social preferences. It can still be that social preferences do play a role, alongside with other effects. %}

{% Considers n-tuples \((x_1, \ldots, x_n)\) in \(\mathbb{R}^n\) with \(n\) variable. I (not the author) interpret it as \(1/n\) probability prospects. Under EU, certainty equivalents, denoted CE, with utility denoted as \(\phi\), is \(\phi^{-1}(\phi(x_1) + \ldots + \phi(x_n))/n\), with \(\phi\) endogenous. This paper axiomatizes functions CE for which there exists a continuous strictly monotonic \(\phi\). The axioms are (reordered but kept author’s numbering):

(i) The function CE is symmetric;

(v) \(CE(a, \ldots, a) = a\);

(ii) Write \(CE(x_1, \ldots, x_r, x_{r+1}, \ldots, x_n) = a\); then \(CE(x_1, \ldots, x_r, x_{r+1}, \ldots, x_n) = CE(a, \ldots, a, x_{r+1}, \ldots, x_n)\);

(iii) CE is continuous and \(a \leq CE(x_1, \ldots, x_n) \leq b\) if each \(a \leq x_i \leq b\) for all \(i\);

(iv) \(x_1 < x_2\) implies \(x_1 \leq CE(x_1, x_2) \leq x_2\).

Condition (ii) is called associativity of the mean. It has a remarkable relation with vNM independence. It is a version of vNM independence: If \((x_1, \ldots, x_r) \sim a\) then \([r/n: (x_1, \ldots, x_r), (n-r)/n: (x_{r+1}, \ldots, x_n)] \sim [r/n: a, (n-r)/n: (x_{r+1}, \ldots, x_n)]\).

So: this can be taken as giving the vNM EU axiomatization for equal-probability prospects, which amounts to all rational-probability prospects, under the restriction of continuous utility!

To excite us even more, the theorem on p. 78 shows that constant absolute risk aversion is equivalent to linear-exponential utility!! (The theorem only states sufficiency but the text directly preceding states necessity.) %}


{% Discuss behavioral theories (social interactions models, self-control models prospect theory in health) in policy applications by three criteria: (1) providing new insights (2) properly applied; (3) corroborated by evidence. Only PT passes the tests. %}


Theorem 1 modifies the results of Nakamura (1990, JET) by giving the rank-dependent weighted-utility representation on a rank-ordered set, not on the whole product set.


The published 2009 paper “SSB Preferences: Nonseparable Utilities or Nonseparable Beliefs” gives these results but only for additive measures. The
nontransitive nonadditive results have never been published (at least not in 2010).

Transitivity and Additivity,” paper presented at Sixth FUR conference, Cachan, France.

Nakamura, Yutaka (1993) “Subjective Utility with Upper and Lower Probabilities on

Marvelous theorems, but written in a difficult, mathematical, manner. He does not
only consider sigma-additive probability measures but, more generally, finitely
additive measures. Because of that, he has to deal with ultrafilters, and has to
write complex definitions in §2 regarding step probability distributions. On p.
108 last two para’s he introduces n-tuples of outcomes and their cumulative
probabilities, as Abdellaoui (2002, Econometrica) will do later. Then he, first,
considers only three fixed outcomes (so, two-dimensional subspace!) and proves
everything there, as he also did in his 1990-JET paper etc. He can, obviously, put
his general representations of 1992 for general rank-ordered sets to good use.
Axiom 5 is, however, not just multisymmetry but rather it is very similar to act-
independence of Gul (1992, Assumption 2), as explained by Köbberling &
Wakker (2003 MOR). *Here is an explanation*. He uses Wakker’s (1993, MOR)
truncation continuity to obtain an extension to nonsimple prospects.

P. 104 penultimate para is correct. Nakamura has a rich probability space, and
a general consequence space. Wakker (1993) did the extension to nonsimple
probability distributions for general consequences, but had no underlying
preference foundation of RDU for simple probability distributions for general
consequences, but only for continua of outcomes or, at least, solvability for
outcomes (Wakker 1991, in Doignon & Falmagne, eds.).%

Spaces,” *Mathematical Social Sciences* 29, 103–129.

Adds a weak independence axiom, his Axiom 2, to the probabilistic sophistication
axioms of Machina & Schmeidler (1992), that is necessary and sufficient for the
M&S model to be RDU. Section 3 considers the case of unbounded utility, using my 1993 truncation continuity.


Nakamura, Yutaka (2002) “Additive representation without solvability if there is sufficient denseness.”

Nakamura, Yutaka (2004) “Considers set of lotteries preferred to status quo, equivalent to it, and worse than it, and characterizes it à la vNM.”

Nakamura, Yutaka (2005) “Does nontransitive generalizations in Aumann-Anscombe setup, but only for additive representations and not for nonadditive.”


Nonadditive measures are too general: The authors argue, and I agree, that weighting functions for uncertainty are too general, and introduce a special class after discussing preceding ones. m-separability means that there is a partition $A_1, \ldots, A_m$ such that, for a weighting function (= capacity) $W$, $W(E) = f(W(E \cap A_1), \ldots, W(E \cap A_n))$ with $f$ strictly increasing in each variable. It is a sort of ordinal additive separability of the elements of the partition. m-separability with respect to every partition will be equivalent to the additivity condition of qualitative probability I guess, and under sufficient richness will be equivalent to being a
monotonic transform of an additive probability measure as this is with probabilistic sophistication. %}


{% criticizing the dangerous role of technical axioms such as continuity: %}


{% %}


{% Theorems 2.8.2 & 2.8.3 on p. 83 shows that, if the Archimedean axiom is dropped in Hölder’s lemma, then the operation need no more be commutative. So, in the lemma of Hölder the Archimedean axiom has empirical content. The example is as follows: X is the set of affine functions ax + b on the reals with a ≥ 1 and b > 0. The operation o is functional composition, the ordering is f ≽ g if f(x) ≥ g(x) for all x sufficiently large (so, lexicographic in a,b). The operation is associative and f ≽ g iff f o h ≽ g o h. The operation is not commutative though, with f = 2x + 1 and g = x + 1 we have fog = 2x + 3 > 2x + 2 = gof.

The violation of commutativity is only infinitesimally small, so I’m not sure if this is really empirical content.

**cancellation axioms:** Theorems 5.2.1 & 5.2.2 give necessary and sufficient conditions for additive representation of finitely many preferences. Does not need weak ordering. %}


{% %}

Narens, Louis (2002) “*Theories of Meaningfulness.*” Lawrence Erlbaum, Mahwah, NJ.


Nascimento, Arnaldo & Che Tat Ng (2021) “Measuring Attractiveness and Discriminability,” working paper.

{% The authors provide numerical analyses of (source) preference and insensitivity for various parametric families of weighting functions w. As local index of source reference they take w(p) − p. For a subset S of [0,1], the index is the integral of w(p) − p. Over the whole [0,1] it, thus, is \( \int w(p) - \frac{1}{2} \). For an interval [q,r], the discriminability (opposite of insensitivity) is w(r) − w(q) − (r − q). This is equivalent to the integral of w’−1 over the interval. The authors consider w’s of bounded variation, then, I guess, am not sure, write w’−1 as the sum of an increasing and decreasing function, and whichever gives the bigger discriminability, that they take. They then numerically analyze the effects of parameters of parametric families on their measures. %}

Nascimento, Arnaldo, Che Tat Ng, & Richard Gonzalez (2022) “Measuring Attractiveness and Discriminability,” working paper.

{% This paper is the first to axiomatize the Goldstein-Einhorn probability weighting family. It corrects Gonzalez & Wu (1999), who claimed to have it but made a mistake. In the rest of this annotation, I present the maths in my own words.

Assume PT throughout. Consider the following preferences, which I, coincidentally, used in the tradeoff method, with XpY denoting the lottery (p:X, 1−p:Y):

\[
X_p Y \sim X_p Y' \quad \& \\
X_p Y' \sim X_p Y''
\]

It implies that Y’ is the utility-midpoint between Y and Y’’, as I often used. Here another implication is important: the first indifference means that the oddsratio of w at p is a utility-difference ratio. That is,

\[
\frac{w(p)}{1-w(p)} = \frac{U(Y) - U(Y')}{U(X) - U(X')}
\]

The second indifference gives, similarly, identical ratios

\[
\frac{w(p)}{1-w(p)} = \frac{U(Y') - U(Y'')}{U(X) - U(X')}
\]

Similarly,
X_qY \sim X'_qY'' gives a double ratio:

\[
\frac{w(q)}{1-w(q)} = \frac{U(Y')-U(Y'')}{U(X)-U(X')} = 2 \frac{U(Y)-U(Y')}{U(X)-U(X')} = 2 \frac{w(p)}{1-w(p)}
\]

Thus the oddsratio of w at q is twice that at p.

Gonzalez & Wu (1999) formulated a preference condition that this remain the same if we replace p and q by p' and q' where w has oddsratios t times those at p and q for any t'>0. If f denotes how the oddsratio of w depends on that at p, we get

\[
f(y) = 2f(x) \Rightarrow f(ty) = 2f(tx). \quad (*)
\]

Gonzalez & Wu erroneously thought that this implies linearity of f. But it does not. To wit, assuming f strictly increasing and continuous. Its domain and range are $\mathbb{R}^+$. Take any y and then x<y with f(y) = 2f(x). Write y = dx for d>1, where d abbreviates doubling. On [x, dx] one defines f arbitrarily given the preceding constraints.

**LEMMA.** For every integer n, f is uniquely determined on [d^n x, d^{n+1} x] and, further, f is uniquely determined on its whole domain.

**PROOF.** We have f(d^n x) = 2^n f(x) (Eq. * with y = dx and t = d^n and induction, similarly for negative integers n).

Further, take any z in [x, dx] and write it as tx. Then dz in [dx, d^2x]. f(dz)/f(z) = f(dx)/f(x) = 2. Inductively, f(t^n z) = 2^n f(z), similarly for negative integers n. f is uniquely determined on its whole domain. \[\square\]

One sees that the construction in the lemma is not only necessary, but also sufficient, for Eq. (*), and f need not be linear. It is a sort of periodicity. A special case is if f(2x) = 2f(x).

My first hunch to get a sufficient condition would be to add an indifference $X_pY''' \sim X'_pY'''''$ to the above ones, set $X_rY \sim X'_rY'''''$ to get

\[
\frac{w(r)}{1-w(r)} = 3 \frac{w(p)}{1-w(p)}
\]

and then treat it as above to get f(z) = 3f(x) \Rightarrow f(tz) = 3f(tx). I conjecture that this 3-fold periodicity of f, together with the 2-fold periodicity, implies linearity, as desired.

This paper takes a somewhat different, and more appealing, approach. It uses
three indifferences

\( X_p Y \sim X'_p Y' \) &
\( X Y' \sim X'_s Y'' \)
\( X_q Y \sim X'_q Y'' \)

Note that the only change is that the second indifference has \( s \) iso \( p \).

Similar algebra as above shows that the \( w \) odds ratio at \( q \) is the sum of those at \( p \) and \( s \). The authors then require that indifferences are maintained if we replace \( p, s, q \) by \( p', s', q' \) that have odds ratios \( t \) times those of \( p, s, r \). This gives a functional equation strong enough to imply linearity of \( f \).

This paper pp. 3-6 before §5 gives didactical account of the underlying functional equations. %


{\% Expert aggregation under ambiguity. Adopts Anscombe-Aumann framework and assumes identical risk attitudes. Two-stage reduction (p. 545) considers replacing the 2nd-stage lotteries by their CEs, to escape from violations of RCLA. Cites the advanced Domotor (1979), showing good knowledge of the literature. %}


{\% Characterize the general functional that satisfies certainty independence, and that is the point of departure of the variational model, maxmin EU, and Chateauneuf & Faro’s (2009) appealing variation on variational (not cited here). They do, nicely, cite Chateauneuf on his 91 foundation of maxmin EU. %}


{\% Axiomatizes a common generalization of maxmin EU and incompleteness-via-unanimity multiple priors, by considering a set of sets \( M \) of multiple priors, where for each \( M \) maxmin is done, and then preference holds if and only if it is
unanimous over all sets $M$ considered. Does it also for the variational model. Uses three-stage Anscombe-Aumann. \%


\%

Generalizes the recursive utility model by not having one second-order probability, but having maxmin EU there. So, it is like their 2011 JET paper, but not going for Bewley (1986, 2002)-type incompleteness but instead for maxmin. Figure 1 in this paper is a very small variation of Figure 1 of the 2011 JET paper. Strangely enough, they do not cite their 2011 JET paper. \%


\%


\%

Axiom 3 is IIA, not in the Arrow-social-choice sense, but in the revealed-preference sense, for multivalued choice functions. So, again, Nash was the first to have written it, preceding Arrow (1959).

Shubik’s 1982 book writes: “This section by John F. Nash, jr., was written as an informal note dated August 8, 1950; it is reproduced here with the permission of the author.” \%


\%

The author considers bargaining situations where all probability distributions over outcomes are available. Each individual maximizes expected utility over probability distributions with utility function $U$. It is an interval scale, i.e., is unique up to scale and location.

I disagree with p. 158, last sentence of penultimate para: “Of course, the graph is only determined up to changes of scale since the utility functions are not completely determined.” $U$ is an interval scale when representing risky preferences through the expected utility formula, but nothing in the world requires it to be that when an input to the bargaining solution. An example: assume that player 1 maximizes expected value
for risk. Then changing the unit of payment from cent to dollar, i.e., multiplying all outcomes by 100, does not matter for his risk attitude. But it may still matter much for his bargaining attitude. He may be willing to do many concessions if all outcomes are below $1000, but change much if the outcomes exceed $1000.

Nothing in the world precludes this. One may counter that the bargaining solution depending only on $U$ means that the info on what the underlying outcomes are should be forgotten but this is entirely unrealistic. In any application, one knows the outcomes better than their utility values. I have a similar problem with Ghirardato, Maccheroni, & Marinacci (2005); see my annotations there.}


{\% \%}


{\% \%}


{\% Assume preferences over matrices. They have an additive representation if and only if every row and every column is separable, under usual continuity and monotonicity assumptions. Nataf shows it under differentiability assumptions. It is known as the problem of aggregation, answering a question posed by Klein (1946).

Although Nataf’s theorem is correct, several authors complained that his proof is obscure. Clarifications are in van Daal & Merkies (1988). Gorman (1968) is useful here. \%}


{\% \%}

(NICE): in 2012 one QALY may cost £30,000 in the UK. In Holland, €80,000 has been mentioned informaly. 

National Institute for Health and Clinical Excellence

Responsible government agency for damage assessments in connection with oil spills (NOAA) appointed panel of economic experts to evaluate use of contingent valuation. Panel was co-chaired by Arrow and Robert Solow. Panel published a report containing a number of recommendations for contingent valuation.

They recommend binary contingent valuation ("referendum approach") iso open-ended questions.

Discussed by Johannesson, Jönsson, & Karlsson (1995)

Hypothetical WTP exceeds real WTP.


Paternalism/Humean-view-of-preference, & real incentives/hypothetical choice: Seem to write: “The survey instrument of analysis method shall provide a mechanism for calibrating hypothetical WTP to actual WTP. The trustee(s) shall document the rationale for the selected calibration mechanism. If the survey instrument or analysis method fails to provide such a mechanism or the trustee(s) fails to document the rationale for the selected calibration mechanism, actual WTP shall be presumed to be one-half of stated WTP.”


Probability elicitation; Rasmussen rapport


https://doi.org/10.1038/s41567-019-0758-3

No author is specified. It is the main editor Andrea Taroni. This editorial supports Peters (2019). It starts criticizing economics for assuming infinite growth whereas this cannot be because our resources are finite. It may not be clear at first where this strange claim comes from, or what it would serve for. It gets
clearer if one has read Peters & Gell-Mann (2016). That paper has weird and incorrect claims about all of economics making wrong assumptions about (un)bounded utility. Probably this was lingering in the editor’s mind one way or the other. Strange is then still that Peters & Gell-Mann, erroneously, claim that all of economics assumes that utility must be bounded, whereas this editorial criticizes economics for assuming no upper bound. Oh well. Strange is also that this beginning has nothing clear to do with the rest of the text, or it should be “just throw out anything negative about economists coming to mind.” The editors sentence

“Still, as the issue of climate change becomes ever more urgent, it is notable that natural scientists’ argument that economists ignore the limits of growth is, essentially, the basis upon which the case for action put forward by environmental activists such as Greta Thunberg rests.” illustrates that he is going for the grand picture, not hindered by knowledge.

The sentence

“For example, we now instinctively calculate expectation values with the implicit belief that they reflect what happens over time.”

further illustrates that he/she is just buying all the erroneous marketing of Peters. It also appears from the final text of the editorial:

“It may sound obvious to say that what matters to one’s wealth is how it evolves over time, not how it averages over many parallel states of the same individual. Yet that is the conceptual mistake we continue to make in our economic models. By correcting for this error when studying aggregate systems, it also becomes possible to make a statement that is pertinent to the issue Murphy was concerned with in 2012: a measure such as gross domestic product, an ensemble average, does not reflect individual wellbeing, a time average. There is therefore no need to optimize it blindly.

Another mindset is possible: it requires moving beyond average thinking.”

Sounds like, in my words: “Economics should stop taking averages.”


{% A very interesting paper. A subject may take 1:2 bets on an event if his subjective probability of the event exceeds $1/3$ as long as the stakes are moderate. But if the stakes are large then the subject does not do this anymore, because he starts doubting his own info (especially if the bet is with an opponent who, if setting large stakes, must be self-assured). So, the maximal stake that is still accepted is an index of the value of info. One of the very rare papers where a behavioral foundation is given to degree of confidence in subjective probability. %}


{% state-dependent utility %}


{% %}


{% %}


{% %}


{% criticisms of Savage’s basic framework: argues that states and acts are naturally given, consequences not but the consequence set is product set of acts and states. %}


**tradeoff method:** Axiom 4 on p. 143;

**event/outcome driven ambiguity model:** outcome-driven

This paper does not provide proofs but uses the formula “proof available from the author upon request.” It was done, as the author explained to me in an email of March 22, 2006, because the proofs were deemed simple, and not merely to save space. He uploaded proofs and explanations on internet in Sept. 06 on his homepage.

**source-dependent utility:** uses the Kreps-Porteus (1978) two-stage-expectation representation,

$$\text{EXPT}\left[ \varphi(\text{EXP}_{S}[U(f(s))d\pi])d\mu \right],$$

where $\text{EXP}_{S}[\ldots]$ denotes expectation over $S$, etc. The model is EU iff $\varphi$ is linear. It reinterprets the model for ambiguity, where $T$ does not reflect uncertainty at a different time as it does for Kreps & Porteus, but uncertainty from a different source of uncertainty for which there can be more ambiguity. Ambiguity aversion then results if $\varphi$ is concave, so that here we find smaller certainty equivalents. This paper generalizes the model to **state-dependent utility**, and considers local measures of risk/ambiguity aversion being matrix-generalizations of the Pratt-Arrow measure.

**biseparable utility violated %}

{ State-dependent extensions of smooth ambiguity models. }% 


{ games with incomplete information, correlated equilibrium %} 


{ % } 


{ measure of similarity %} 


{ measure of similarity; One point of discussion is the pros and cons of fitting individual or group-average data if there is much noise in the data. %} 


{ % } 


Also appeared as book: 

Discuss that decisions have often ignored the input of patients’ preferences and argue for it. Consider this issue, however, only in the context of planning clinical trials with the emphasis on the sample size that must be incorporated in a clinical test, and only for the probability tradeoff test.


utility families parametric: gives $1-\exp(-c(p^S)/t)$ as family of inverse-$S$ curves, is utility functions of Ron Howard.


dynamic consistency

Several subjects satisfy independence but then violate two or more of the dynamic axioms that imply independence.


It will not be surprising that I disagree with the criticism in this note. My 2010 book explains the case in §7.6. In short, the main problem with this note is that under RDU, w cannot just be applied to any probability as the author does, but
only to goodnews probabilities. If we transform badnews probabilities, then the dual of w should be taken. All confusions would have been avoided had the field used the more proper term rank-transformation or goodnews-probability transformation rather than probability transformation.


The model axiomatized: Every act f assigns to every state θ a nonempty set f(θ) of outcomes, an opportunity set (or menu). The agent has to choose between acts today. Then from f(θ) she has to choose one element (an outcome) tomorrow, and that is the outcome she ends up with. If her utility function tomorrow is vω, then she will choose the vω maximum from any opportunity set f(θ) tomorrow. Today she is uncertain about her preference and utility function tomorrow, an uncertainty expressed by a subjective probability distribution λ. So, for each state θ she takes the λ weighted average of those maxima. Next, of those she takes the µ weighted average, where µ is the subjective probability measure over the states of nature.


**Elementary explanation of preference for flexibility**

Assumes CEU (Choquet expected utility) with linear utility function. Under CEU, unambiguous events are meant to be those for which the capacity is additive. If on a collection of events the capacity satisfies additivity, then it need not be possible to extend it to the algebra generated by the collection while preserving additivity. This point is reminiscent of the definition of additive probability measures in probability theory, where these are first defined on subcollections and then extended to sigma-algebras, and the subcollections must be appropriate. Def. 4 defines unambiguous event as rank-independence of the total decision weight of such an event, so, the capacity being additively separable as regards that event. It does so in an Anscombe-Aumann type setting with linear utility. I think that this definition implicitly assumes that we have expected utility for risk,
also if it were formulated without committing to the Anscombe-Aumann framework. %}


ordering of subsets: The author considers a qualitative probability relation that need not be complete and represents it by a set of priors through unanimous representation (known way to get incompleteness). Gives preference axioms for it. The main axiom is the adaptation of the usual additivity. It here claims that for two equally likely events, each can be partitioned into two equally likely smaller
events, and then that the four resulting smaller events are equally likely again (it is formulated somewhat differently and less transparently, as splitting in Axiom 8 p. 1062, but the text following states that it is only used as I just described).

Richness is through equidivisibility: Each set can be split up into two equally likely subsets. Further continuity. A $1/k$ event is such that, in the terminology of Wakker (1981) the vacuous event and the universal event differ by at least $k$ times that event. It is used to define convergence, and then continuity. By equidivisibility, we can divide the universal event into $2^n$ equally likely events for each $n$. A very restrictive implication follows: All probability measures in the set of priors must agree on these events and assign the same probability $2^{-n}$ to them. Thus, they all agree on a rich set of events, and we in fact have a rich set of events with known probabilities, something like Anscombe & Aumann (1963) but, fortunately, without multistage setup, so, more like the hybrid models of Wakker (2010).

The proof is to split the universal event up into always more refined $2^n$ equally likely partitions, where the probabilities are $2^{-n}$ and then all dyadic numbers. All other events can then be calibrated. Abdellaoui used this method in several empirical papers.

In several places the author claims, and I disagree, that the aforementioned restrictive assumption (all priors agreeing on rich set of dyadic events) can hardly be avoided if one wants uniqueness (of convex closure). He only puts forward Example 1 on p. 1065, but this is only one example showing that without equidivisibility and with nonatomicity instead it does not work. There is much between equidivisibility and nonatomicity, and much besides nonatomicity too. (He also puts forward that any structure can be embedded in a larger structure that has equidivisibility, by adding objective-probability events, on p. 1057 penultimate para and p. 1066 last para) but, again, the same kind of argument can be used to defend virtually any richness assumption in any model whatsoever.)

In several places (e.g. p. 1055 next-to-last para, p. 1058 l. 5) the author writes that his model is to be taken as rational.

**questionnaire versus choice utility**: The author interprets the likelihood relation as a cognitive primitive, not based on observable preference and not uniquely related to betting-on but only through a one-sided implication (called
likelihood compatibility on p. 1056). He has been sympathetic to such interpretations since his youth, often referring to it in personal communications. He argues that taking the ordering as primitive is more convincing than taking the set of priors as primitive. He does not impose many restrictions on the likelihood relation and preferences over event-contingent prospects (acts), only a kind of stochastic dominance relation. He argues for the desirability of not having many such relations.

There is some rhetorics: P. 1056 penultimate para incorrectly suggests that the model advanced here is “the” formalization of verbal statements by Ellsberg (1961) and Schmeidler (1989), suggesting words from their mouths about incomplete cognitive likelihood ordering that they did not write themselves. A second example is p. 1057 top on models that relax the onesided implication of likelihood compatibility where the author writes that this “severs radically the connection between belief and preference” but has no argument to offer other than restating definitions.

P. 1070 has a mysterious suggestion that belief not just be cognitive likelihood relation but also corresponding behavior. It may reflect other suggestions elsewhere in the paper, also hard to understand for me, that the cognitive relation be only part of the belief and that there be more to belief.

End of paper considers utility-sophistication (preferences depend only on utilities of outcomes through some functional) and in terms of this derives results that multiple-prior preferences have the exact same set of priors as resulting from the likelihood ordering, with a central role for the dyadic events where all priors agree. %}


{\% ordering of subsets %}


{\% https://doi.org/10.1111/1468-0262.00321

%}


coalescing. Proposes a generalization of expected utility where the utility function depends on the number of outcomes. He assumes complexity aversion for gains (U for gains gets smaller as it relates to a lottery with more outcomes) and the opposite for losses. He shows that it can accommodate several violations of expected utility. %}


If a person does RDU, and turns down a gamble (p, 125; 1−p, −100) at every level of wealth, where w(p) = 1/2, then we get the same phenomena as Rabin (2000, *Econometrica*) got for the special case of w(1/2) = 1/2 (this is EU). Of course,
under common assumptions on \( w \), such gambles have to be more extreme and the examples are not empirically realistic anymore, so I think that this is no paradox for RDU. 


This paper considers a structure that is isomorphic to an additively decomposable structure, where the isomorphism (from the additively representable space to our structure) is \((x_0, x_1, \ldots, x_n) \rightarrow (x_0, x_1 - x_0, \ldots, x_n - x_0)\). It translates axioms that characterize additively decomposable representations through this isomorphism. That is, with \( x - x_i \) denoting \( x \) with \( x_i \) replaced by \( c_i \), for all \( i \) not equal to 0, \( x - x_i > y - x_i \) if and only if \( x - (c_i + \varepsilon) > y - (c_i + \varepsilon) \), for all variables in question, which is as usual. For the 0th coordinate, however, we now have \( (c_0, x_1, \ldots, x_n) > (c_0, y_1, \ldots, y_n) \) if and only if \( (c_0 + \varepsilon, x_1 + \varepsilon, \ldots, x_n + \varepsilon) > (c_0 + \varepsilon, y_1 + \varepsilon, \ldots, y_n + \varepsilon) \). The condition just stated is equivalent to the author’s self-referent separability. The additive representation maps, through the isomorphism, into \( u_0(x_0) + u_1(x_1 - x_0) + \ldots + u_n(x_n - x_0) \). It means that the \( x_j \)'s designate final wealth.

The Fehr & Schmidt (1999) model is a special case of this model. I do not agree with the author’s suggestion, on top of p. 687 and in the abstract, that he has now axiomatized the Fehr-Schmidt model. One reason is that an axiomatization of a special case of a general model can be way different than the general model (e.g. all quantitative models are special cases of the general quantitative representation that is characterized by transitivity, completeness, and countable-denseness, which does not mean that the latter result can claim all existing axiomatizations).

The model gives a nice point of departure for reference-dependence through differences, which can be useful in welfare evaluations and risky choice (prospect theory), etc. A difficulty with prospect theory is that under prospect theory it is natural to compare different options only if they have the same reference level.
The author defines constant absolute risk aversion by relating it to a common increase of reference level $x_0$ and the other final wealth levels $x_i$, so that changes w.r.t. $x_0$ ($x_i - x_0$) are unaffected. This implies separability w.r.t. the 0th coordinate and implies that the model depends only on the deviations w.r.t. $x_0$, $x_1 - x_0, \ldots, x_n - x_0$, and not on $x_0$ itself. It does not imply exponential utility.


{\% biseparable utility violated; source-dependent utility; event/outcome driven ambiguity model: outcome-driven:

This is the published version of Neilson (1993). Nothing essential was changed. The paper considers a two-stage setup as in Anscombe-Aumann with known probabilities and vNM EU in the second stage, but unknown (so, then subjective) probabilities and Savage-EU in the first stage. So, uses richness of state space. The utility functions in the two stages can be different, so that RCLA is violated. So, it is the smooth model of KMM, but with the two stages exogenously given, meaning that it is in fact the Kreps & Porteus (1978) model only with the first-stage probabilities subjective iso objective.

The first-stage (first here refers to left stage, the one resolved first temporarily) utility is more concave than the second-stage (interpreted as ambiguity aversion) if and only if weak risk aversion in the first stage holds in terms of second-stage utility units. This condition has a drawback. Using second-stage utility as inputs is not a big problem because these can readily be expressed as second-stage probabilities. However, using the first-stage subjective probabilities needed to define first-stage expectations in weak risk aversion is problematic because these are not given as empirical primitives, unlike in Kreps & Porteus where the first-stage probabilities were objective and not subjective.


{\% PT falsified: a useful paper putting PT to new tests and demonstrating that we need better parametric families.

The defenses of PT demonstrating that it accommodates the Allais paradox,
gambling, insurance, etc., have usually focused on only one of these phenomena. Parametric fittings of PT have not been checked yet for what they say about these known phenomena. This paper is the first, to my knowledge, to see if the parameters found for PT can do more and explain known patterns of choices jointly, and if the parameters found give plausible behavior outside the immediate paradoxes. The current parametric families don’t perform well. For example, the T&K families, if explaining the Allais paradox, must be very risk averse, too much to give much gambling for low probabilities. Similar observations apply to coexistence of gambling and insurance. Risk premia are calculated and often are not very plausible. 


*foundations of probability*: Argues that reasoning should be based on conditional probabilities, which can exist in a deterministic world if the conditioning statement need not be a complete description. Seems to assume, à la Carnap’s logical probability, that such conditional probability is objective. Then many philosophical problems can be solved. 


Do belief measurement in games for continuum of events, by assuming parametric family. Over strategies of each individual opponent: A unimodal beta distribution, a triangular distribution, the union of two or three triangular distributions, or the union of a unimodal beta and a triangular distribution, depending on what best fits. Joint distributions are probably obtained by assuming stochastic independence.


Can measure gravity at quantum level better than done before. So, they can better than before test the equivalence principle: Gravitational mass (how much a body of mass attracts other bodies; in Dutch “zware massa”) and inertial mass (how much a body of mass itself is attracted by other bodies; in Dutch “trage massa”) are the same.


Concave utility for gains, convex utility for losses: Gives an evolutionary explanation. Considers repeated-decisions problems from evolutionary perspective, building on Robson (2001). Takes utility as rewarding system optimized by individual, and sees when it best serves evolutionary survival. Then utility should be steepest in regions met most frequently, and where mistakes have most serious consequences. For intertemporal it can generate violations of stationarity. For risk it leads to a utility function convex below some point, concave above, where the point is the status quo that occurs most frequently. So, quite like prospect theory has it.


Dutch book


Lecture of Jan 2009

Neugebauer, Tibor (2009) “The Petersburg Paradox: 300 Years of Introspection and Experimental Evidence at Last,”
This paper axiomatizes discounted expected utility (DEU) in the Keeney & Raiffa (1976) multiattribute utility framework with probability distributions over n-tuples, where n-tuples are streams over time. The authors use, besides standard axioms giving expected utility, two special axioms. One amounts to weak utility independence, and the other amounts to additivity of the time measure over disjoint sets of timepoints. For the latter, sets of timepoints are identified with indicator functions assigning the maximal outcome to that set and the minimal outcome to its complement, utility is normalized to be 0 at the worst outcome and 1 at the best, and then the time measure of a set of timepoints is the expected utility of its indicator function. The latter axiom I haven’t seen before in the context of multiattribute utility, and it may be quite new.


Seems to be: Meta-analysis of 109 estimates of loss aversion from 33 studies about consumer brand choice. Find loss aversion of $\lambda = 1.49$ or 1.73 depending on method of analysis.


A nice new preference reversal:

A: 6 month free entrance at Rockefeller museum at $5$ [26.1%]

or

B: 18 month free entrance at Rockefeller museum at $5.50$ [73.9%]

A’: Single entry at Rockefeller museum at $5$ [66.7%]

or

B’: 18 month free entrance at Rockefeller museum at $5.50$ [33.3%]

even though A dominates A’. This violates dominance-transitivity of Diecidue & Somasundaram (2017).

{% information aversion!! Demonstrates a.o. that prospect theory can sometimes in special circumstances lead to information aversion; i.e., that there exists an example. %}


{% Seems to have written: “I can calculate the motion of heavenly bodies, but not the madness of people.” %}

Newton, Isaac (1687) “Philosophiae Naturalis Principia Mathematica.”

{% value of information: seems to argue that receiving info is always good in game theory, as long as opponents are not aware of it. %}


{% Studies critical regions based on maximal likelihood ratio from point of view of posterior probability, as Neyman & Pearson (1933) formulate it. %}


{% Seems to argue that the performance of a statistical procedure is only relevant in the repeated use and that it is a mistake to think in terms of learning about a particular \( \theta \). %}


{% Introduce “principle of likelihood.” For simple hypotheses that means going by the likelihood ration which is Bayesian. For composite hypotheses, you take quotient of upperbound likelihood over \( H_0 \) and upperbound likelihood over \( H_1 \). %}
I think that they did not use size of test as criterion here because in a later paper they will present that as new.


*Foundations of statistics:* This paper introduces their classical Neyman-Pearson model. In earlier paper they had introduced “principle of likelihood” which for simple hypotheses amounts to likelihood ratio and Bayesianism. (For composite hypotheses it does some, more or less ad hoc, upperbound taking of likelihoods before taking quotient.) Three things make NP take power and size, rather than likelihood ratio, as the basis of statistics. (1) Their desire for not using prior probabilities. (2) The frequentist interpretation that can be given to size and power. (3) The nice extension to composite hypotheses of size and power through uniformly most powerful tests in some important cases.

P. 293 and several other places refer to earlier Biometrika paper for introduction of “principle of likelihood” (see at that reference).

This paper may have been the first that relates it to the size and, thus, makes all of humanity go wrong for a whole century, in my (Bayesian) opinion. They explicitly motivate their approach by the desire of not using prior probability.

Introductory, p. 291, chooses words to go towards where they want to go: “Without hoping to know whether each separate hypothesis is true of false, we may search for rules to govern our behaviour with regard to them, in following which we insure that, in the long run of experience, we shall not be too often wrong. Here, for example, would be such a “rule of behavior”: to decide whether a hypothesis, H, of a given type be rejected or not, calculate a specified character, x, of the observed facts; if x > x₀ reject H, if x ≤ x₀ accept H. Such a rule tells us nothing as to whether in a particular case H is true when x ≤ x₀ or false when x > x₀. But it may often be proven that if we behave according to such a rule, then in the long run we shall reject H when it is true not more, say, than once in a hundred times, and in addition we may have evidence
that we shall reject H sufficiently often when it is false.”

End of introductory, p. 293, on the principle of likelihood:
“It was clear, however, in using it that we were still handling a tool not fully understood, and it is the purpose of the present investigation to widen, and we believe simplify, certain of the conceptions previously introduced.”

P. 295, around Eq. 11: “Principle of likelihood.”
For simple hypotheses that means going by the likelihood ratio which is Bayesian. For composite hypotheses, you take quotient of upperbound likelihood over $H_0$ and upperbound likelihood over $H_1$.

P. 296, again talking towards where they want to go:
“From the point of view of mathematical theory all that we can do is to show how the risk of the errors may be controlled and minimised.

The principle upon which the choice of the critical region is determined so that the two sources of errors may be controlled is of first importance.”

P. 296 explains, on the two errors in statistics: “in determining just how the balance should be struck, must be left to the investigator.”

P. 297, 1st paragraph (last 1.5 page of §II), then says that the probability of incorrectly rejecting $H_0$ can be controlled to be what they denote by $\varepsilon$ (that’s the level of significance), and rest of paper then takes that as criterion. So, here is the dramatic moment when the 20th century statistics went the wrong way. P. 298, Eq. (15), displays the significance level criterion formally.

The same page says “as far as our judgment on the truth or falsehood of $H_0$ is concerned, if an error cannot be avoided it does not matter on which sample we make it.” I disagree. First, the more extreme the sample, the more one will believe the incorrect hypothesis. Further, if there are several alternative hypotheses, I can imagine that the error of kind I (false rejection of $H_0$) is more serious as the sample suggests more that an alternative far remote from $H_0$ is true. I do not understand the footnote added by NP there. NP continue with “It is the frequency that matters” which is of course where they are heading for, so which may explain their assumption. They argue for the same point more explicitly in their 1933 paper in Proceedings of the Cambridge Philosophical Society 29, p. 497, where they write that errors of type I (incorrect rejection of $H_0$) are essentially different than of type II. They write that all incorrect rejections of $H_0$ are equivalent, no matter what the sample, but not so all incorrect acceptances of $H_0$ (then it will depend on alternative hypothesis that
is true they say). They probably write this to justify their consideration of frequency of incorrect rejections of $H_0$. It seems quite implausible to me. The more extreme the sample is, the more one, incorrectly, believes in the alternative and, if there are more alternatives, the more remote is the alternative hypothesis now incorrectly assumed instead of $H_0$ so, the worse it seems to me.

P. 300, Eq. 24 derives lemma of Neyman-Pearson as it is called nowadays (1980-2023), that, for simple hypotheses, to have most powerful test at given significance level, one should maximize likelihood ratio. Then later it is extended to composite hypotheses. P. 301 points out, in the context of simple hypotheses, that also Bayesian approach would go by likelihood ratio: “In this case even if we had precise information as to the a priori probabilities of the alternatives $H_1, H_2, \ldots$ we could not obtain an improved test.”

P. 308 second paragraph discusses prior probabilities. “But in general, we are doubtful of the value of attempts to combine measures of the probability of an event if a hypothesis be true, with measures of the a priori probability of that hypothesis. The difficulty seems to vanish in this as in the other cases, if we regard the $\lambda$ [is likelihood ratio criterion] surfaces as providing (1) a control by the choice of $\varepsilon$ of the first source of error (the rejection of $H_0$ when true); and (2) a good compromise in the control of the second source of error (the acceptance of $H_0$ when some $H_1$ is true). The vague a priori grounds on which we are intuitively more confident in some alternatives than in others must be taken into account in the final judgment, but cannot be introduced into the test to give a single probability measure.”

P. 313, on prior probabilities over composite hypothesis to take some average of size etc.: “We have, in fact, no hesitation in preferring to retain the simple conception of control of the first source of error (rejection of $H_0$ when it is true) by the choice of $\varepsilon$, which follows from the use of similar regions. This course seems necessary as a matter of practical policy, apart from any theoretical objections to the introduction of measure of a priori probability.”

Rest of paper elaborates on many cases and examples.

Summary repeats criterion of first fixing level of significance and then optimizing power, calling it “A new basis has been introduced” %

P. 493 is explicit on their desire not to use prior probability and also on them being seduced by the unfortunate coincidence of size having a long-run meaning: “Yet if it is important to take into account probabilities a priori in drawing a final inference from the observations, the practical statistician is nevertheless forced to recognize that the values of $\varphi_i$ [the prior probabilities of the hypotheses] can only rarely be expressed in precise numerical form. It is therefore inevitable from the practical point of view that he should consider in what sense, if any, tests can be employed which are independent of probabilities a priori. Further, the statistical aspect of the problem will appeal to him. If he makes repeated use of the same statistical tools when faced with a similar set of admissible hypotheses, in what sense can he be sure of certain long run properties?”

P. 502/503 points out that sometimes numerical measures can be assigned to the consequences of both types of error and then expectation of those measures should be taken.

P. 507, Definition D, in definition of most powerful test given significance level, uses explicitly the words “independent of the probabilities a priori.”


The paper studies what its title says, using prospect theory rather than expected utility, but has a negative finding: no relations.


{cancellation axioms:} Consider for finite two-dimensional set $X_1 \times X_2$ with $|X_1| = m$, $|X_2| = n$, how many cancellation axioms are needed to imply all cancellation axioms. $m = 4$ and $n = \ldots$ needs cancellation axioms up to order 6. %}


{utility of gambling %}


{risky utility $u =$ strength of preference $v$ (or other riskless cardinal utility, often called value), is based on just noticeable difference. %}


{total utility theory;}

P. 1848, on ordinalistic revolution: “In a very important sense, these changes represent an important methodological advance, making economic analysis based on more objective grounds. However, the change or correction has been carried to an excess, making economics unable to tackle many important problems, divorced from fundamental concepts, and even misleading.”

P. 1848 also describes the similar behaviorist/cognitive (citing Chomsky on latter) revolutions in psychology.

P. 1848 and 1854 mention that Arrow’s impossibility theorem shows that social choice without cardinal utility doesn’t work. (*Arrow’s voting paradox* $\Rightarrow$ ordinality does not work)

P. 1851 cites many hostile references against [*risky utility $u =$ strength of preference $v$ (or other riskless cardinal utility, often called value)* ]

P. 1851 and further assume as given a cardinal index of happiness and suggest that as basis of cardinal utility, also: *risky utility $u =$ strength of preference $v$*
(or other riskless cardinal utility, often called value), based on just noticeable difference. %}


{% risky utility u = strength of preference v (or other riskless cardinal utility, often called value); p. 213: “Thus, these subjective cardinal utility functions exist before the vNM construction is used.” [italics from original] Gives many nice refs. %}


{% tradeoff method: Assumption 2 is an analogue of TO consistency, stated directly in quantitative terms. %}


{% C-E analyses for public funding etc. from happiness perspective. %}


{% updating under ambiguity with sampling: Ambiguity with learning has more heterogeneity than without. Learning is in a bid-ask context, with a maxmin EU. %}


{% %}


{% Consider distortion functions as coherent risk measures. Those distortion functions are nothing but Quiggin’s (1982) RDU for risk, but there is no cross reference, although they do cite Schmeidler for the Choquet integral. Consider %}
transformation functions derived from probability distribution functions and their roles in Black-Scholes, for instance. Under realistic generalizations of B-S, risk neutral probabilities are less convincing.


Seems to have given a nice example of purported violation of transitivity: “Nothing is better than eternal happiness. A ham sandwich is better than nothing. Therefore, a ham sandwich is better than eternal happiness.”


Give statistical arguments that gains and losses cannot be combined just like that and better be treated separately, in a large-scale study of some 6,0000 patients.


Subjects repeatedly gamble on drawings with replacement from an unknown Ellsberg urn, where the sure-thing principle is tested each time. In one treatment, subjects are informed about the result of the drawing each time, so that they get to
know the composition of the urn, and in the other treatment they are not. The latter is called “learning through mere thought,” and the former is called “statistical learning.” Learning through mere thought reduced violations of the sure-thing principle, but statistical learning does not. The latter is surprising and the authors write that they have no explanation for it. 


In 1943, Niebuhr wrote the following prayer, often cited and called the Serenity Prayer:

“God, give us grace to accept with serenity the things that cannot be changed, courage to change the things that should be changed, and the wisdom to distinguish the one from the other.”

He wrote it for the Congregational church in the hill village of Heath, Massachusetts. It is quoted as an epigraph in the beginning of the 1976 book, on the page preceding the preface. This book contains sermons etc. by him, edited by his wife Ursula M. Niebuhr after his death. She explains about the serenity prayer on p. 5.

Two Dutch translations are:

Geef mij de kalmte om te aanvaarden
wat ik niet kan veranderen
de kracht om te veranderen wat ik kan
de wijsheid om het onderscheid te zien.

(Amnesty International, 1999)
Geef mij de innerlijke rust om de dingen, die ik niet kan veranderen, te aanvaarden, de moed om datgene te veranderen waartoe ik bij machte ben, en de wijsheid om te zien waar het verschil ligt (source unknown).

A variation of the prayer is cited in Vonnegut, Kurt (Jr.) (1969).}


{% Life expectancy cannot be an ultimate criterion because the utility of life duration can be nonlinear. %}


{% dynamic consistency; value of information

What the author calls compound lottery concerns uncertainty to be resolved about future events. What she calls information structure refers to past (unknown) events. The information is carefully arranged to be noninstrumental. This means that by any rational theory it should be worthless. Subjects prefer to receive info about past events early on, but prefer not to receive such info early on for future events. Because by rational theories, the info is worthless, minor psychological effects to select from indifference could drive the results. However, subjects are willing to pay for their preference. Experiment demand?


{% https://doi.org/10.1257/aer.20201550

%}


{% %}

This paper assumes EU with risk aversion, implying concave utility. Then we are close to differentiability. Given concave utility, necessary and sufficient conditions are given for differentiability that amount to excluding first-order risk aversion, by requiring risk premia and probability-risk-premia to vanish when stakes get small. Such a preference condition involving limits has the same observability status as continuity.


*common knowledge*


*Dutch book*: Studies de Finetti’s ideas about finite versus countable additivity. I must say that I find these ideas very uninteresting, and they illustrate for me the limitedness of de Finetti. The paper shows that de Finetti’s ideas lead not only to finite additivity but also to the use of nonconstructive concepts (for me, from the country of Brouwer, further reason to find it uninteresting), and relates it to Hahn-Banach’s theorem.


Measure risk attitudes in a number of ways. One is by the choice list. Others are by introspective and hypothetical questions N = 300 households. They have significant but small correlations. Associated with age, gender, education, but not with wealth.


Their 2020 paper provides a correction.

Nice explanation of hierarchical Bayesian estimation, done for PT. The authors use exactly the same parametric family as T&K’92 and as in Example 9.3.1 of Wakker (2010). They run into big numerical problems for estimating loss aversion and discuss it extensively but do not pin down the mathematical reason. That mathematical reason is described in §9.6 of Wakker (2010). P. 89 2/3 at 1st column: The authors recommend using the same power for gains and losses so as to fix utility and disentangle utility from loss aversion, and use this as $\alpha = \beta$ restricted PT in the rest of the paper. That this restriction avoids all kinds of numerical problems is explained in §9.6 of Wakker (2010).%


SPT iso OPT: In their 2011 paper they did probability weighting incorrectly, using the Edwards-type separate-outcome weighting. They now discovered it and, taking a principled stance, went public with correcting it. Nothing substantial changes in the results.%


How people develop awareness of probability/statistics, and how that is also 
matter of evolution of awareness.}

Use of Statistical Heuristics in Everyday Inductive Reasoning,” Psychological 
Review 90, 339–363.


revealed preference: on compact path-connected space, a single-valued choice 
function defined on all finite subsets cannot be continuous.

Nishimura, Hiroki & Efe A. Ok (2014) “Non-Existence of Continuous Choice 

Shows that every (continuous and) reflexive binary relation on a (compact) metric 
space can be represented by means of the maxmin, or dually, minmax, of a 
(compact) set of (compact) sets of continuous utility functions.

Maxmin utility representation: $x 
\succeq y \sup_{S \in \mathcal{S}} \sup_{u \in \mathcal{S}} (u(x) - u(y)) \geq 0$. Here $\mathcal{S}$ is a 
collection of sets of utility functions, and $\mathcal{S}$ is a set of utility functions. This can 
be done with $u$ continuous for every reflexive $\succeq$. One can also take, dually, a 
minmax representation. There is no clear uniqueness result for the sets to be 
chosen. Because there is much richness in the sets to be chosen, one can always 
choose the utility functions continuous.

Nishimura, Hiroki & Efe A. Ok (2016) “Utility Representation of an Incomplete and 

revealed preference: A variation of Afriat’s theorem that allows for general 
choice domains. It considers a one-dimensional representation, defining
rationalizability (this formal term is common in this field, which I regret) as the choice set being a SUBSET of the preference-best elements but, and this is the central issue of this paper, the preference relation should satisfy a dominance relation. Richter (1966) gave completely general (for general choice domains) necessary and sufficient conditions when rationalizability is defined in the more common sense of a choice set being identical to the preference-best elements. Further results are given, including continuity and intertemporal properties. %}


{% Define more uncertainty averse under CEU (Choquet expected utility) as one capacity dominating the other. Show then that more uncertainty averse makes laborers search shorter for new job, whereas more risk averse makes them search longer. %}


{% EU+a*sup+b*inf; they do it with a = 0, so, only with overweighting of worst outcome and not of best, in the Anscombe-Aumann framework, using the Schmeidler axioms with the needed further restriction. They do not cite predecessors such as Gilboa (1988) or Jaffray (1988). %}


{% Whereas an increase in risk increases the value of irreversible investment, an increase of ambiguity (equated with maxmin EU here) decreases it. %}


{% Sally Carck lost two children in a row due to cot or SIDS. A judge judged that this, twice in a row, was so unlikely that he convicted her for murder. Many statisticians and others protested. She was later acquitted. The case is often used to
illustrate deficiencies of p-values as opposed to Bayes factors (foundations of statistics).


In his JET 2009 paper he took a discounting model with time-dependent utility. Here he takes outcome-dependent discounting. This is, of course, very unidentifiable, where we can always redefine a new outcome-dependent discount function as simply the product of utility and discounting, with then utility constant 1. He then observes that timed outcomes (only at one time point a nonzero outcome) do not identify discounting. Even if discounting is outcome independent then such a multiplicative representation indeed gives the utility and discount functions up to a joint power only, leaving power unidentifiable.

Standard measurement theorems show that with more than one nonzero outcome, the power and the whole model become identifiable. The author shows how we can derive functional equations from preference, basically by translating into present value. He uses a variation of the Thomsen axiom to get discounting outcome-independent.


Axiomatizes a model $V(x,t) = \delta(x)^t U(x)$, so, constant discounting but with outcome-dependent discount factor. Using my tradeoff technique (writing $\sim^*$ iso $\sim^0$), the main axiom, weak stationarity, requires that $[0,\tau] \sim^* [t, T+\tau]$ implies that these are $\sim^*$ with respect to the $\lambda/1-\lambda$ mixture, being $[\lambda t, \lambda (T+\tau)]$. Indeed, $\frac{\delta(s)^0/\delta(l)^0}{\delta(s)^t/\delta(l)^{T+\tau}}$ requires that these ratios equal $\delta(s)^{\lambda t}/\delta(l)^{\lambda (T+\tau)}$. In all of this, the outcomes $s$ and $l$ are used as gauges, so, the axiom is necessary.


Current self reckons with future selfs. The model incorporates self-control and a magnitude effect: magnitude-decreasing impatience.


% utility elicitation; p. 560: domain and framing effects for direct scaling; p. 565 discusses reflective equilibrium.


{% Use PE (if I remember well, they call it SG) to measure SF-6D. Mention the floor effect of PE that other methods do not have (PE doesn’t do well). Find health states that affect utility most. 5% of health states is valued below 0 (death). Argue that this is for Australian health states. Why it would not be for other countries I do not understand. Do not compare to other (such as not PE) methods, but mention that as topic for future research. %}


{% %}


{% preference for flexibility %}


{% foundations of statistics: This paper argues for preregistration of statistical analyses, and of all of them it seems. The authors nicely write nine challenges for preregistration, the main point being that, especially in exploratory research, often unforeseeable things happen at unforeseeable times during the study. They suggest solutions but those I usually found weak. A challenge not mentioned for preregistration combined with pre-journal-commitment is that for many studies they are only of high interest under particular results, and not under all. If a paper finds that a medicine against a disease (e.g., corona) works then that paper deserves wide attention. However, if it finds that the medicine does not work, then the value of that finding is not zero but positive, but it is only slightly positive and needs to be known only to a few specialists. %}
For most studies, preregistration cannot be. Without it, it is unverifiable to what extent a researcher used prior or post prediction. This may explain why, for virtually all researchers who did not preregister, they do not even try to explain what was pre- or post-prediction. This is a problem for p-values, but not for Bayesian statistics reporting Bayes factors. I, as a Bayesian, think that the blame for these problems goes to the unsound concepts of classical statistics.

The term “revolution” is heavy and people should not just use it. I feel that here in this title it is overblown. %}


{% Vickrey does better than BDM (Becker-DeGroot-Marschak). %}


{% real incentives/hypothetical choice: p. 335 reports no differences. Measure risk attitude, prudence, temperance, in LISS representative sample of Dutch population (assuming EU), finding these phenomena confirmed. Prudence is positively related with saving, and temperance is negatively related with risky portfolio choices.%

decreasing ARA/increasing RRA: p. 355. Their hypothetical choices suggest increasing relative risk aversion.

Have nice discussions of the pros and cons of adding control variables. %}


{% real incentives/hypothetical choice: find no difference (p. 169).

Use LISS data panel. Risk aversion was measured by five choices between a sure option and a lottery. Religious people are more risk averse. Driven by their different social life more than by religion. %}

{\% Finds that people are more risk averse for present payment than for future payment. Focuses on literature from experimental economics, and does not cite works by Prelec & Loewenstein, Keren & Roelofsma, Read, or others. \%}


{\% Argue that reference point depends on intentions. If you decided before to buy something, you don’t perceive the payment of money as a loss. \%}


{\% \%}


{\% This paper presents the Pasadena game:

As in St. Petersburg game, a fair coin is tossed until the first heads shows up. If it is on the nth toss, you receive \((-1)^{n-1}\frac{2^n}{n}\), in utility units. So, the payments are 2, –2, 2½, and so on. A first attempt to calculate EU may concern the limit

\[\lim_{n \to \infty} 2^{-n} \times (-1)^{n-1} \frac{2^n}{n} = 1/2 - 1/3 + 1/4 - 1/5 \cdots = \ln 2.\]

But it is debatable, because both the positive and the negative part have expectation \(\infty\). Hence according to the most common Lebesgue integration, EU is undefined. It can be turned into anything by re-ordering terms. This paper, and several follow-ups by the authors, discuss it. A later paper is Hájek & Nover (2012 *Synthese.* \%)


{\% \%}

{\% Discusses vNM utility measurement in a prescriptive vein, recommending interactively. Fixed-state means probability equivalent. %\}


{\% On bipolar scales. %\}


{\% Seems to have been the first who published Newcomb’s problem, says that the physicist William Newcomb first formulated it. %\}


{\% probability elicitation %\}


{\% methoden & technieken %\}


{\% methoden & technieken %\}


{\% Mathematical results on optimizing EU with power (CRRA) utility. %\}

{\% Information Technology (IT) project escalation can result from the deaf effect: If the agent fails to heed risk warnings communicated by others. This paper investigates how the MRR (messenger (= auditor)-receiver-relation) impacts the deaf effect. If the messenger is collaborative then the deaf effect is smaller than if she is an opponent. They test such things in experiments. I wonder if this could be corrected for trust and selective-reporting-by-the-messenger. For prospect theory, their hypothesis H3a matters. It predicts that the influence of MRR on the deaf effect is weaker for losses than for gains. The idea is that losses give more risk seeking and, hence, more willingness to pursue. I wonder how it is in not considering risk seeking/aversion, but the CHANGE of risk seeking/aversion. Even one level more, the deaf effect itself already is not about the absolute level of risk seeking, but about a CHANGE in risk seeking.

P. 5 1\textsuperscript{st} para: In escalation situations, people rather add resources to a project after losses so as to recover. Let me add that this is a 2\textsuperscript{nd} order effect because 1\textsuperscript{st} order is that things with losses are bad and, hence, are avoided henceforth.

P. 7 1\textsuperscript{st} column last para: “Student subjects were deemed to be appropriate for this experiment because framing is a cognitive bias that should not be a function of work experience.”

\%}


{\% foundations of statistics: criticizes hypothesis testing. \%}


{\% foundations of probability: broad-audience explanation of the central issues. \%}

Probability elicitation: applied to experimental economics; proper scoring rules-correction: Elicit subjective probabilities of beliefs about opponents’ strategy choices in a 2 by 2 game. They also estimate such probabilities based on (recency-overweighted) observed choice frequencies of opponent’s choices (fictitious-play beliefs). The subjective probability expressed by a player better predicts his strategy choice than the other probability. Although the authors emphasize this finding much, it is in fact trivial! (The authors mention it on p. 992, beginning of §3.1.6, but I disagree with their defenses.)

The subjective probabilities, depicted for instance in Figure 2 on p. 980, are too extreme and variable (and remain so, see top of p. 981), and often are 0 or 1. This suggests that subjects took these as proxies/justifications of what their own strategy choices would be (as per the referee’s/editor’s suggestion in footnote 20 on p. 986), and did not understand the proper scoring rules.

The subjective probability judgments predict the opponent’s strategy choices worse than the observed-frequency estimations (§3.1.3 at pp. 985 ff) according to Brier scores. The linear distance, advanced by the authors in defense of subjective probabilities at the end of §3.1.3, is not proper and should not be considered. For instance, it favors always estimating a probability as 1 as soon as the true probability exceeds 0.5 and, thus, favors extreme judgments rather than true judgments.

Abstract 1st sentence claims novelty on something done before (eliciting beliefs from choices, well, in context of learning). Abstract ll. -5/-4 repeats it. The uninformative 3rd sentence of the abstract is characteristic of this paper: “What we find is interesting.” (This sentence is repeated at the end of the first para of the conclusion, p. 1003.) P. 972 l. -15: “Our original research plan …”

P. 976 writes that the quadratic scoring rules formulas were given to subjects just like that. %}


{Empirical tests of bargaining solutions %}


strong sense is violated. It assumes constant zero discounting with one exception: The presence, the current period, receives higher weight (present-biased preference). It assumes that one action has to be chosen only one time (e.g. write a report), yielding a cost at some later time and a reward at some, possibly different, later time. §IV considers what the authors call welfare considerations, meaning the undiscounted total utility. This terminology suggests that the authors view zero discounting as normative, an assumption to which I am sympathetic.

For costs, sophistication counters the overweighting of the presence which is always good from the zero-discounting normative perspective (Proposition 3). For current reward, sophistication can do anything, also exacerbate the present-bias (Example 2). For example, the sophisticated person foresees that he will exhibit presence-bias in the future and therefore consume “too” soon, which decrease in future utility is just enough to make him completely give in to current presence-bias and consume immediately. He thereby lowers the normative undiscounted total utility.

P. 103 defines time consistency in the usual ambiguous way. (time consistency stated ambiguously %)


A didactical paper on EU, loss aversion, probability weighting, giving much attention to Bordalo, Gennaioli, & Shleifer’s (2012) salience theory. It is very accessible and, therefore, without depth.


foundations of probability; foundations of statistics;


{\% Name is also spelled as Occam. Lived between 1285 and 1349, “What can be done with fewer (assumptions) is done in vain with more.” See Paul Edwards (ed., 1967) “The Encyclopedia of Philosophy” 8, MacMillan, New York. \%

Ockham, William of (1285–1347/49)

{\% Seems to find loss aversion and reference dependence, and the disposition effect. \%


{\% With hypothetical choices they find that people discount more with food than with money, both for small and high stakes. \%


{\% \%


{\% In a careful experiment, ambiguity is generated by balls falling through an irregular Galton box, just created by volunteer students hammering nails in it not knowing for what purpose. This box was used to determine the composition of Ellsberg urns. It is called mechanical ambiguity because it results from a process with no deliberate human beings involved (probably meant: No human beings who can rig the urn), and the experimenters not able to know. They compare with ambiguity that is generated by a human being which they call strategic (probably having in mind that this can involve rigging the urn and, hence, they do not control for suspicion and do not allow subjects to choose the color to bet on; suspicion under ambiguity), finding a null hypothesis of no difference (the choice percentages of 37.7\% and 45.5\% are not significantly different in a between-subject treatment of 53 subjects versus 121 subjects, suffering from the small power of between-subjects designs).

Each subject did only one choice, so as to have no income effects and no need
for RIS (which is especially problematic for ambiguity because the risk involved in RIS interferes with ambiguity). The authors also correct for indifference, by letting the ambiguous option being slightly better (to be sure that unambiguous option chosen is really ambiguity aversion) and in another choice situation letting it be slightly worse (to be sure that ambiguous option chosen is really ambiguity seeking). They find some 40% ambiguity aversion but 25% ambiguity seeking (ambiguity seeking). The authors review many studies, showing that their finding is consistent with other findings. They find a null hypothesis of mechanical ambiguity being similar to strategic (human-generated) ambiguity.


 criticism of monotonicity in Anscombe-Aumann (1963) for ambiguity: They provide so. There are a two-color ellsberg urn (B or Y), and a fair coin (H or T). It is made clear to subjects that first the color is determined and only then the coin is tossed, so that the order of events is properly as in the Anscombe-Aumann (AA) framework. Subjects can choose between two-stage options, where γ denotes a “good” positive prize that can depend on the act, not expressed in my notation. Subjects can either gamble on the color (BH: γ, BT: γ, YH:0 , YT:0), or on the coin, (BH: γ, BT:0, YH: γ , YT:0), or hedge (BH: γ, BT:0, YH: 0, YT: γ). The authors use better displays to make clear the ordering of events. According to AA we should have indifference between gambling on the coin or hedging, and under ambiguity aversion we should prefer gambling on the color strictly less. In reality, subjects had a clear preference for the coin gamble against hedging for instance. The authors had γ depend on the gamble in a way to confirm those strict preferences and rule out indifference. They argue that the preferences found are too strong to be due to random choice.

{\% Test reversal of order axiom of Anscombe & Aumann, and do not reject null of equality. Also find no ambiguity hedging in the Anscombe-Aumann setting. I take this as evidence against multi-stage acts: Those are complex and give noise. (criticism of monotonicity in Anscombe-Aumann (1963) for ambiguity: only against multi-stage). The authors assume particular dynamic optimization principles for nonEU in their analyses, similar to Raiffa (1961). They interpret it as evidence supporting isolation and the RIS for ambiguity.\%}


{\% Loss aversion could be an additional factor for the finding of this paper. \%}


{\% probability elicitation

The authors show how to correct for loss aversion in proper scoring rules. They assume that the reference point is a generalized expected value. Loss aversion is measured empirically. Next the scoring rule is adjusted for loss aversion. An experiment shows good performance. \%}


{\% \%


{\% https://doi.org/10.1111/j.1467-937X.2009.00557.x

proper scoring rules

The paper reports a control experiment finding H₀ of no difference whether or not subjects are told that the experiment serves to measure beliefs. This was done reluctantly because I only find the approach natural where this is told to the subjects. But a referee required that we add the control experiment and the editor
backed him up saying that the paper would be rejected otherwise. Hence we had to add this treatment, which I consider a dilution of the paper. 


\%

decreasing ARA/increasing RRA: Find increasing RRA in data set on Pakistani and Indian households. utility concave near ruin: the authors argue that for low-income decreasing RRA is plausible which it, near ruin, indeed is. 


\%

total utility theory: show that pleasure centers in brain can be directly stimulated. 


\%

conservation of influence: Takes issue with having agent outside of and above the physical world. The big point of the paper is to have the agent as part of the physical world, with all his wishes and decisions generated by the laws of the physical world. Section 3.1.1 defines cellular systems, basically a state of the world making transitions to next states. Then it considers the probability of these transitions maximizing some individual utility functions. The paper writes formulas of Bayes to modify these probabilities, but does not go much beyond that. 


\%

utility elicitation

p. 270: PE (“N-M”) method does worst (*PE doesn’t do well*); CE (“modified N-M”) and Ramsey method (lottery equivalent with .5 probabilities, similar to Davidson, Siegel, & Suppes, 1957) give similar results;
P. 272: Ramsey method was superior in utility analysis;

utility of gambling: p. 259 argues that comparing risky to riskless gambles induces biases (due to utility or disutility of gambling)

P. 260 argues for CE (certainty equivalent) method and against PE method because participants may not fully understand concept of probability (PE doesn’t do well)

P. 263: “By keeping the number of participants small and by casting the study in a realistic and important decision context, we found it possible to evaluate the hypotheses of the study in greater depth.”

P. 264, footnote 3: “Any obviously inconsistent answers were returned to the subject and ... were usually corrected”

P. 268, Table 2, gives five utility functions measured through PE (probability equivalents), CE, and SP (strength of preference), on interval [0, 3500]. These numbers are costs, not gains. The authors don’t analyze it much. When I did, I found:

PE higher than others

1st subject: \(U_{PE}\): inconsistent (decreasing after 2000). \(U_{CE}\): convex; \(U_{SP}\): concave
2nd subject: \(U_{PE}\): linear. \(U_{CE}\): linear; \(U_{SP}\): concave
3rd subject: \(U_{PE}\): convex. \(U_{CE}\): concave; \(U_{SP}\): convex on [0,1800] and concave on[1800,3500] (I drew the graph)
4th subject: \(U_{PE}\): concave. \(U_{CE}\): convex; \(U_{SP}\): concave
5th subject: \(U_{PE}\): concave-convex. \(U_{CE}\): convex; \(U_{SP}\): convex; after normalization, \(U_{PE}\) dominates \(U_{CE}\) almost everywhere (on [0, 3100], except near 3500. %)


{\% Adapts Schmeidler (1989) by basing additive probabilities on Savage axioms. %}


{\% %}


Pp. 216-217 gives an example where, even if a priori choice between some alternative consumption paths are not determined if intransitivity, the choices are determined if it can be done using backward induction where at each time point there are only two choice options. However, the authors suggest that this may mean that intransitivity in general is no problem in case of backward induction.

They axiomatize \( (x,t) > (y,s) \) if \( U(x) > \eta(s,t)U(y) \). This allows intransitivities. They do this by imposing the Reidemeister condition on the 2nd coordinate while giving up transitivity. Their domain is in \( \mathbb{R} \times \mathbb{R} \), so, it is real-valued. They interpret the first coordinate as money and the second as time. Such intransitive additive representability reminds me of Vind’s work.


A choice function is given on a general set of choice alternatives. The authors formulate revealed preference conditions (mostly acyclicity conditions) that hold if and only if there exist a reference dependent model as follows: For each choice set, either one of the choice alternatives serves as reference point, or not. If not, then a utility function is maximized. If yes, then the utility function is only maximized over the choice alternatives that dominate
the reference point for every attribute. Here both the reference point and the attributes (can also take as utility functions) are derived endogenously. The paper is targeted to/motivated by the attraction effect, where adding a dominated choice alternative makes the dominating choice alternative more attractive (the other one is ruled out here by taking the added alternative as reference point), and it reviews the literature on it.

The paper confines attention to two-point interactions, where the value of an alternative x chosen is increased by the presence in the choice-menu of one other alternative z (z is a potential reference for x), and not by bigger sets of other alternatives through multiple interaction.

The possibility to define attributes endogenously joint with the lexicographic processing gives much flexibility. If we want to rule out one alternative everywhere then we introduce an extra attribute where this alternative has value 0, all others in the set have value 1, and some proper reference point is chosen if needed. Contrary to what p. 301 l. −1 writes, this is not parsimonious but increases fit rather than parsimonity. It reminds me of Suck (1990) who also derived attributes endogenously, and Epstein, Marinacci, & Seo (2007), who derive a state space endogenously (state space derived endogeously). Ok, Efe A., Pietro Ortoleva, & Gil Riella (2015) “Revealed (P)Reference Theory,”


{% A nice unification of two forms of incompleteness: Bewley (1986, 2002) kind with set of probability measures and preference only if unanymous EU, and Dubra-Maccheroni-Ok kind with set of utility functions and preference only if unanymous EU. The idea is that at the beginning, with your first preference, you are just free to choose indecisiveness one way or the other and they are on the same footing. However, once chosen indecisiveness one way you can no more have any in the other direction because the mix of the two will violate the independence-like axiom imposed. Do it in an Anscombe-Aumann setup.

P. 1794 concisely presents Bewley’s theorem, with indecisiveness in beliefs.

P. 1795 has the Dubra, Maccheroni, & Ok (2004) dual, of indecisiveness in tastes (Theorem 1). The main axiom is reduction: it is a kind of local probabilistic sophistication, where the subjective probability can depend on the act.
P. 1796 Theorem 2 is the main result, with weak reduction as the main axiom. Now there need not exist act-dependent probabilistic sophistication yielding indifference, but only weak preference.}


This theoretical paper considers three reasons for probabilistic choice: Indifference, indecisiveness, and trying out for learning. As they write, these reasons are neither exclusive nor exhaustive. For each of the three, it can be considered fully rational (although indecisiveness is debatable). They give theoretical tools for detecting the reasons and an underlying rational preference relation.}


coherentism: Nice text on p. 421, intended only for descriptive applications:

“Though Savage insisted on the behaviouristic interpretation, from a modern vantage point this looks untenable. Almost all sciences introduce theoretical posits that go beyond, and are
meant to explain, the data; few philosophers today are tempted by an instrumentalist or fictionalist
titude towards such posits. This is as true in psychology as anywhere else; since the ‘first
cognitive revolution’, psychologists have been happy to posit unobservable mental states and
processes, many of them inaccessible to consciousness, that are meant to explain behaviour. And
in philosophy of mind, it is a commonplace to regard an agent’s intentional attitudes, such as
beliefs and desires, as internal causes of the agent’s behaviour.”

**ubiquity fallacy:** In the opening the paper, nicely, points out that many
philosophers equate all of decision theory with EU: “Indeed many philosophers appear
to use ‘decision theory’ simply to mean EU theory.” (p. 410 ll. 2-3)

The author favors the mentalist approach, as I do, for descriptive applications. For me it is the same normatively, but for the author it is not and for normative he favors the behaviourist/representational view. This is because he, while he like me assumes that EU axioms are necessary for rationality, he, unlike me, also assumes that they are sufficient (**coherentism**). Pfft! After working 8 years in a hospital I have come to understand that there is more to rationality than the EU axioms. Anyway, this makes the author strongly criticize any author who does not leave the choice of utility completely free. P.425 2nd para: “But it is quite wrong to view the normative content of the theory as saying that an agent should maximize expected utility relative to a psychologically real utility and credence function.” P. 429 ll. 1-3: “It is evident that Briggs construes decision theory as telling the agent to maximize expected utility with respect to some independently defined utility function; which as I have argued is a misconception.”

p. 421 penultimate para: “psychologist have been happy to posit unobservable mental states and processes, many of them inaccessible to consciousness, that are meant to explain behaviour.”

P. 422 1st para about as if calculations:
“but this is quite standard in cognitive psychology.” %


{% A problem in the famous Asian disease example of Tversky & Kahneman (1981)
is that, with number of people dying given, it may not be clear how many then
survive, and that this is meant to be all others. This study makes the latter explicit
and then the framing effect disappears. %

Okder, Hidetaka (2012) “The Illusion of the Framing Effect in Risky Decision
Making,” *Journal of Behavioral Decision Making* 25: 63–73.}
Different agents use different prediction models and have subjective expectations about whether their model is best. For small samples, models with few parameters are best. For large samples, models with many parameters. In the latter case, it is not bad to add worthless predictors, but it is bad to leave out predictors that capture any part of the variance. Very unfortunately, QJE publishes proofs only in online appendixes, meaning that maths published in this journal is unreliable.

Olea, José Luis Montiel, Pietro Ortoleva, Mallesh M. Pai, & Andrea Prat (2022)

DC = stationarity: Does not happen here, and the authors state the point carefully: “Present bias may lead to violations of dynamic consistency when choices at later points in time are also part of the analysis;” (p. 1450-1451).

tradeoff method: p. 1459 Axiom 11 is the tradeoff consistency axiom, which I introduced in Wakker (1984) and used in 2/3 of my papers, e.g. Köbberling & Wakker (2003), where my later papers also used that name tradeoff consistency. But, 😊, they do not cite me there. Fortunately, they do cite more of my papers 😇 than the average researcher does today, so I am still in a good mood.

The technique of measuring discounting without measuring utility by subjectively matching time intervals, used in this paper to identify $\beta$ and $\delta$, was introduced by Attema, Bleichrodt, & Wakker (2012 MDM) for the general measurement of discounting (from a different field; not cited) and was also used by Attema, Bleichrodt, Gao, Huang, & Wakker (2016 American Economic Review p. 1490).

P. 1462 footnote 9 cites Ramsey on pointing out a relation between time and belief. Ramsey apparently wrote: “the degree of belief is like a time interval; it has no precise meaning unless we specify how it is to be measured.” But I conjecture that Ramsey did not think of subjective discounting here, but only of time as objective unit, and the analogy only concerned measurement of equal sets in general. Attema, Bleichrodt, & Wakker (2012 MDM p. 585) did point out the analogy between measuring subjective discounting without involving utility through matching time


concave utility for gains, convex utility for losses: Do this w.r.t. number of human lives lost in tragic events, showing diminishing sensitivity. The authors use the decision-by-sampling model by Neil Stewart and others. They argue, in my terminology, that it is more numerical perception than intrinsic value that drives judgement. The more one’s country has large catastrophes, the more one can “handle” large numbers and the less the diminishing sensitivity/convexity are.


correct for probability distortion: Modifies the PE (if I remember well, they call it SG), similar to Bleichrodt, Pinto, & Wakker. Finds that loss aversion increases the internal consistency of the PE, probability transformation does not.


Shows that ranking can reduce preference reversals.

{% Finds usual preference reversals but now for health stimuli. Although not very systematic direction (although still significant), about 35% reversals. The intro nicely summarizes the main findings on preference reversals. Last para of §1.2:

Thus, to sum up current thinking on the causes of preference reversals, based on two [three] decades of research, we can say that the rate of preference reversal is hardly affected by the payoff scheme and therefore cannot be attributed to a failure of independence, that intransitivity accounts for quite a small proportion of preference reversals, and that the principal cause of the phenomenon is a failure of procedural invariance, particularly the overpricing of the $-bet in the valuation task, which in turn suggests that preferences are often constructed, not fixed.

The second experiment uses real incentives, but not the health states given to the subjects. Instead subjects are told that the health states will be converted to money, but they are not told how. %}


{% Short comment arguing that behavioral economics may be used to improve behavior also if it cannot be along the lines of nudge, and it cannot be libertarian. %}


{% https://doi.org/10.1111/padm.12165

Argues that nudging, with no coercion used, often is not enough, and discusses work of British nudge dept. BIT and others. %}

Tests fourfold pattern for money and life duration. Finds qualified support for money, and strong support for life duration, in open valuation, and all of this moderated in binary choice. Open evaluation uses WTA for gains and WTP for losses. It would be interesting to see how the biases known for WTA vs. WTP, biasing the elicited certainty equivalents upwards or downwards, affect the reflection effect found.


Do PE (if I remember well, they call it SG) for life duration (N = 30) and find risk aversion, in agreement with many preceding studies. Surprisingly, the lottery equivalent (N = 40) does not reduce the risk aversion.


*Time preference:* finds that discounting is not constant.


That discounting of money must be equally strong as discounting of health states.


The term “common currency” in the title nicely expresses that we should not have QALY depending on everything, like the context-dependence that psychologists like so much, but we should get some measures that can be compared across different contexts.

EQ-5D-5L from Canada, England, Netherlands, Spain are very similar, e.g.
regarding importance weights of dimensions and utility decrements. A common scale is developed. 


P. 20 DC = stationarity? Person prefers consuming 4/5 of his possession today, 3/25th tomorrow, 2/25 third day. He exhibits time inconsistency if myopic; Distinguish between diminishing marginal utility and pure time preference;

P. 1 (discounting normative):

“the case for positive time preference is absolutely compelling.”

Several things they write are debatable.

P. 13: one need not have a “what-has-posterity-ever-done-for-me” attitude. 


Risk averse for gains, risk seeking for losses: surveys among professional investors confirms loss aversion, risk aversion for gains, and risk seeking for losses.


Coherentism: Argues against coherentism. Coherentism means that internal coherence of a set of beliefs is the only criterion for truth. There is no debatable link with external reality otherwise.


Biseparable utility violated; ordering of subsets; Preferences over sets of lotteries, where nature next chooses one, but does so in a nonprobabilized manner: Ambiguity à la Jaffray (cited by the author) and others. As in Jaffray’s model, the evaluation is through a mixture of the inf and sup of the utility (which is EU here) of the prospects. Axioms include a set-version of the independence
condition, and set-continuity. If set A c B, agent 1 prefers A to B more than agent 2 does, whereas they have same (EU) preference over singletons, then agent 1 is more ambiguity averse. (Seems to use betweenness-like axioms.) Holds (Corollary 2, p. 575) iff the mixture-weight of the inf is bigger for agent 1.

In a way this paper is to multiple priors what decision under uncertainty is to decision under risk. %}


{% Show using simulations that high correlations between different EQ-5D measurements are to a large extent spurious, casting more doubt upon their validity. %}


{% Assume a fixed prize, and t the time at which you receive it. This paper considers the case where, with the prize fixed, t is uncertain. Under the classical discounted EU, the commonly found convex discounting function would imply risk seeking w.r.t. t. Empirically, however, we find risk aversion. (The authors show it systematically, citing Chesson & Viscusi 2003 as the first finding of this kind.) As the authors point out, their finding gives nice evidence for risk aversion not being outcome driven but probability driven. An original idea! The finding supports rank-dependent utility. An alternative explanation is that the discounting function would be concave, with increasing rather than the commonly assumed decreasing impatience, but the authors do not favor this explanation. The authors cite Kacelnik & Bateson (1996) who find risk seeking instead for animal foraging behavior. Redelmeier & Heller (1993 MDM) also find risk aversion in an experiment very similar to the one here, but with aversive health outcomes instead of money. Then convex discounting is multiplied by a negative outcome meaning that the resulting function is concave, and common positive discounting gives risk aversion. Hence what Redelmeier & Heller find is in agreement with common findings and not the paradox that this paper provides. %}


http://dx.doi.org/10.1002/bdm.1763

Ambiguity attitudes for future payments. Distinguish ambiguity about probabilities from ambiguity about outcomes. Table 1 cites many papers making the same distinction (*ambiguous outcomes vs. ambiguous probabilities*). Refer to construal level theory, from which they derive the prediction that the future moderates ambiguity attitudes towards probabilities but amplifies them towards outcomes. They find that future moderates ambiguity aversion for probabilities and amplifies *ambiguity seeking* towards outcomes.


{\% special issue, dedicated to decision analysis. \%


{\% \%


{\% They propose to add questions (instruction manipulation checks) like “Please do not answer the next question” in an experiment (especially online) to check if subjects read the instructions well. Now when I write this, in 2021, there have been numerous applications with many refinements and good and bad experiences. \%


{\% \%


{\% \%


{\% \%


these axioms hold iff: Bayesian updating for all events whose subjective probability exceeds a threshold $\varepsilon$. An observation less likely than $\varepsilon$ is not trusted. Then the agent imposes a second-order probability distribution on his priors, updates that, and takes the most likely prior as new prior. How restrictive the last part, of maximizing likelihood, is, depends on how restricted the choice of prior is. What it is beyond preserving null I did not study.

Remarkable that American Economic Review took this purely axiomatic paper. %}\n

{% Abstract: “Overconfidence is a substantively and statistically important predictor of ideological extremeness, voter turnout, and partisan identification.”

P. 507: “This work contributes to the emerging literature on behavioral political economy, which applies findings from behavioral economics to understand the causes and consequences of political behavior. This approach promises to allow political economists to integrate the insights of a half-century of psychology-based political behavior studies.”

Derive their conclusion from a dataset nationwide of over 3000 adults. P. 505: “Citizens passively learn about a state variable through their experiences (signals). However, to varying degrees, citizens underestimate how correlated these experiences are, and thus, have different levels of overconfidence about their information. This underestimation—which we call correlational neglect”

Thus the authors give a behavioral interpretation to data and derive new insights from that. %}\n

{% %}


{% %}

They ask participants for judgments of probabilities of elementary statements and the set $E$ of their logical combinations. These of course contain incoherencies. They then take state space $S$ with 10 equally probable states.

**Stage 1.** They stretch all probabilities of elementary statements by a random factor towards, randomly chosen, either 0 or 1.

**Stage 2.** To each elementary statement they assign a, randomly chosen, subset $E$ of $S$ with $|E|/10$ as close as possible to the “stretched” probability of the elementary statement. Thus, a probability distribution over $E$ results.

**Stage 3.** They calculate the absolute deviation between the probability over $E$ of stage 2 and the direct judgments of probability.

**Stage 4.** They do the whole above process 30 times, and of these 30 times choose the one that has the minimal distance in Stage 3.

The probability distributions obtained like this better fit to objective probabilities, known to experimenters but not to participants, than the direct judgements do. 


{CBDT; Students repeatedly guess colors from balls drawn from urns with unknown compositions, where they learn from repeated drawings. Get points, the total sum of which is turned into money later. CBDT is implemented with particular similarity functions, and utility linear. It accommodates observations better than maxmin, maxmax, $\alpha$ maxmin, and some learning models.

Subjects got points and were paid, besides €5 showup fee, €0.05 per point if the number of points was positive, but did not have to pay if the sum was negative. %}


Hypothetical choice. Consider choice between a sure gain and a gain-loss prospect, and between a sure loss and a gain-loss prospect. Seem to assume linear utility, and fit probability weighting using the Goldstein & Einhorn (1987) transformation family. Investigate interactions between payments and probability weighting (*probability weighting depends on outcomes*). Do not refer to prospect theory or the vast risky-choice literature, but only to intertemporal choice as analog of risky choice. %


Independently obtained the Goldstein & Einhorn (1987, Eqs. 22–24) family by applying a hyperbolic function—often used in intertemporal choice—to the odds ratio $p/(1-p)$. %


{information aversion %}

\[
\text{% The paper considers evaluations of } (a_1, t_1, ..., a_n, t_n).
\]

There are \( n \) individuals, and this is health state \( a_i \) (abstract, with dead as worst and perfect health as best) during time \( t_i \) (positive reals) for individual \( i \).

The paper assumes separability giving evaluation

\[
V_1(a_1, t_1) + \cdots + V_n(a_n, t_n)
\]

and then adds axioms to give linearity in \( t \), power functions in \( t \), and particular multiplicative decompositions that follow mostly from utility independence. An important step in proofs is to replace pairs \((a_i, t_i)\) by an equivalent \((a^*, t_i^*)\), where \( a^* \) is perfect health and \((a^*, t_i^*)\) is the healthy years equivalent. %}


\[
\text{% free will/determinism %}
\]


\[
\text{% probability communication %}
\]


\[
\text{% Theorem A.1, presented as an elaboration of an exercise of Bourbaki, gives a topological version of Hölder’s lemma, with a connected topology. %}
\]


N = 1047 subjects from the US and Germany answered hypothetical choice questions. There were affect-poor choices (lotteries over money) and affect-rich choices (lotteries over medical outcomes). Numeracy measures of the subjects were available. High numeracy and US give more EV maximization.  


PT falsified; probability weighting depends on outcomes: They investigate this. Several studies have shown that affect-rich outcomes can affect probability weighting, the electric shocks versus moviestar kisses of Rottenstreich & Hsee (2001) being most well known. This paper shows the effect very thoroughly, also within-subject, and is the first to do so. The main finding is that affect-rich outcomes make people less, or even completely, insensitive to probabilities. Process data with eye tracking support this claim. The authors interpret disregarding probabilities as something fundamentally different than bigger insensitivity (p. 75 last para of 1st column and p. 76 2nd column 2nd para), and follow that same interpretation in other papers. I disagree. It is an extreme case of insensitivity. Thus, what the authors take as evidence against inverse-S, in my opinion is strong support. 

cognitive ability related to risk/ambiguity aversion: They measure PT and use real incentives. Subjects with high probabilistic insensitivity pay little time looking at probabilities, supporing the cognitive interpretation of inverse-S.

P. 148: “Arguably the most influential descriptive model in the expectation tradition is cumulative prospect theory (CPT; Kahneman & Tversky, 1979; Tversky & Kahneman, 1992).”

(PT/RDU most popular for risk) They assume power utility with the same power for gains and losses, which, as explained by Wakker (2010, end of §9.6.1): “Thus, there is no clear way to define loss aversion for power utility unless the powers for gains and losses agree. Tversky & Kahneman (1992) coincidentally found such an agreement.” Table 1 shows a strange finding: \( \lambda < 1 \), gain seeking.

P. 155: “CPT has a previously overlooked capacity to reflect aspects of the cognitive processing of specific attribute information.”

Experiment 2 manipulates attention to gains and losses, and, unsurprisingly, more attention to losses increases loss aversion.


Consider how PT can accommodate five heuristics: Maxmin (maximize minimal outcome; the authors call it minimax), maxmax (maximize maximal outcome), least likely (identify the worst outcome of each prospect; take the one that assigns the lowest probability to its worst outcome; so, \((0.1: -10^7, 0.9: -10^6)\) is preferred to \(10^6\) because the latter assigns probability 1 to its worst outcome, and the former only probability 0.1), most likely (equate each prospect with its most likely outcome, and choose according to those, which also readily leads to violations of stochastic dominance), and the priority heuristic (described in my comments to the Brandstätter, Gigerenzer, & Hertwig 2006 paper). A nice attempt at reconciliation!

They do not solve the problem mathematically, but by taking the parametric families of T&K’92 and fitting those to two-, three-, and five-outcome prospects.

Here are my mathematical speculations: For gains, maxmin (or maxmax) can be perfectly accommodated by a weighting function that is 0 (or 1) everywhere.
outside 0 (or 1), see my Wakker (2010) book Exercise 10.4.3. For losses this goes
dually. Least likely and most likely are so far from any traditional theory
satisfying stochastic dominance that it will depend entirely on the data set
considered. The priority heuristic is more interesting but also more involved. Its
overweighting of worst gain and best loss, and ignorance of intermediate
outcomes supports pessimism + inverse-S for gains and optimism + inverse-S for
losses.

I did not find clearly what stimuli were used in the simulations and
experiments.

The authors consider hypothetical risky choices with monetary outcomes and
with health outcomes. With health the probability weighting is more pessimistic
and also more inverse-S.

The heuristics models all have a context dependence that means they will
violate transitivity. All the ones considered here are non-compensatory. Although
algebraic models could be equipped with speculations on underlying cognitive
processes and heuristics could be used without, mostly it is the other way around
and this the authors write. The abstract takes diminishing sensitivity to outcomes
and probabilities as psychophysical and not as cognitive. I like to take
insensitivity (inverse-S) probability weighting as (also) cognitive. The abstract
calls risk aversion “and loss aversion” psychological.

P. 62 §8.1.1: “Algebraic models, with their focus on describing preference patterns, are
mute about the cognitive processes underlying choice.” P. 62 §8.1.2:
“Prospect theory has psychophysical roots that Kahneman and Tversky (1979) highlighted, for
instance, in the context of diminishing sensitivity” Again, the case of probability
weighting, I like to take that as (also) cognitive. I emailed with Thorsten Pachur
on 23Feb.2018 and I think we converged on the following: The term prospect
theory is used in different senses in the literature. Some economists prefer to take
it Friedman-style purely as revealed-preference without any interpretation. Their
claim of muteness refers to those. However, others, including Kahneman,
Tversky, Rich Gonzalez (I would like to join in this group), like do speculate on
cognitive interpretations and are not mute.

Nice is that the paper tries to relate and compare PT and heuristics in neutral
terms. %}

{\% ratio bias \%}

{\% measure of similarity \%}

{\% Voice means that victims may speak in court. Students in lab are told hypothetically how much time they get and then scale it introspectively for fairness. The resulting function has a shape like the value function of prospect theory. \%}

{\% coherentism: neurons in the OFC (orbitofrontal cortex) are proposed as a good “candidate network” for economic value (so, utility). \%}

{\% \%}
"Rationality, central in economics and empirically abandoned in the “behavioral revolution,” is, unfortunately, rarely discussed because of its slippery nature. This monograph, very very well building up, captures its essence, as of behavioral economics. Nuanced and in-depth. It thus serves two methodological purposes—a fortunate combination because one cannot be understood well without the other.”

This, personal, monograph discusses rationality. It is not a collection of papers. It is one build-up of something that only a book can do. It is very well organized. Every chapter starts with some good citations, followed by a summary. Part I sets the stage, on homo economicus (Ch. 1), psychology (Ch. 2), scientific revolution (Ch. 3), and evolution (Ch. 4). Then follow 10 chapters on biases in behavioral economics. Finally, Ch. 15, called epilogue, brings all threads together and discusses arguments about rationality, without drawing clear conclusions, but this is OK for the slippery topic of rationality.

The preface ends with overblown language: “My aim is to get you to see the underlying meaning to the often mysterious ways we seem to live our lives.” Well, to sell a book such quasi-nicely sounding sentences may be good and so be it. See the last sentence of Hawking (1988) and his comment on it, elsewhere in these annotations. Strictly speaking, it deserves the keyword: ubiquity fallacy.

Ch. 1: homo economicus

P. 2: “Analyses of citation flows show that economists export their results to other social sciences more than they import from them (Fourcade et al. 2015).” This can mean that economists are less open, or even more haughty, than others …

Pp. 3-5 discuss economic’s simplifying rationality assumptions


P. 10 writes, and I agree much: “Whenever we criticise the homo economicus, we should not ignore all the contributions of this “standard model” to economics and other social sciences. I will argue in this book that the way beyond the homo economicus is not to throw away the past insights and just state that people are “irrational”. On the contrary, it is the enrichment of this model which often offers the best insights into the rich and complicated patterns of human behaviour.”

Ch. 2 is on psychology of biases

P. 12 has nice texts on Ward Edwards, a pioneer with his impressive 1954 paper.

Ch 3: Scientific revolution

P. 20 writes that behavioral economics lacks a unifying theory, but that evolution can provide such. Even that that is a central theme of the book. I would put it less central. Even though evolution is something like a religion to me, I think it is too abstract and complex to give concrete insights. Evolution can take place at every level, not only individuals but also habits (memes), genes, groups, language, and so on.

Ch. 4, pp. 22-34 is on evolution.

Then comes part II, on individual decisions.

Ch. 5 is on heuristics.

Ch. 6 on reference dependence and loss aversion.

§6.1.1 is on what Nobel-prize winner Kahneman calls Bernoulli’s error. That: Bernoulli did not incorporate reference dependence. I find calling this an error to be overblown and misplaced, and regret here as elsewhere that the author does not often take issue with ideas of high status but low value. §6.1.2 nicely points out that violation of asset integration is crucial.

§6.2.1 seeks to explain/rationalize reference dependence through limited perception, and §6.2.2 through motivation. Loss aversion is also discussed. I like to distinguish between basic and overall utility, and whether or not asset integration is violated, but did not find a central role for this in the text (may have missed it).

Ch. 7 is on probabilistic sensitivity.

§7.1 is on EU debates.

§7.2 is on probability weighting to give second-best solutions.

Ch. 8 is on random choice.

§8.1 discusses completeness from the indecisiveness perspective.

§8.2 discusses optimal sampling.

Ch. 9 is on intertemporal choice (impatience).

E.g., that we are always uncertain about the future.

Ch. 10 is on reciprocity.

On altruism, norms, rules.

Ch. 11 is on emotions and commitment.

Ch. 12 is on social identity.
§12.3.2 discusses group selection.

Ch. 13 is on imprecision.

§13.2 is on second-order beliefs, but this is to be taken between-persons and not for individual choice.

Ch. 14 is on delusion including overconfidence.

Part IV brings everything together in the final Ch. 15 entitled “Rationality”

Although this Part IV is called epilogue, it is the most important part of the book.

§15.1 discusses maximization. Is it rational to maximize happiness, instant pleasure, fitness, and there are citations by Socrates, Plato, Aristotle.

§15.2 discusses rationality as consistency (coherentism), and how the ordinal revolution contributed to bringing this about. Then pp. 227-228 discuss completeness, defending incompleteness due to indecisiveness. I never like such criticism, and more like criticisms of completeness due to unrealistic infinite continuum models, but never saw that discussed in the book. Pp. 229-230 discuss transitivity, with useful references, and leaving open if even that is rational. Pp. 230-233 discuss independence, taking history on for instance Samuelson from the valuable Moscati (2016). Pp. 233 ff. discuss independence of irrelevant alternatives. To me that is about the same as transitivity, but the book never seems to connect the two. Then a text has “Bayesianism” as its heading.

§15.3 is on rationality after the behavioral revolution. Pp. 240-241 is more optimistic than me on neuroscience by suggesting that it could make subjective experience observable.

I think Broome (1991), one of the biggest influences on my academic thinking, would have been a useful reference for this book. Broome in his discussion of rationality went further and argued that we may rather take the axioms as a choice of paradigm. So, if someone violates transitivity and take only the second-largest cake, we say that utility must be redefined. Broome discussed follow-up arguments on circularity and so on. %}

**risk seeking for small-probability gains:** well, this is risk aversion for small-probability losses.

“Overprotection stems partly from the skewed incentives for reviewing committees … are held accountable for failure but not rewarded for success. … the possible risks loom larger than the cost savings. This is because of the disproportionate weighting of rare extreme events — for instance, a risk increase of 0% to 1% may be seen as more alarming than one from 40% to 41%. Institutions may therefore opt to play safe, despite the low probability of such events. … As such, the costs of overprotection raise ethical concerns of their own.”


**decreasing ARA/increasing RRA:** Shortly after 2011 Australian floods (Brisbane) interviewed home owners. They could choose payment of $10 for sure, or a scratch card costing $10 (sort of lottery game, well-known, and giving very high prize with small probability). People with serious damage to their house chose the scratch card more often. So, looks like they are more risk seeking. Well, probabilities of scratch card are unknown, so, then they are more uncertainty seeking.


**Uses loss aversion as in Köszegi & Rabin (2006) to explain life-cycle consumption:** (1) excess smoothness and sensitivity—consumption responds to income shocks with a lag (delay losses for expectation-adjustment. (2) low consumption early in life (precautionary savings). Next, as uncertainty resolves, time-inconsistent overconsumption. Last, declining consumption. (3) At retirement, absent uncertainty, overconsumption drops, being associated with a sure loss in future consumption. Provides estimates from macro-data.


**losses from prior endowment mechanism:** This was NOT done. Losses were really implemented and subjects could really lose money, which they could either pay on the spot or work off (€5 per half hour). Every subject was paid three choices, which may generate some income effect, but which was done to minimize the risk for a subject of really losing. Two of 144 lost, €3.50 and €2.00.

**inverse-S:** When people have to decide not only for themselves, but also for the outcomes of someone else, then this accentuates the fourfold pattern. The authors show this by considering gains and losses for 50-50 prospects, and then also for small probabilities.

**decreasing ARA/increasing RRA:** p. 131: For gains they find INCREASING absolute risk aversion, for losses H_0 of constant. For gains, the common finding is decreasing absolute risk aversion. The discussion section p. 138 cites increasing risk aversion as the common finding, but the references cited find increasing RELATIVE risk aversion, whereas this paper tests absolute risk aversion (in the chart on p. 129, a constant b/2 is ADDED to all outcomes in the positive shift).


**dynamic consistency:** Writes that Adam Smith and David Hume already pointed out that we can have, besides instant utility, also utility from anticipated and
remembered consumption. Suggests that Smith and Hume meant these concepts to be an internal reward system to avoid dynamic inconsistency. This would be reminiscent of the Machina-McClennen view on dynamic consistency without extraneous commitment device. It may also be that Smith and Hume only meant these emotions to serve good purposes in a general sense, without particularly thinking of dynamic inconsistency. $\text{DC} = \text{stationarity}$ on p. 242, 248. 


\%

% decreasing ARA/increasing RRA: many refs on power utility and the average power found, in the economics literature.

The paper is strange, incorrectly trying to criticize Rabin’s (2000) paradox. Looking at the implausible implication of EU when combined with Rabin’s plausible empirical assumption of $11^{0.5-10} < 0$ at various wealth levels, the idea to give up EU does not occur to the authors. Instead they, first, add evidence of the same kind as Rabin. That is, they cite many empirical estimations of power utility in the literature *that are all based on the EU assumption*, and then point out that these findings cannot be reconciled with Rabin’s assumption of the above preference for a range of wealth levels. They do not conclude from this evidence, as does Rabin, that EU is in trouble, but, unable or unwilling to give up EU, they instead turn against Rabin’s assumed preference and conclude that it must not be plausible after all.

This paper is typical of many economists’ thinking. Rabin & Thaler show that, for a plausible assumption denoted PA here ($11^{0.5-10} < 0$ at various wealth levels), $[\text{EU} \& \text{PA}] \implies$ implausible implications. They, correctly, conclude that EU is implausible. But many economists are just not able to make this step; they are not able to abandon EU. Instead, they enter their common way of thinking and come out with the conclusion that PA must be implausible.

It is also strange that, in citing findings on powers of utility from the literature, the point so crucial in Rabin’s argument about how large the stakes are, is never mentioned by the authors. %


Palley, Asa (2012) “Great Expectations: Prospect Theory with a Consistent Reference Point”


Extend quasi-hyperbolic discounting to the continuous case.

Axiomatize a discount model with constant discounting before some time
point, and after, but the two periods having different discount rates. The switching point can be taken endogenously. %}


They consider risky choices at different timepoints. They use prospect theory with a probability weighting family of Abdellaoui et al. (2010), where the insensitivity parameter is time dependent. Thus, sversion/pessimism remain the same but cognitive understanding is affected by time. There is an application to bargaining. %}


questionnaire versus choice utility: argues for introspective psychological data in economics. %}


Denneberg gaf aan (ik geloof over symmetric integral); alleen ter inzage Koninklijke bib Den Haag. %


http://dx.doi.org/10.1016/j.geb.2013.06.010

CBDT: Assume functional forms of CBDT and derive, through simulations,
properties from that. It is a sort of reversed revealed preference (explained p. 53 1st para).}


Their functions on, say, \([0,1]\), are strictly increasing and continuous, so that they are almost everywhere differentiable, but they are singular meaning that the derivative is 0 almost everywhere. They are Cantor-type. Even more, whenever the derivative is defined, it is 0. It can also be infinite if we count that as “being defined.” See Theorem 3.1.


People are willing to pay considerably for NOT precommitting.


Discusses implications of loss aversion for marketing, with a detailed discussion of the conative (action-linked) and other components of loss aversion.


Range-frequency model: Assume that you are exposed to a set of stimuli \(x_0, \ldots, x_n\), which are real numbers with, for convenience, \(x_0 < \ldots < x_n\). Define the absolute position of \(x_i\) as \((x_i-x_0)/(x_n-x_0)\), and the relative position as \(i/n\) (my terms). The perceived size of \(x_i\) is a weighted average of these two positions. The absolute position can incorporate differences, but the relative position can only observe orderings, and suggests insensitivity. The model is a mix of an ordinal and a cardinal model. The model implies that we are extra sensitive, and our sensation
function is extra steep, in regions where there are many $x_j$s, and we are little sensitive in regions with few $x_j$s. The ordinal term pushes our perceptions in the direction of uniformly distributed locations. Makes sense that we are extra sensitive in regions where we have much experience.


Stigler (1950) says that on p. 307 (or p. 119 ff. says Stigler, 1950 in Footnote 201): First person in history to give empirical implication of additive decomposability it seems (according to Stigler, 1950). Mentioned that increase in price of any commodity then implies decrease in demand. Then says that demand is observable, that we can infer the implication just mentioned, and that therefore the utility of a commodity may be assumed to depend, approximately, only on the quantity of the commodity in question.

Seems to have noted problem of existence of utility function; i.e., seed of ordinalism.

Schumpeter (1954), §5 of Appendix to Ch. 7, suggests that Pareto turned to ordinalism only in 1890, and that “Wieser” preceded him.

(I think of Vol. I) used interpersonal comparison of utility for welfare purposes.

Distinguishes between utility bringing usefulness and fulfilling needs (in principle objective and observable), and utility fulfilling desires (ophelimity, subjective). Pareto seems to say that the two concepts should be identical for a rational person. So, then ophelimity is descriptive and usefulness is normative? Cooter & Rappoport, footnote 23, say that Pareto (1896 Vol. I) says that the two concepts should coincide for a rational person, don’t say where. Just before, they referred to p. 3 of Pareto’s work.)


Seems to write: “It is an empirical fact that the natural sciences have progressed only when they have taken secondary principles as their point of departure, instead of trying to discover the essence of things … Pure political economy has therefore a great interest in relying as little as possible on the domain of psychology.” (I got this from Bruni & Sugden (2007), who cite Busino (1964) for it on their p. 154.)

Pareto, Vilfredo (1896/7) letter to Adrien Naville.

Seems to claim, as one of his main achievements, that “every psychological analysis is eliminated.”

Seems to write:

“When, in order to establish the fundamental equations of pure economics, we start from the notion of pleasure and of its measurement, we come up against an insurmountable difficulty right from the start: there is no practical means of measuring this pleasure directly. We have just seen that such measurement is superfluous for attaining our end, which is the determination of economic equilibrium.”

Pareto seems to assume that utility in a cardinal sense “exists” but is often unmeasurable.

Seems that both the first article in Econometrica and in Review of Economic Studies was an article on Pareto.

Showed some implications of additive decomposability of utility, mentioned some economic phenomena that contradict those implications, but still defended it as an approximation.

Ch. 3, paragraph 29, utility is relation between man and thing. Paragraph 36b points out that only indifference curves matter, not anything of utility (called ophelimity, meaning it’s what the subject chooses, so what apparently pleases him most, but need not be useful in some rational sense, e.g. such as taking heroine.

1927 translation in French seems to be first to define strength of preference on p. 19, according to Fishburn (1970 p. 81).

1971 translation seems to write, on p. 191, that strength of preference judgments by introspection are possible, though not with great precision.

Seems that in Ch. 3, §1, he writes on preferences only after learning:

“A man who buys a certain food for the first time may buy more of it than is necessary to satisfy his tastes, price taken into account. But in a second purchase he will correct his error, in part at least, and thus, little by little, will end up by procuring exactly what he needs. We will examine this action at the time when he has reached this state. Similarly, if at first he makes a mistake in his reasoning about what he desires, he will rectify it in repeating the reasoning and will end up by making it completely logical.” [italics added here]

**conservation of influence**: Seems to have written, on man maximizing something with us researchers being conspicuously vague on what is maximized:

“to compare the sensations of a man in different situations, and to determine which of these he would chose. … [S]ince it is customary to assume that man will be guided in his choice exclusively by consideration of his own advantage, of his self-interest, we say that this class is made up of theories of egotism. But it could be made up of theories of *altruism* (if the meaning of that term could be defined rigorously), or, in general, of theories which rest on any rule which man follows in comparing his sensations. It is not an essential characteristic of this class of theories that a man choosing between two sensations choose the most agreeable; he could choose a different one, following a rule which could be fixed arbitrarily.” (Ch.3, §11) %}


Translated into French in 1927 as “*Manuel d’Économie Politique; 2* *nd edn.*”
Giard, Paris.

{% discounting normative: Ch. 14 argues for positive discounting because your identity changes over time, and criticizes six arguments for constant discounting. If those do not apply, then he favors zero discounting. This is taken as the most standard reference for this viewpoint. Seems that he introduced the silly term of the repugnant conclusion for an Archimedean axiom. %}


{% Dutch book %}


{% Provide easier ways to analyze data from balloon task. %}


{% Says Rabin is due to loss aversion. %}


{% Extends Green & Osband (1991) to weighted utility. %}


{% %}


{% utility elicitation: Participants choose between 2-dimensional alternatives where the first coordinate describes an amount of money, the second some good such as
a new compact disk player or a tennis outfit. They find that double cancellation is rather well satisfied and conclude that an additive representation must hold. P. 280: “Krantz et al. (1971) have shown that, for all effective purposes, if double cancellation is not violated, the system is additive.” That is, they make the well-known mistake of not understanding the empirical implications of restricted solvability, clearly explained in Krantz et al. (1971, §9.1). They get the additive value function for money as $x$ to the power $.64$.

IMPORTANT, on **risky utility** $u = \text{strength of preference} \ v$ (or **other riskless cardinal utility, often called value**) or **risky utility** $u = \text{transform of strength of preference} \ v$: !!!Nice example of cardinal utility obtained from additive conjoint measurement. Give many references to the usefulness of the power family to fit utility.!!!%


{% Review implications of Keeney (1992). %}


{% https://doi.org/10.1214/12-aos971
  **proper scoring rules**: Extend locality to also allow dependence on some higher-order derivatives of the score at the event observed. Then more than just the logarithmic function can do it. %}


{% decision under stress: This paper examines the impact of stress on risk attitudes. Many papers have done this, and Table 1 gives several. The keyword “decision under stress” in this annotated bibliography, no more updated since about 2005, gives some others. The novelty here is that this paper considers the number of

---
switches in choice lists (“noise”), and how that is related to other things. Besides classical analyses, they add nice Bayesian statistical analyses. Cognitive ability is negatively related to switches in choice lists. No other significant results are found. In particular, the, for decision under stress new, number of switches in choice lists does not impact anything. %}


{\% time preference; referaat of Anne op 15 mei 1996. Argue against Keeler-Cretin idea that benefits must be discounted as strongly as money because one would defer projects for ever otherwise. %}


{\%}


{\% no. 233: Pascal’s wager. Seems to be discussed by Hacking (1975). %}

Pascal, Blaise (1660), *Pensées.*

{\% PT, applications: §3.2.2 points out that they have no closed form for equilibrium. §4 describes PT as a descriptive theory. %}


{\% cognitive ability related to risk/ambiguity aversion: seems that they find more probability weighting and framing-dependence for low numerate subjects. %}

I thought for some time that they introduced QALYs, together with Torrance, Sackett & Thomas (1973). Later I found that Fanshel & Bush (1970, p. 1050) preceded them.


A survey of QALYs; use MAUT techniques to combine dimensions in Health utilities index (vision, hearing, speech, dexterity, mobility, cognition, emotion, pain) and others into a QALY index.


A strange paper. It discusses the publication process from a sort of meta-philosophical perspective, such as what kind of general communication system it is. I did not find concrete suggestions for any of the involved parties on how they could improve their performance.


*Simple decision analysis cases using EU*


*Inverse-S: N = 16 subjects, CEs (certainty equivalents) elicited for seven one nonzero-outcome prospects. No real incentives (p. 676 last para). The authors then find the best-fitting power utility function and 2-parameter CI family of*
Prelec (1998) (minimizing squared distance). Find $U(x) = x^{0.66}$ as best fitting, and usual $w$. However, for one-nonzero outcomes the joint power of utility and probability weighting is unidentifiable. Looks like they make a classical mistake here. Find that degree of inverse-S (which is not affected by indeterminacy of power, as in Wakker 2004 Psychological Review) corresponds with lack of controlled processing by the anterior cingulate cortex (do not know what that means, copying it from the abstract). %


This paper does not only describe things going wrong in preference theory but it is constructive in nature: it seeks to offer remedies and make preference measurement function again.

Schkade during SPUDM ’97 lecture:

“Get more out of fewer subjects.”

The paper is less focused on the issue of interacting with clients but gives a broad survey of the many biases that can occur during preference measurement.

P. 249: “The procedures often involve greater work in the measurement of preferences, with a focus on doing more tasks with fewer respondents.”

Paper uses term “design purposes” for prescriptive.

P. 247: they argue for using coherence conditions for improving preference elicitation, adding to it that also the process leading to preference should be judged.

P. 257, §3.3.1 gives reasons for why people may want to avoid making tradeoffs.

P. 259 recommends that anchors be made explicit rather than have them be made by implicit/random factors.

P. 265: “Nevertheless, we believe that providing procedures and tools that help individuals...
discover their own preferences is in the best interest of those individuals, even though this may also influence those preferences.”%


N = 30 & N = 42 & N = 84; hypothetical choice;

**reflection at individual level for risk:** they don’t give data detailed enough to see this.

Translating gambles (adding up a constant to all outcomes) through the origin evokes sharp changes in risk attitude, in agreement with the predictions of loss aversion. Gives many refs to early aspiration-level and reference-level ideas.

**paternalism/Humean-view-of-preference:** p. 1055 suggests that utility should not be concavitized but should be left convex for losses if that is what is measured. Criticize Keeney & Raiffa (1976) for such concavitization. %


Supplement findings of their 1980 paper. They now manipulate the reference level, not the outcomes.

P. 1054 writes: “The prevailing view about risk attitude in management science research, for both normative and positive models, ignores the aspiration level concept and assumes that decision makers are uniformly risk averse.”%


Study multiattribute risk aversion; **risk averse for gains, risk seeking for losses**

{\% CBDT Players do CBDT optimization in repeated games. \%}


{\% \%}


{\% Argues against reasonableness of Nash equilibrium; T00032 \%}


{\% \%}


{\% Book is pro-Bayesian. Reviewed by Dubois & Prade (1990, JMP). \%}


{\% \%}


{\% \%}

This book is considered a classic. Imagine that we observe only correlations, and find one between C and A. We don’t know if C has causal influence on A or vice versa, because of symmetry. If we also get temporal info, and know that C preceded A, then it seems plausible that C has causal influence on A. (There is always problem of hidden common causes for C and A; soit.) For long time it was believed that with only info on correlations, and not for instance on temporal ordering, we cannot speculate on causal directions because of symmetry. It seems that Pearl discovered a way to speculate nevertheless: if C and B are mutually independent but both are correlated with A, then it is plausible that B and C have causal influence on A and not the other way around. Seems that he started writing on it at end of 1980s. This book collects several of his papers.


Measured prior probability for binomial parameter experimentally, e.g., one day he goes out on the street and observes the proportion of women that wear red hats. Collected data over four years. P. 389 describes Venn’s rule of succession. P. 397: “Casual Observations in London Streets and elsewhere” Under this heading: “From a window in Gower street I observe how many vehicles out of the first 20 that pass below are drawn by horses, and then how many of a later sample of 15.”


Seems to have argued that each scientist should search for “self-elimination in his judgements, to provide an argument which is true for each individual mind as for his own.” This spirit contributes to inclination to take statistics in a non-Bayesian way, such as in the theory of Neyman and Egon Pearson (Karl’s son).

Pearson, Karl (1892) “Grammar of Science.”

Explains that Hutton (known for work on geological time), preceding Darwin (1831), had a chapter explaining the principles of selection of the fittest, though maybe not the development of new species. Hutton taught in Edinburgh, where besides Darwin also Patrick Matthew and William Wells lived, two people...
credited before for having preceded Darwin on the idea of evolution. All these three came after Hutton. %}


{% Seems to discuss $-f''/f'$ as a measure for curvature, and to give references to preceding literature, as was told to me by Rich Gonzalez in August 1994. %}


{% RDU version of de Finetti’s coherence, containing generalizations of things of Diecidue & Wakker (2002). %}


{% %}


{% https://doi.org/10.1038/s41562-017-0219-x

An impressive study. For 1,507 (!) subjects, six elicitation methods were used to measure risk attitudes, taking essentially a whole day of each subject. Very little consistency was found, both between raw measures of risk aversion (only that; no raw measure of insensitivity) and between fitted parameters of expected utility or prospect theory. The authors conclude very negatively (P. 807 2nd column end of 1st para):

“What is clear, however, is that scientists’ common practice, namely, measuring risk preferences with one simple behavioural EM (for example, lotteries) and thus creating the fiction that they can capture consistent risk preferences, should stop.” They several times express the constructive view of preference. For example, abstract last sentence: “Instead, we interpret the results as suggesting that risk preferences may be constructed when they are elicited, and different cognitive processes can lead to varying preferences.”

My reaction: I will continue to work on finding consistent risk preferences. One reason is based on normative thoughts: There exists a normative proper risk
attitude in every person, e.g. though utility in expected utility. We should do all we can to find it as much as possible. The more so as finding it is something like finding the holy grail. One can then take best decisions for people. This is also why the decision-theory concepts of risk attitude are way more interesting than introspective measures. Another point in my reaction: Subjects had to spend almost a day doing the experiment. My experience is that individual choice experiments can last no more than 45 minutes. After that subjects get bored. The subjects here may have gotten bored, so that almost only noise was measured.

The literature references in the paper are impressive.

P. 803, 2nd para: “Surprisingly, there is no consensus across science and industry on how risk preferences should be measured.”

P. 803: end of 1st para of 2nd column: many references that compare different measurement methods.

P. 804 penultimate para: The BART measurement deviated most from the others, and this is because, unlike the other tasks, it had unknown probabilities, to be learned from sampling (DFE). P. 806 1st para: BART has very weird results, with risk seeking and loss aversion \( \lambda = 0.43 \), so, much gain seeking.

P. 804 2nd column 3rd para: They related choice inconsistencies to a cognitive intelligence measure, but found no relation. Report it only in online appendix (“Supplementary Information”).

P. 806, 2nd para: “However, numerous studies have demonstrated that individuals’ risk preferences often deviate from EUT and that CPT is often the best model for fitting aggregate choices even if some people are not best described by EUT and even though there may not be a single best model for fitting individual choices.” (PT/RDU most popular for risk)

P. 806, 4th para: “Although on average CPT describes the choices better than EUT”

P. 807, 4th para: “Second, capturing risk preferences in terms of the non-normative components of risky choice (for example, probability weighting and loss aversion).” That is, the authors take expected utility as normative.

P. 807 para starting at bottom of 1st column is only one with a bit of positive results, although not much.

P. 807 2nd column 1st para reports the only positive result: “Second, the fact that all levels of analysis reveal exclusively positive correlations may hint at the existence of a general underlying construct.”

P. 807 2nd column 1st para expresses the other constructive view of preference.
It is not the view that all is arbitrary ad hoc construction and here is nothing down there. The second is that experimenters should influence subjects and construct their risk attitude together with subjects, as architects (“getting more out of fewer subjects”), when the authors write: “In addition, it may be of interest to examine whether decision aids, such as expert advice on how to approach specific decisions, may increase consistency in observed risk preferences.”


I enjoyed this discussion, given to me by Gideon Keren, of the psychological factors underlying positive versus negative outcomes, distinguishing several biases or functional weightings. The authors separate affective from informational, and relate to approach-avoidance. It interested me because if gives psychological background to loss aversion. But sometimes it was hard to follow. For instance, on p. 37: “the tendency to expect the positive is allied with a strongly marked sensitivity for aversive stimuli,” if any part of this claim had been reversed it would have been just as plausible to me.

P. 54 middle: negativity effect (overweighting of negative outcomes, both affectively and informationally) is independent of probability at that negative outcome.


Information aversion: Nonaversion to information (also for nonexpected utility??); note clearly thinks that value of additional knowledge is always positive. See for instance, in reprinted version, note.7.159, p. 86, ll 6-8.

Note 142, p. 77 in reprinted version, says that the utility of knowledge consists in its capability of being combined with other knowledge so as to enable us to calculate how we should act.


Foundations of statistics: Proposes an expected utility criterion to assess the value of a test, say the prediction of a tornado. This value is

\[
\frac{(p.aa - l.ab)}{(aa + ab + ba + bb)}
\]

where: p is profit (extra relative to not predicting) gained by correctly predicting it, aa the frequency of correct predictions, l the loss (relative to not predicting) of incorrectly predicting it, ab the frequency of incorrect predictions, and ba + bb the frequency of not predicting the tornado (wrong or right, respectively). So, the true Bayesian solution to evaluate a statistical hypothesis test.


P. 421 seems to write:

“to express the proper state of belief, not one number but two are required, the first depending on the inferred probability, the second on the amount of knowledge on which that probability is based.”

There is an incomplete pref. rel. over lotteries satisfying independence and continuity. The paper also considers choices between menus, and investigates cautiousness: Defer choice whenever in doubt. Then there must be preference for flexibility. Thus, preference for self-control is distinguished from indecisiveness.


Fit EU, RDU, en PT (they write CPT) for 8 macaques, 5 capuchins, and 4 orang-utans, by letting them choose between a sure cookie or a risky-size cookie. Fit power utility under EU (which fitted better than exponential, under EU by p. 157), power utility under RDU (which fitted better than exponential; p. 159), and piecewise linear, with kink at 0, for PT (can’t have more parameters for then unidentifiable; see footnote 8 p. 157). For RDU and PT use 1-parameter T&K’92 family. When fitting PT, they assume linear utility because otherwise nonidentifiable (footnote 8 p. 157) apart from loss aversion. Find mixed results.


Paper first points out that for Strotz-Pollak solution (so, **sophisticated choice**; forgone-branch independence [often called consequentialism] is assumed for utility at time t) solution need not always exist. The counterexample is, if I understand right, based on the observation that the consumption chosen at time t is the result of a maximization and need not be continuous, therefore at time t−1 a noncontinuous function has to be maximized, if I understand right. Then one can approximate the optimal utility within each distance ε but the maximum need not exist. (This is in my opinion a technical complication that does not lead me to reject sophisticated choice intuitively.) The authors next proceed to study different approaches than Strotz-Pollak, and propose that the solution should be a subgame perfect equilibrium for the players which makes sense. They point out that being an equilibrium is necessary (I agree given sophisticated choice) but surely not sufficient, e.g., equilibria can violate Pareto optimality. Note that sophisticated choice leads to equilibria. I’m not sure if the authors point that out.

P. 391 states the common assumption in economics that preference is not different than choice, but that preference is just binary choice: “An agent’s preference ordering is nothing more than a summary of choices, when confronted with dichotomous alternatives.”

P. 392, assumption that utility function at time t does not depend on past consumption, considered in §II, is like forgone-branch independence. I do not understand their claim, at the end of §III, that their definition of stationarity would preclude changing tastes. For example, let U1(x1,x2,x3, ...) be x1 + x2/2 + x3 + x4/2 + …. then I think that their stationarity leads to dynamic inconsistency and changing tastes; I didn’t study it in much detail.

**DC = stationarity**: 2nd to last sentence of §III is on that topic. It defines stationarity as utility U1 at t being independent of past consumption and U1(a,b, ...) = U1(a,b, ...). So, it is what I would call forgone-act independence (often called consequentialism) plus a sort of invariance (that DUR automatically has but DUU not) different than stationarity. They are wrong in suggesting that their stationarity would preclude changing tastes, there they seem to confuse things with DC (dynamic consistency). For example, let U1(a,b,c,d, ...) = a + b/2 + c + d/2 + + ..., then DC is violated, at time 1 I may prefer (0,0,1,0, ...) to (0,0,0,1,0, ...) but at time 2 my preference reverses. %}


**questionnaire versus choice utility**:  
Outcomes were monetary. Data were collected from 346 managers from small and medium size hog farms.

Risk attitude was measured by
1. psychometric questionnaires regarding whether they would be open to new products etc.
2. hypothetical CE (certainty equivalent), fifty-fifty, questions.
3. same as (2) but corrected by taking it w.r.t. underlying scale that was derived from strength of preference (as they call it but it is direct assessment such as what is called VAS (visual analog scale) in the health domain; see p. 1341 beginning of §3.3.2), so, it was risk attitude à la Dyer & Sarin.

**CE bias towards EV**: most (60%) were risk seeking!

Risk attitude from questionnaire correlated significantly with (2) and (3), not with str. of pr. value scale.

Exponential utility fitted data better than power.

Attitude questions were best predicted by (1); i.e., psychometric questionnaire results. Actual behavior was, however, best predicted by (2) and (3). There was no relation between actual behavior and psychometric scales. This is a remarkable result, because most recent studies (this sentence is written June 2021; e.g. by Dohmen and co-authors) find that psychometric scales better predict behavior than decision-model quantities.

P. 1340 beginning of §3.3.1: Utility is measured of the price for slaughter hogs. Strictly speaking, a price is a different thing than money. P. 1341 beginning of §3.3.2: what the authors call strength of preference is in fact only a subjective intrinsic absolute evaluation (“VAS”), and not really a strength of preference between objects.

loss aversion, buying strategy of hog farmers; CE bias towards EV: p. 1254 reports only 55% risk averse in CE (certainty equivalent) questions.

50-50 CE questions were asked to 332 Dutch hog farmers. 149 had an “open” production system, where piglets and feeds are bought, piglets are raised to slaughter hogs in three months, and then sold. 183 had a closed system that is similar, only do they breed the piglets themselves iso buying them. In the open system where people buy the piglets, the buying price provides a natural reference point. Of these 149 people, 83 indeed show the S-shaped utility function of PT around that price, with convexity below, and 66 have concave utility. Of the other group of 183, 163 have concave utility without reference point or convex part, and 20 have ref/point concavity. An exceptionally nice illustration of how reference points come about due to small psychological aspects of framing.

In the open group with the natural reference point, for gains we have $c = 3.53$, and for losses $c = -0.77$ (Pennings, personal communication, email of Friday 23 July 2004.)

P. 1261: with log-IPT fitting (contrary to what the paper writes, it is not the IPT family but the log-IPT family, as Smidts, November 2003, personal communication, let me know), the inflection point (reference point!?) of utility is endogenous

P. 1272: argue that farmers may not transform 50/50 probabilities because they know them very well from everyday experience.

There are many elaborate details on parametric fittings. When the authors write global shape, they refer to the extent to which the function exhibits an S-shape. When they write local shape, they refer to the extent to which the function is concave or not. When they say organizational (strategic) behavior, they mean whether or not the production is open or closed and they relate it to whether or not utility is S-shaped. When they say trading behavior they mean other actions studied in another of their papers, and they relate it to risk aversion/concavity. Given that the choice of production must be complex, and driven by many factors, risk attitude can at most be a minor causal factor. Therefore, I think that
the choice of production is the cause of the utility function measured, and not what the authors suggest throughout, that it would be the other way around. I interpret this paper, therefore, as a nice illustration of how framing can drive utility measurement.


*free will/determinism*: Seems to suggest that indeterminacy at level of elementary particles may suffice to have uncertainty in the world and this making free will possible. So, the author overestimates the implications of physics.


Game theory can/cannot be viewed as decision under uncertainty: (see also: Game theory as ambiguity). Applying usual revealed-preference techniques in game theory has a problem. Imagine we want to derive preferences over and utilities of strategies for player 1. We do the typical revealed-preference measurement: Assume player 1 has has only actions 1 and 2 available, and not strategy 3. What will he prefer, strategy 1 or strategy 2? Problem is that removing strategy 3 and possibly other strategies changes the whole game, including the behavior of the other players, so that an essential ceteris paribus assumption is violated. Aumann & Drèze (2009) used the following thought experiment: “imagine player 1 does not have strategy 3 but the others don’t know so and think that he has, and player 1 knows this.” Such thought experiments are far-fetched and not very satisfactory. This paper proposes an alternative approach: “do not change the available strategies. Instead change the conceivable beliefs.” Then still
utilities can be derived. A nice new approach. (Although I do not know to what extent this already was in Gilboa & Schmeidler 2003 GEB, a paper cited by the authors.) It uses techniques similar to case-based decision theory (CBDT) of Gilboa & Schmeidler, where preferences depend linearly on memories, much like here preferences depend linearly on beliefs.

This paper considers preference relations conditioned on subjective probability measures, denoted small p. It considers how variations in those subjective probabilities lead to variations in preferences, and derives utilities and so on from that. This is similar to Gilboa & Schmeidler’s case-based decision theory (CBDT), where memories play roles similar to the subjective probability measures considered here. The author, indeed, cites a Gilboa & Schmeidler (2003) paper as very close. That paper did not use CBDT but related techniques. This is an interesting alternative approach to decision under risk, taking different empirical inputs.

Assume a finite state space S, and a finite set of (choice) alternatives C. (The paper uses different symbols and the unfortunate term choice for alternative.) In Savage’s (1954) framework, states and so-called outcomes are primitives, and alternatives, called acts, are derived from those, as functions from S to outcomes. This is not the only way. The keyword “criticisms of Savage’s basic framework” in this bibliography gives discussions of it. One can also take states and alternatives as primitive, and derive outcomes as pairs (s,a), so that the outcome set is a product set of the state space and the alternative space., and this is in fact what the paper does, more or less implicitly. The aforementioned set of (subjective) probability measures is the set of all probability distributions over S.

The paper considers expected utility, defined as maximizing

\[ \sum_{s \in S} p(s) u(a,s) \]

over alternatives a given the probability measure p. First assume only two alternatives, C = \{a, b\}. Define by \(P^+\) the set of probability measures giving strict preference for a, and \(P^-\) and \(P^0\) similar. Only utility differences \(u(a,s) - u(b,s)\) are meaningful, and \(P^+\) is the set of p’s with

\[ \sum_{s \in S} p(s)(u(a,s) - u(b,s)) > 0. \]

Given that a and b are fixed, we can reinterpret this as preferences over the p’s, where we only know which p’s (the set \(P^+\)) are strictly preferred to a neutral q
with EU(q)=0, which are indifferent to q, and which are preferred strictly less. Assuming usual weak ordering and continuity, independence is still necessary and sufficient for EU, where independence here is never more than betweenness. This is the first result of the paper.

When we have three or more alternatives, and C = {a,b,c,…}, then we need more than betweenness. Betweenness only implies linear indifference sets, but they need not be parallel as needed for EU. The paper imposes a “uniform preference increase” axiom, which involves assumptions about parallel hyperplanes. If there are no weakly dominated alternatives, then strong transitivity and a line property, referring to a particular line, can replace the uniform preference increase axiom. The extra axiom is similar in a mathematical sense to the diversity axiom of CBDT, as the author points out. It is also similar to the decomposition of independence in Burghart (2020, Theory and Decision), where homotheticity is used to get the indifference sets parallel and is similar to the uniform preference increase axiom. %}


They analyze choice errors in test-retest for four risk elicitation tasks. Find that about 50% of the variance is explained by noise. They measure from data, and use simulations to analyze. Also consider the technique of Gillen et al. (2019 JPE). Helps, but does not solve all. %


foundations of statistics; §9 gives many citations arguing against Neyman-Pearson hypothesis testing.
Conclusion: “it is better to have no universal criterion than cling to an inappropriate one.”


Data of households. They also asked for subjective assessment of own risk attitude (“I am willing to take above-average risks” etc.) and related it to investments in stocks. Seems that they found some trivial (p. 136) and some nonintuitive (p. 131) results.


Body length during adolescence (I think age 16) predicts future wage, and not body length during adulthood.

People who score bad on measurements of elementary numerical skills, are also subject to many confusions such as to interpreting numbers or percentages as probabilities; etc. In particular, if Bowl A contains 9 red beans and 91 white, and Bowl B contains 1 red bean and 9 white, they prefer to gamble on red from A because it “gives more chances to win” (ratio bias). A similar finding, called ratio bias, is in Kirkpatrick & Epstein (1992), and in Denes-Raj & Epstein (1994), as the authors indicate. They investigate how these effects are affected by numeracy. Also do Asian-disease-like questions with their usual weakness (20% died need not mean that 80% survived; there may be missing data etc.). Whereas their numeracy score predicts things, more general intelligence scores do not.

(cognitive ability related to risk/ambiguity aversion) %


A new axiomatization of the Nash bargaining solution using risk aversion for
losses combined with variations in reference points + proper variation of disagreement outcome. %}


{% Consider the incomplete preference model of Dubra et al. (2004). Add a bad-outcome aversion axiom: After canceling all the common worst outcomes with the same prob, the worst one decides: The prospect assigning the biggest probability to it is dispreferred. It can be modeled by a set of utility functions that more and more overweigh the low outcome relative to the good one. That is, that tend to the nonstandard function that at every lower outcome makes a jump down greater than any before, a sort of extreme lexicographic. %}


{% %}


{% %}


{% https://doi.org/10.1016/0165-1765(86)90242-9

Show that Yaari’s (1969 result of first agent’s u being a concave transform of a second iff first’s certainty equivalents are always smaller, formulated by Yaari only for Euclidean spaces and, if I remember right, differentiability, can easily be extended to general outcomes.

The main step in the proof is to show that a convex function on a nonconvex domain can be extended to a convex function on the convex hull of its domain. %}

[Link to paper](https://doi.org/10.1016/0165-1765(87)90348-6)


[Link to paper](https://doi.org/10.1007/BFb0002815)


[Link to paper](https://doi.org/10.2307/2938291)


[Link to paper](https://doi.org/10.1006/jeth.1994.1008)


[Link to paper](https://doi.org/10.1016/0304-4068(95)00733-4)

{% A detailed general criticism of the author’s work is given at his 2019 Nature Physics paper. It is a case of **ubiquity fallacy**, where the author’s expertise is ergodic theory. The author argues for his expected growth rate criterion for intertemporal choice. It implies, *under several assumptions*, maximization of expected logarithm of wealth. Bernoulli also argued for such maximizationn, be it for very different reasons. The author argues that his justification is superior to Bernoulli’s, completely unfounded. As explained in my annotations at Peters (2019), it is because this author is not able to think of anything other existing than ergodic processes.

Pp. 4914-1915: The author argues that expected utility/value is an “ensemble average.” How he comes to this claim is explained by Doctor, Wakker, & Wang (2020b). There are only two kinds of averages that can have any meaning to this author, and those are averages over time or averages over ensemble, which is often taken to reflect only persons. Other averages he cannot imagine. He then thinks that averages, such as expected value/utility, must be interpreted as one of these two averages, where ensemble refers to an average over people, because otherwise he cannot relate to them so he thinks they must make no sense.

Because for expected utility, different outcomes may arise, the author reasons that the several (?) persons involved in it must be replicas of the agent, and that this requires a belief in parallel universes. He then blames Bernoulli, and then all economists, for not seeing things his way, for instance on p. 4918 3rd para: “these behavioural regularities have a physical reason that Bernoulli failed to point out.” Note that no economist or decision theorist ever wrote such things, and that it is only the author’s imagination from which all this comes. Typical is the 1st para of §5 (p. 4918): “Fermat and Pascal (P. Fermat & B. Pascal 1654, personal communication between themselves) chose to embed within parallel universes, but alternatively—and often more meaningfully—we can embed within time.”

P. 4918, §5 1st para: the author cannot relate to single decisions, and argues that we should consider everything as a process over time.

Pp. 4919-4920: “Conceptually, however, the arbitrary utility (arbitrary in the sense that it
depends on personal characteristics) is replaced by an argument based on the physical reality of the passing of time and the fact that no communication or transfer of resources is possible between the parallel universes introduced by Fermat.” [italics added] Illustrates that the author finds the study of interpersonal dependence a waste of time, and instead we should all only be studying intertemporal variations as in ergodic theory. His strange idea of parallel universes, and incapability to relate to averages other than if over time or persons, is described in his §5a, p. 4920, and beginning of §6.

P. 4926: “Inadvertently, by postulating logarithmic utility (left-hand side of equation (7.1)), Bernoulli replaced the ensemble-average winnings with the time-average exponential growth rate in a multiplicative non-ergodic stochastic process (right-hand side of equation (7.1)). Bernoulli did not make the time argument,” shows again the author’s way of thinking: As everyone should always do only ergodic theory, so should Bernoulli, and if he didn’t it was his mistake and he must have been doing it inadvertently.

P. 4929, penultimate para, explains why the author often calls utility circular: “The framework is self-referential in that it can only translate a given utility function into actions that are optimal with respect to that same utility function.”

P. 4930 l. 2: “For example, some fraction of $w may already be earmarked for other vital use.” This sentence shows some awareness that we do not only optimize entire wealth at the end of our life, but that intermediate consumptions play a role. However, the author treats this as a little aside and not as what it should be: something that severely restricts his analyses. Here, in his early papers, he would still sometimes bring in some nuances. But his apparent marketing successes rewarded him for dropping nuances, and they disappear in later writings.}


The opening sentence “This study focuses on the simple setup of self-financing investments, that is, investments whose gains and losses are reinvested without consumption or deposits of fresh funds, in assets whose prices are undergoing geometric Brownian motion.” shows that the author understands that intermediate consumption should be ruled out to make his criterion of expected growth factor relevant. It implies that his criterion can only refer to longterm investment decisions. In later papers he will omit these restrictions, and claim relevance for all of economics, getting more and more the
taste of overselling.

P. 1593 2nd column writes: “While in the terminology of modern portfolio theory, the latter ansatz can be interpreted as the assumption of logarithmic utility, in section 1.1 the Kelly result is shown to be equivalent, in the present setup, to an application of Ito’s formula of stochastic calculus. In this sense it is not the reflection of a particular investor’s risk preferences, but a generic null hypothesis. Considerations of personal risk preferences can improve upon this hypothesis but they must not obscure the crucial role of time.” It shows that he already has his preoccupation with time, thinking that ergodic properties are more important than anything else. But here at least he still acknowledges that considerations of interpersonal variations, e.g. regarding risk attitude, may also be of use, be it secondary to ergodic theory. Such relatively “positive” views on the value of risk theory will disappear from his later papers.

P. 1594 1st column seems to acknowledge that in finance not only returns (or their ln, which is equivalent to expected growth factor, the sole criterion of Peters’ ergodic economics) but also volatility and even higher moments can matter.

P. 1596 1st column argues again that risk is in a way irrelevant because not all possible outcomes will actually be realized, whereas all outcomes over time will be.

Pp. 1596-1597 writes: “This is different from Bernoulli’s treatment, where the logarithm is a utility function and would be inside the sample average, obscuring the conceptual failure of the ensemble average. It was Kelly (1956) who first pointed out that the time average should be considered instead.” The author is suggesting here that Kelly is with him in arguing that time is more important than risk and that Bernoulli was just confused, but I cannot believe that Kelly would ever have suggested something so silly.

P. 1601 2nd para writes: “The use of leverage is not fundamentally constrained by the prevailing framework of portfolio selection, which relies on a necessarily and explicitly subjective notion of optimality, dependent on utility, or risk preferences. This has become problematic because asymmetric reward structures have encouraged excessive leveraging.” Here he is also criticizing finance.

P. 1601 last para of 1st column opens with: “In conclusion, utility functions were introduced in the early 18th century to solve a problem that arose from using ensemble averages where time averages seem more appropriate.” Showing again that for him time is more important than risk.

In several papers, Peters’ imagination fabricated a history that from the 17th to
the 19th century people worked with expectation, should have made the ergodicity assumption, but ergodic theory did not exist yet and, therefore, mankind was in a state of confusion, not able to distinguish averages over time from averages of uncertainty, and always confusing them. Only then ergodic theory came along and only then mankind was able to properly distinguish averages over time from averages over uncertainty. Needless to say, such fantasies have nothing to do with reality. %}


{% I am not neutral in the sense that I co-authored a criticism of this paper: Doctor, Wakker, & Wang (2020, *Nature Physics*; [link]). My views can best be inferred from my 12-minutes lecture for nonspecialists at [https://www.youtube.com/watch?v=FDvBrcytU7Q&t=52s](https://www.youtube.com/watch?v=FDvBrcytU7Q&t=52s).

Here is a link to many citations from this paper and criticisms of those: [http://personal.eur.nl/Wakker/refs/pdf/citations.eee18jan2021.pdf](http://personal.eur.nl/Wakker/refs/pdf/citations.eee18jan2021.pdf)

I add some observations below.

The author is supported by Nassim Nicholas Taleb (who also supported president Trump). Further, this journal wrote a supporting editorial, *Nature Physics* Editorial (2019).

The author has two basic problems:

(1) **[economics by imagination]** He knows little of economics, picks a few points from the economic literature, adds many details based only on his imagination, this leads to unsound frameworks, and then he starts blaming economics for that unsoundness. But the unsoundness came only from his own wrong imaginations, and not from economics.

(2) **[ubiquity fallacy]** The author’s expertise is ergodic theory and he thinks it is the only thing existing. It is a subfield of measure theory, which is a subfield of mathematics, about the dynamic development of systems over time. It is a subfield in mathematics among dozens of other subfields.

Just some examples of decisions where time is not central (Peters is not aware of such):

(1) **[Choice of applicant]** If we choose one from some similarly aged Ph.D. students, then we weigh the pros and cons of their high
and low grades, the uncertainties about their motives/qualities, and their strategic interests E.G. when putting deadlines. All these ubiquitous aspects are relevant. But progression in time, while present (ubiquitous), is not considered or analyzed because it gives no insights into the choice to be made. It does not distinguish between candidates. P.s.: this could be considered a situation where a kind of generalized ergodicity holds in the sense that growth over time goes similarly for all candidates.

(2) [Choice of restaurant] I don’t just maximize entire wealth over my life, but think for the salary received this month, where I want to spend one evening in a fancy restaurant, which restaurant to choose. There are pros and cons such as service and travel time, uncertainties, impact for my company that evening, but progression over time plays no role in my decision.

(3) [Choice of travel mode] If commuting to my work, I consider cycling or walking, where I prefer walking if there turns out to be black ice, and cycling otherwise. I think about probabilities of black ice and severeness of inconveniences, but not of growth of consequences over time.

The author’s mistake of thinking that growth over time can answer all questions is what I call the **ubiquity fallacy**. It is closely related to what Kaplan (1964) called the “law of the instrument.” Kaplan seems to write

“I call it the law of the instrument, and it may be formulated as follows: Give a small boy a hammer, and he will find that everything he encounters needs pounding.” (p. 28)

He also seems to write: “It comes as no particular surprise to discover that a scientist formulates problems in a way which requires for their solution just those techniques in which he himself is especially skilled.” (p. 28)

Carrel (1939) seems to write: “Every specialist, owing to a well-known professional bias, believes that he understands the entire human being, while in reality he only grasps a tiny part of him.” (§2.2)

I sometimes use the example of a dietician who thinks that all problems can be solved, no more wars etc., if we have a good diet.

P. 1221 presents ergodic economics as an, in the author’s terminology, null model. I did not know this term, but from other papers by Peters inferred that it is a kind of first-approximation model, capturing the main characteristics, but open to refinements to capture things of secondary importance. So, here Peters seems to be more permissive to the rest of economics apart from ergodic phenomena:
they are not completely useless, but can have secondary importance as long as it is understood that anything ergodic should be of primary importance.

The author, strangely, thinks that expected utility for one-time decisions requires belief in multiverses. David (1986) has a theory assuming this. %}

{https://doi.org/10.1038/s41567-020-01108-9

I am not neutral I the sense that I criticized this author. I find this reply weak. I take his “I’m not sure where the disagreement lies” literally: He does not understand any of our criticisms, does not react to any, but just repeats some of his views. He then goes into his ergodic model as if it captures all of life. His “Classical economics puts forward a different decision theory. Here, expectation value maximization is declared a natural aim” ignores the justifications, e.g. through normative preference foundations and/or empirical evidence, that economists give and that our paper mentions. His “Declaring expectation value maximization an a priori natural aim is, simply put, an error in the foundations of economics.” is haughty.

His “From this perspective, the simplest decision theory is this: entities will often act to maximize the long-term growth rate of their wealth (or other resources).” commits the ubiquity fallacy w.r.t. time, of saying that everyone should always study time.

His “Declaring expectation value maximization an a priori natural aim is, simply put, an error in the foundations of economics. The error occurred because economics began working with mathematical models of randomness long before the ergodicity problem was discovered.” makes the error of thinking that EU needs ergodicity. %}

{My comments concern version of January 12, 2018.

The abstract takes utility curvature as irrational

P. 2 writes: “We ask precisely how the failures of neoclassical economics may be interpreted as a flaw in the formalism that can be corrected. Such a flaw indeed exists, buried deep in the foundations of formal economics: often expectation values are taken where time averages would be appropriate. Such a flaw indeed exists, buried deep in the foundations of formal economics: often expectation values are taken where time averages would be appropriate. In this sense, formal economics has missed perhaps the most important property of decisions: they are made in
time and affect the future.” Showing the state of mind of the authors.

P. 3 “Secondly, we postulate a specific form of rationality, that is, we state an axiom. Our axiom is that humans make decisions in a manner that would optimise the time-average growth rate of wealth, were those decisions to be repeated indefinitely.”

The authors then give theorems showing how maximization of EU w.r.t a utility function U arises as maximizing expected growth rate w.r.t. a particular infinite stochastic process.

P. 9: “A well-established but false belief in the economics literature, due to Karl Menger [16, 17], is that permissible utility functions must be bounded.”

P. 9 Discussion: “Expected utility theory is an 18th-century patch, applied to a flawed conceptual framework established in the 17th century that made blatantly wrong predictions of human behavior.”


{A nice family of weighting functions: Take the normal distribution function $\Phi$. Take the inverse $\Phi^{-1}(p)$. Translate it, say by multiplying by a positive $\tau$ and adding a real $\lambda$, into $\tau(\Phi^{-1}(s)+\lambda)$. Then go back: $\Phi(\tau(\Phi^{-1}(s)+\lambda))$. This way we transform mean and variance. This idea also appeared in Hou & Wang (2019).

They discusses probability weighting. Argues that we should bring in time and that it is a mistake not to do so, as always argued by Ole Peters.}


{https://doi.org/10.1063/1.4940236

Here is a link to many citations from this paper and criticisms of those:


Here are some further comments.

P. 5 2nd column: “In modern terms, Huygens suggested to maximize the ergodic growth rate assuming additive dynamics.” I am pretty sure that Huygens did not think anything in the direction of ergodic growth.

P. 7 bottom of 1st para writes: “However, based on formal arguments, Menger drew conclusions for the structure of the permissible formalism, namely, he ruled out linear and
logarithmic functions as models of behavior, and, equivalently, additive and multiplicative processes as models of wealth. Because of the central role of these dynamical models, the development of decision theory suffered from this restriction, and it is satisfying to see that formal arguments against these important models are invalid, as intuition would suggest.” Shows one more time how far the author’s imagination can lead him astray, as to claim that Menger would deny the existence of additive or multiplicative growth processes!?

P. 7 §D 1st sentence, and then p. 8 3rd para of 1st column: “Karl Menger revisited Bernoulli’s 1738 study, and came to the incorrect conclusion that only bounded utility functions are permissible. … Despite a persisting intuitive discomfort, renowned economists accepted Menger’s conclusions [that utility has to be bounded] and considered them an important milestone in the development of utility theory.” The author continues in his imaginary world about economics.

P. 8 1st column: “To implement this notion in the formalism of decision theory, it was decided to make utility functions bounded.” The author continues in his imaginary world about economics, erroneously thinking that they require bounded utility.


Replicate Fehr-Tyran (2001) and argue that money illusion is less important, rather being a second-order effect. Fehr & Tyran (2014) argue that the authors misinterpret their data.


INTRO

It is impressive that computers with machine learning can already develop theories, and this general direction shown by this paper (more clearly than predecessors) is valuable and impressive, making this one of the most valuable
papers I read for a long time. Yet, on the negative side, the concrete conclusions they draw on risk theories have, I think, value 0, because of a big mistake in the experiment (not implementing losses) and, I guess (being nonexpert), that prediction exercises with large calibration sets too much favor high numbers of parameters and overfitting. Thus, the main and very simple finding of the paper is: the more parameters the better.

**SPT iso OPT:** p. 1210 2nd column 1. 1. What the authors call 1979 prospect theory in fact is not that, but is separable prospect theory (Wakker 2022 Theory and Decision). I will nevertheless use the abbreviation OPT for it. For new 1992 prospect theory I use the authors’ abbreviation CPT, although I would prefer the abbreviation PT.

The authors collected a very large set of experimental choices between risky lotteries, being 14,711 participants each making 20 choices randomly selected from 13,000 choice pairs, totalling 294,220 choices. Well, if I understand right, then for each individual each choice pair was repeated five times. Then it would amount to 1,47,100 risky choices. They used choice pairs from Erev, Ert, Plonsky, Cohen, & Cohen (2017). These are mostly lotteries with few outcomes, but some have more like 6 or 8 or so outcomes. They involve most of the well-known paradoxes so that in this sense the stimuli are not relevant for general choices but have paradoxes overrepresented. Then prediction exercises were done, taking a calibration (“training”) set to next do out-of-sample prediction for a prediction set. Although the paper does not write it clearly, the authors combined all choices into a representative agent model. (One modification, an individual replication is discussed below.) They used a Luce-type probabilistic choice model, with dominating choices treated separately.

When the authors call a model neural, such as neural EU, they mean that they selected the best utility function from a very large class, using splining techniques. They also considered many parametric families. Because in this paper the more parameters the better, neural models are found to work best.

**PROBLEMS REGARDING RISKY CHOICES:**

(1) The authors use the random incentive system but if the outcome is a loss, the subject need not pay (their Figure 1, left upper panel). This is very unfortunate. First, it means that choices between loss lotteries were hypothetical.
In general, I am not against hypothetical choice, but in an experiment where other choices are incentivized, by contrast effect hypothetical choice is no good. Second, and more seriously, mixed lotteries (giving both gain- and loss-outcomes) are warped and destroyed. Subjects are willing to risk just any loss just for optimizing a chance at a gain. Thus, the estimates on loss aversion in this paper have no validity, and many other results are distorted by it.

(2) Supposedly, a prediction task corrects for number of parameters, as often claimed, and the authors claim so on p. 1210 left column 2/3 (“All theories are evaluated on their cross-validated generalization performance, meaning that model complexity is already implicitly accounted for in our analyses”) They resolutely take predictive power as the almost only and absolute criterion, although they do reckon some with psychological interpretability, but not much. However, in my only experience with prediction exercises, Kothiyal, Spinu, & Wakker (2014), it came out clearly that the more data, the higher the nr. of parameters give the optimal prediction. Makes sense because even with the most silly parameter, capturing a heuristic adopted by only 1/1000 of subjects, given enough data, errors will cancel out (usually) and something systematic, no matter how small and silly, will be picked up. Looks to me that prediction exercises do not sufficiently correct for overfitting. Overfitting gets a bigger problem as the calibration set gets bigger. I think that this is also a big problem in this paper, where more parameters are always better. A model with almost everything depending on almost everything (using the term that psychologists like so much: Context dependence, implying that transitivity is violated) is found to be best in this paper. The model is too complex, with too many parameters with too little meaning, to be of much interest.

(3) In Figure 4B, lower panel (Figures S4-S6 in Online Appendix p. 24 for probability weighting), the common findings of utility and probability weighting are reproduced miraculously well, although the authors use the PT formula and not the CPT formula, but this is only because the authors used parametric families that do not allow for other patterns. Figure 1B the right lower figure gives probability weighting optimized under PT “neurally,” i.e., without parametric restrictions and then, strangely enough, almost get the identity function. This is strange but is not discussed by the authors. It suggests that the parameters of PT beyond EU do nothing. Then how can PT predict so much better than EU? I do not understand. Figure S7 in Online Appendix p. 25 gives the best-fitting
probability weighting function under CPT, but strangely enough it only gives light underweighting, mostly for small (one would expect more for large) probabilities. These figures are extra-hard to interpret for me because it is not clear to me to what extent they come from gains or losses or, maybe, both?

SMALLER PROBLEMS:

Something unavoidable here as in most experiments: we are not so much observing preferences but rather heuristics of subjects to get the experiment done easily. In this big study it is very central though: The winning model in this study has numerous many parameters, but they are mostly picking up and predicting every silly heuristic that subjects may adopt. They mostly measure coherent arbitrariness (Ariely, Loewenstein, & Prelec 2001).

I regret that the authors did not really pay the outcomes stated, but only 10% of it (their Figure 1, left upper panel, and Online Appendix p. 24 Figure S5).

In Figure 1, left lower panel, the authors erroneously let EU and EV NOT be a subset of CPT. EU and EV should have been in the (nonempty!) intersection of PT and CPT. The online appendix, p. 14, does write that CPT contains EU and EV.

The authors focus on differentiable theories, but provide no definition in the paper. Rank-dependent theories such as CPT are not differentiable in usual meanings, and several others considered will neither be. OPT is not even continuous, neither in probabilities (at p=0) nor in outcomes (when collapsing). The authors mean differentiable in the sense of how the error measure depends on parameters chosen, as used for finding optimal fit. Peterson (19 Sep 2022; personal communication) explained: “that we could take derivatives with respect to model parameters, which is helpful for fitting models, large neural networks in particular. This perhaps only works if one can tolerate mapping gamble values to choice probabilities, as opposed to focusing on hard decision preferences, because doing so allows us to maintain a smooth (differentiable) error function when we fit models to human behavior.”

Swollen language: end of p. 1212, and some other places, writes on “human ingenuity” for nothing other than theory building.

They claim several times that Erev et al. (2017) is the largest data set on risky choice to date, where they then have > 30 times more data. But this is not so, and they miss relevant literature. From the top of my head, l’Haridon & Vieider
(2019) have 3000 subjects, certainty equivalents for 28 lotteries of risky choice, with about 25 choices per certainty equivalent, amounting to a total of 2939*44*25 = 3,232,900 risky choices. Over twice as much as this study! There have been several metastudies on risk attitudes that will also have had more. For instance, Brown, Imai, Vieider, & Camerer (2022), in their meta-analysis of loss aversion, counting only the papers reporting the number of subjects, have 305,514 SUBJECTS in the meta-analysis. Estimating loss aversion will involve several choices. Thus, their data set is similar in size to this paper. There will be other such studies. I think, frankly, that the authors should have anticipated that their unfounded claim has little chance of survival.

GENERAL COMMENTS

As for OPT versus CPT, for limited calibration sets as common in experiments, CPT clearly outperforms OPT (Figure 2B left part, yellow vs. red curve). For larger calibration sets they are very similar but OPT is somewhat better. This may be explained by overfitting: in CPT, weights should add to 1 but in OPT they need not, giving some more flexibility to OPT. (E.g., Loehmann, 1998, p. 299 last line: “Thus, the assumption that subjective probabilities sum to one has a strong effect on subjective probability estimates.”) As written, for large data sets there is no good correction for overfitting and it is the more parameters the better, the more so as we are getting heuristics of subjects more than true preferences here.

There was a replication study of 300 participants each doing 300 choices (60 choice pairs, each repeated five times) and then separate fitting for each individual, so that heterogeneity between individuals can be inspected. I am afraid that this was much with boredom and fatigue. Heterogeneity is not reported, but only predictive performance. They replicated the main findings although, unfortunately, they did not consider an analysis of CPT but only of PT. I regret this and expect that with this more limited set, CPT would do much better.

The authors played with mix-models, where either a first or a second model is used, and it depends on features of the lottery which one, and they performed well.

It is interesting that Erev et al.’s (2017) BEAST model clearly outperforms all other standard models in predicting (Figure 3), and to have this confirmed by an
independent team. I expect that the model winning in this (Peterson et al.) paper is not at all stable w.r.t. stimuli set chosen, and had they chosen a somewhat different set of 13,000 choice pairs to choose from, the parameters of the winning model would have been quite different. %}


{\% Survey of St. Petersburg paradox. \%}


{\% statistics: classification in data analysis. \%}


{\% https://doi.org/10.1287/mnsc.2021.3961

A variation of variational preferences. Uses Fréchet derivatives and Wasserstein metric on probability measures, with a central role for a probability measure closest to the priors in the set of priors. Mathematically advanced and no direct preference conditions. \%}


{\% \%


{\% Use hypothetical choice. Study relation between inverse-S and cognitive ability (cognitive ability related to likelihood insensitivity (= inverse-S) & inverse-S

{\% }

{\%
(= likelihood insensitivity) related to emotions).

With affect-rich outcomes (voucher for romantic dinner) there is more likelihood insensitivity than with affect-poor outcomes (reduction of electricity bill). (PT falsified: see also probability weighting depends on outcomes;)

Numerosity (Berlin number task) also seems to reduce likelihood insensitivity (in re-appraisal task.). These results, however, seem to hold only for small probabilities, and not for large.

To calculate probability weighting, they assume linear utility, which for moderate stakes is fine. Data-fitting is by minimizing quadratic distance. They confirm inverse S.%


Hedden (2013) argued for using nonadditive probabilities, with fixed-probability transformation. This paper follows up, e.g., arguing that we may allow decision makers to choose to either follow the classical book argument or Hedden’s version. I did not try to really understand. %


Seems that he already wrote on identifiability and ceteris paribus in economics. %


loss aversion: erroneously thinking it is reflection: P. 2170 top line discusses a potential role of loss aversion in an experiment with purely losses. This is reiterated on p. 2177: “Experiment 3 suggests that even while favorable information is being overweighted, individuals in our ambiguity task show risk-seeking behavior consistent with loss aversion.” (The authors use the term risk
seeking also under pure ambiguity.)

Did Ellsberg experiments, where probability intervals are given to subjects, and maxmin EU is used. Consider both gains and losses. Providing extra info that is favorable has much positive effect, not only through its favorableness but also through reducing ambiguity. Providing extra info that is unfavorable has just a bit negative effect, because its unfavorableness is counterbalanced by its reduction of ambiguity.

Experiment 4B does not take Ellsberg urns, but guesses on naturally occurring quantities (say temperature). Events concerned whether the quantity was below or above some threshold. Whether the winning event was above or below the threshold was randomly determined, and this was told to subjects. It means that objective risk comes in. Further, subjects can have extra info about such events so that there is no control for beliefs. The central question, what the effect of info provision is, is a comparative question that is not much affected by the aforementioned complications.

The authors are enthusiastic about their findings and conclude the paper with:

“Thus, our results have the potential to enhance both a psychological understanding of behavior as well as economics models with importance at the micro and macro levels.”

\[
a \circ b = F(a, b) = CE(E:a; \text{not}-E:b)
\]
\[
a \circ b \sim (E:a; \text{not}-E:b)
\]
Then Theorem 1 is a characterization of subjective expected utility. \(a \rightarrow a^*\)
denotes the utility function. More precisely, it is Theorem 1 together with the
assumption of reflexivity on p. 285 3rd para (to normalize probabilities). So,
Pfanzagl was one of the first to characterize subjective expected utility, and the
first to do it with continuity of utility, which in economics is natural!

For intertemporal choice: imagine two fixed time points, say today and
tomorrow. \(a \circ b\) relates to the consumption of \(a\) today and \(b\) tomorrow and is,
more precisely, the constant consumption \(c\) such that \(c\) today and \(c\) tomorrow is
equivalent to \(a\) today and \(b\) tomorrow. It is the constant-consumption-equivalent.
Then the theorems you see there amount to characterizations of discounted utility.

Pfanzagl in his 1968 book only uses topological connectedness, not top.
separability, so, immediately understood that top. separability can be dispensed
with. This insight was lost for some time after, due to Debreu (1960) and Gorman
(1968) and others who did assume topological separability, but it was
rediscovered by Krantz et al. (1971), and was propagated by people including me.

Theorem 2 considers bisymmetry (event-commutativity as Chew (1989) called
it) for two-outcome acts with different events involved, characterizing that they
have the same utility function so that it really is RDU-with-symmetry (SEU for
fixed event but additivity of probability need not hold otherwise) when restricted
to only binary acts that may relate to different events.

Pp. 287-288 discuss what I consider most interesting, DUU, where Pfanzagl
then essentially is giving Savage’s (1954) SEU for two states of nature, even for
all binary acts.

**biseparable utility**: P. 287 has it, but (see end of 3rd para) only for symmetric
nonadditive measures and probability transformations, \(w(p) = 1-w(1-p)\), so
that no rank-dependent restriction needs to be added. He calls \(w(p)\) subjective
probability. **binary prospects identify U and W**: writes: “In spite of that, they permit
us to derive all relevant results concerning the scale of utility.” Then he goes on to do
biseparable utility for uncertainty, for the special case of a symmetric maybe
nonadditive measure although he does not say this explicitly. P. 287 bottom goes
on to do the same thing done before for probabilities, now doing it for an event.
P. 288 gives all the axioms that axiomatize biseparable utility with a nonadditive symmetric measure. He does not write the model itself, but it is evident from replacing probabilities on the previous page by events. The bottom of the page shows that a violation of symmetry, discussed only for a fifty-fifty event, violates his axioms.

Pfanzagl is overly pessimistic in claiming that the construction of utility then is impossible. Nowadays (1996 and after) we know that comonotonic versions of axioms will still hold. Wakker & Deneffe (1996) showed that the construction of utility then can still be done.

P. 288 already describes the nice dynamic interpretation of bisymmetry if the events can be repeated independently that is also in Segal (1993, JME, “order indifference”), Luce (1988, JRU 1, Eqs. 22 and 23), and Luce (1998, JRU, “event commutativity”).

Pp. 289-290 discuss constant absolute risk aversion (called consistency) and the crucial role of what is taken as a fixed or variable status quo (he uses this term status quo). There are several discussions of empirical and psychological studies, Mosteller & Nogee (1951), Stevens, etc.

Para on pp. 289-290: Pfanzagl tries to discuss the role of initial wealth or, maybe, reference dependence. Unfortunately, the text is incomprehensible because of the many undefined terms such as “money in front of the subject,” “available amount of money,” “money held by the subject,” “money in his pocket,” “money immediately involved in playing,” and in next para: “status quo,” “net outcomes.” In general, we have

\[ W = R + c \]

where \( W \) denotes final wealth, \( R \) denotes reference outcome, and \( c \) change w.r.t. reference outcome. Usually \( R \) is taken as a real number, as I will do, and not as a random variable or anything. Usually, in one choice situation, \( R \) is fixed there but \( c \) and \( W \) can take several values within and between lotteries, but I will write singularity \( W \) and \( c \) mostly. If one investigates dependency on one of these variables, say \( c \), by varying \( c \), one has to specify which of the other two variables covaries and which is kept constant (if any). Authors commonly do not do that, leading to many ambiguous texts. Reference independence means that changes in \( R \) with \( c \) covarying and \( W \) kept fixed do not affect preferences, i.e., preferences depend only on \( W \). Kahneman & Tversky (1979) assumed that changes in \( R \) and
W, keeping c fixed, do not affect preferences (but only approximately so if the changes in R are not big, as they point out). Then preferences depend only on c. The para also discusses whether utility (curvature) changes, but then it is relevant to know if c or something else is argument, and if c is, whether W (mostly) or R covaries with c, and which of W and R is constant. Pfanzagl discusses the role of constant absolute risk aversion, or consistency as he calls it. I assume that he assumes here that preferences depend only on final wealth, i.e., reference independence. Then it means that adding constants to W, R, and c (keeping the equality) do not affect preferences. In particular, if we know only c and not R/W, then that is fine.

Theorem 3, p. 290, characterizes linear/exponential (CARA) family through constant absolute risk aversion. This was done before in mathematics, not related to decision theory, by Nagumo (1930 p. 78, stating sufficiency, but proof also stating necessity) and Hardy, Littlewood, & Pólya (1934, Theorem 84, for log-power utility).


Characterizes a functional as being a conditional expected value, with no utility involved (“linear utility”).


I could only see the abstract, but it suggests the following. First, he points out that to measure subjective probabilities people usually use objective probabilities. Either to derive utility for instance using standard gambles, or to use matching probabilities. But Pfanzagl can do it using the bisymmetry technique of his 1959 paper, without assuming objective probabilities.

§1.10 distinguishes between fundamental and derived measurement: “… we can define fundamental measurement as the construction of scales by mapping an empirical relational system isomorphically into a numerical relational system. Derived measurement, on the other hand, derives a new scale from other given scales.”

Lemma 3.5.9: an ordered set is connected w.r.t. order topology if it has no gaps (a < b but (a,b) is empty) and is order-complete (each nonempty subset with lower bound has infimum, or, equivalently, each nonempty subset with upper bound has supremum).

Corollary 5.4.2: if X is connected and an operation * is cancelable and continuous, then autodistributivity \((a*b)*c = (a*c) * (b*c)\) implies bisymmetry. Cancelability is something like antisymmetry plus strict monotonicity. Formally, it means that a*b is 1-1 (injective) in each of its variables, at whatever level the other variable is fixed.

P. 107: the only weak point I discovered in this phantastic book so far: he writes Archimedian iso Archimedean.

criticizing the dangerous role of technical axioms such as continuity: §6.6 (pp. 107-108) has a good discussion of, and even formal theorems on, the dangerous empirical status of technical (Pfanzagl says objectionable if finite observations cannot falsify) axioms such as continuity and solvability, often overlooked. (Remark on p. 111 gives another nice statement.) Definition 6.6.3 gives a definition of “technical” as Pfanzagl calls it. In the presence of other axioms, they do have empirical content but it may not be clear what that content is. See also §9.1 of Krantz et al. (1971). A strengthening of Adams, Fagot, & Robinson (1970, at the time of Pfanzagl’s book unpublished) is given. §9.5 will explain that continuity is dangerous in adding empirical implications. Theorem 9.5.5 suggests that continuity w.r.t. connected topology does not add further dangerous implications to strong solvability.

tradeoff method: Def. 8.6.8 is in fact a version of the \(\geq^*\) relation defined in my book Wakker (1989) and used in what I call TO consistency nowadays (after 2005). The definition of \(F_{12}\) implies that

\[(c_1, F_{12}(c_1)) \sim (d_1, F_{12}(d_1)),\] and this together with \((a_1, F_{12}(c_1)) \leq^* (b_1, F_{12}(d_1))\]
(≤ denoting reversed preference) makes Pfanzagl write \( a_1 b_1 \leq c_1 d_1 \), where I would write \( a_1 b_1 \leq^* c_1 d_1 \) in my 1989 book and \( a_1 b_1 \leq^t c_1 d_1 \) in my 2010 book (were it not that in the latter I only consider indifferences \( \sim^t \)). Note that Pfanzagl’s solution condition entails a strong solvability condition.

Pfanzagl pleads for this approach with tradeoffs (called distances in his terminology). Remark 9.4.5 ends with: “We are of the opinion that the indirect way over distances makes the whole approach more intuitive.”

Ch. 12 does DUU in a multistage setup. Sure-thing principle is formulated as monotonicity, together with a “lack of illusion” condition that apparently entails RCLA, it entails the known things.

Axiom 12.5.2 assumes that for each event there exists another independent event, where independence means that conditioning does not affect preference.

**biseparable utility:** Corollary 12.5.8 (p. 211) has it only for additive measures \( S \), with additivity proved in Theorem 12.5.9, and later conditions given that subjective probability agree with objective if existing. The text is restricted to repeatable events and compound gambles, although it could have been restricted to static gambles and certainty-equivalent substitution. %}


{% If w has infinite derivative at 0, then prospects with finite expected value can have infinite PT value. This paper proposes weighting functions that avoid this problem. %}


{% Z&Z; survey on effects of coinsurance etc. on demand for health care %}


{% They introduced quasi-hyperbolic. %}


My comments concern the 1957 English translation. Funny examples of “conservation errors” in physics. Suppose liquid is poured from one form into another. Children under 7 will not recognize that the amount was unchanged.

*conservation of influence*: p. 213 2nd para: “without conservation of
totalities” (about children up to seven years of age). Throughout the book, the term irreversibility is used as something crucial for randomness, but I hardly understood more of the term than that it means randomness. First children have to get a concept of implication, then that implication does not work 100%, so there is unpredictability, then they can get some awareness of chance. §X.2, p. 216 etc., argues that in many ways babies, like even the most primitive animals, can exhibit behavior adapted to chance, but this is animal spirit not real awareness. P. 217 2nd para: “But it would be idle to draw from these functional analogies a structural identity and to attribute to the nursing infant operative structures, whether deductive or probabilistic.”

Stage I is from 4 to 7, stage 2 from 7 to 11, stage/level 3 after 11. Stage I is subdivided into level I A and I B. Stage I consists of levels I A and I B, stage II also consists of levels II A and II B, stage III/level III is not subdivided I guess.

Ch. VI (pp 131-160): “The Quantification of Probabilities.”

P. 131: “On the other hand, the progress supposes the gradual ability to establish a relationship between the individual cases and the whole distribution;” For the frequentist understanding of probability, the heads coming up on different tosses of a coin, different individual events, must indeed be grouped together and the child must be able to do that mentally.

P. 132 2nd para gives a nice description of the growing awareness of numerical probability. Also on p. 133 last para (on level I B: “or there is an intuitive comparison deriving from the perception of striking disproportionalities”).

Level I A understands that things can be unpredictable (“chance”). See, for example, §X.2, p. 218, “From the functional point of view, there is certainly at this time a notion which performs the function of the possible, and this is precisely the idea that the near future is made up of events which one is not certain that he can anticipate.” P. 138 last para, on level I A: “If the child had the least bit of quantified probabilistic intuition,” I think that somewhere else there is a text that the child neither distinguishes quantitatively nor qualitatively. A little bit of differentiation between different levels of likelihood arises at level I B, see p. 133 last para (on level I B: “or there is an intuitive comparison deriving from the perception of striking disproportionalities”). Level II knows that 4 out of 7 is more likely than 3 out of seven or 4 out of 8, but cannot compare 4 out of 7 to 2 out of 6. Note that the perception is not just a function of objective probability because 1/2 = 5/10 need not be understood. P. 228, 2nd para,
Level III can distinguish numerical probabilities well. So, level I A is principle of complete ignorance (three-valued logic) where there is, in the terminology of decision theory, true, untrue, or possible.

My claim seems to be contradicted by several writings by Piaget & Inhelder that children at stage I cannot differentiate between the possible and the necessary. For example, this is the title of §X.2 on p. 216. However, the second half of the second para on p. 218 shows that Piaget & Inhelder consider possibility only understood if some logical operations like complementarity and their interaction with possible are also understood. So, he uses the term possible in a more restrictive sense. See also third para of p. 214 and the last para of §X.3, on p. 230.


Foundations of statistics; Ancillary statistics, nuisance parameters, that this is not very nice for classical frequentist statistics.

{% Extends the Savage framework by a mapping that maps events into perceived events. This is quite like support theory of Tversky & Koehler (1994). This paper provides preference axiomatizations. %}


{% risk averse for gains, risk seeking for losses: The energy-budget rule from biology (also found by Caraco 1981) says that optimal foraging should be risk averse when above energy requirements, and risk seeking when below. The authors verify this finding for risky monetary choices by humans, with repeated choices with repeated real payments, and find it confirmed. Of course, in full agreement with prospect theory! %}


{% probability communication %}


{% probability communication: they reanalyze existing data and report new data suggesting that natural frequencies are NOT better ways to report probabilities. %}


{% probability communication & ratio bias: Compare perceptions of 1:100 versus 5:500 and so on. Find, unlike other studies, that the latter is weighted less than the former. Maybe because for health outcomes are losses? Study also other forms of probability communication. %}

{\% **discounting normative:** p. 25 argues that discounting is irrational; a vague citation by Strotz (1956, p. 172) suggests that Pigou considered discounting to be a defect of our telescope.

**marginal utility is diminishing;** r.av. = dim.marg.utility;

P. 729 of 1924 edn. seems to write on **decreasing ARA/increasing RRA**

(well, third derivative iso RRA)

Appendix XI is on utility, which is taken as satisfaction ≠ normative maximandum

P. 785 seems to write, on **linear utility for small stakes:** “a small change in the consumption of any ordinary commodity ... cannot involve any appreciable change in the marginal desiredness of money.”

P. 847: Marshall said that economics has advantage over other social sciences because it has money as a measuring rod.

P. 849: says that strength of pref. comparisons are possible as judgments, i.e., “comparable in principle,” but not through measurement, so, they are not comparable “in fact.”

§V of Appendix XI, p. 850, is nice. It says that interpersonal comparability of utility cannot be proved, but that the burden of evidence is on the other side. %}


{\% **linear utility for small stakes:** a central accepted point in a debate about mathematical correctness of some formulas. %}


{\% §3.1: utility is ordinal; §3.5: **marginal utility is diminishing**! %}

three-doors problem: The author tries to discuss it but, ironically, does not understand it himself. Here is his incorrect description of the problem in his opening para:

“One of the most famous television game shows from the heyday of the genre from the 1950s to the 1980s was Let’s Make a Deal. Its host, Monty Hall, achieved a second kind of fame when a dilemma in probability theory, loosely based on the show, was named after him. A contestant is faced with three doors. Behind one of them is a sleek new car. Behind the other two are goats. The contestant picks a door, say Door 1. To build suspense, Monty opens one of the other two doors, say Door 3, revealing a goat. To build the suspense still further, he gives the contestant an opportunity either to stick with their original choice or to switch to the unopened door. You are the contestant. What should you do?”

People well-versed in probability theory and statistics know that to determine a conditional probability one should not only be informed about the value observed, but also about what information one would have received in other, counterfactual, events. That is, one should know the whole random variable one is informed about. In this case, one should know the strategy of the quizmaster Monty. In particular, in the counterfactual event that the prize (car) had been behind door 3, could Monty have opened that door still? As a first and strongest counterexample to Pinker’s analysis assume that, whenever one of the remaining doors contains a prize, the quiz master will open that door, showing the contestant that the initial door chosen is wrong. Only if none of the remaining doors contains the prize, will the quiz master open one of those two. Under this quiz master strategy, the contestant definitely should not switch! For a second counterexample and most plausible case, assume that the quiz master just randomly opens a door, and it is coincidence whether or not it contains the prize. Then switching is no use and the door chosen, Door 1 does have probability 0.5 of having the prize. This is the most plausible interpretation of Pinker’s text in the absence of other info and, hence, the answer that Pinker qualifies as incorrect is in fact the most plausible answer.

In the Monty Hall problem things are different from the above two examples of quiz master strategies. Here the quiz master strategy is to always open a door with no prize behind; he has the info to so so. Only if one knows this (and that 50-50 randomization if the two doors not chosen both have no prize) can one solve the problem, and see that switching is good. Pinker’s account does not state
Monty’s strategy and is faulty. He repeats the mistake later in his example of divine intervention, showing that he really does not understand the aforementioned fact of probability theory and statistics.

I commonly use one sentence to explain the case of Monty Halls’s problem to people: “If one switches one wins the prize whenever one started at a wrong door.”


Stecher et al. (2011, MS) introduced a method to generate objective ambiguity, by sampling from Cauchy distributions. This paper uses this to generate objective Dempster-Shafer belief functions and use them in game theory. It cites papers showing that ambiguity can be beneficial for some players in game theory.


His surname is “Pinto” and not “Luis Pinto.”

tradeoff method: Person-tradeoff method asks: if 10 healthy people could live, or 11 blind, what would you decide if you were policy maker? So, no probabilities but frequencies. It does not ask people how good they consider something to be for themselves, but rather what they would decide if they were policy makers. Paper considers some measurement methods and sees how they agree with Euroqol measurements etc.


{% The lead time tradeoff is like the regular TTO (time tradeoff), but adds a period of good health before the other periods considered. Under time separability, it should not matter. Empirically, big differences are found. (intertemporal separability criticized) %}


{% Prospect theory need not explain the Yitzhaki Puzzle. %}


{% dynamic consistency: favors abandoning time consistency, so, favors sophisticated choice; updating under ambiguity %}


{% https://orcid.org/0000-0001-5979-4528
They find no effect of boredom on risk aversion/seeking. %}


{% crowding-out: seem to survey the crowding-out effect as studied by psychologists. %}


{% Aggregation of incomplete vNM preferences, with discussions of interpersonal comparability of utility. %}

{% strength-of-preference representation; 
Uses Hahn’s embedding theorem. But it does not go for lexicographic presentation, but instead for incompleteness with multi-function unanimity representation à la Dubra, Maccheroni, & Ok (2004). Under solvability, it gives necessary and sufficient conditions, mostly a sort of concatenation condition (called divisibility); \( (x_1,x_2) \succeq (x,x) \) (positiveness of \( x_1,x_2 \) then positivity of any \( n \)-fold self-concatenation of \( x_1,x_2 \) with itself. %}


{% Dutch book; ordered vector space 
Considers a preference relation on a product set \( X^I \) with \( I \) an infinite set, implying infinite dimensions. And then additive representations, many without an Archimedean axiom and with nonstandard real numbers. The paper gives a valuable collection of references to related works in intertemporal choice, decision under uncertainty, welfare, and so on. This paper considers additive representation with symmetry. It considers preferences between sequences that differ only on finitely many dimensions, so that the overtaking criterion can be used \( x > y \iff \text{SUM}_i(U(x_i) - U(y_i)) > 0 \). \( U \) can take values in extended versions of \( \mathbb{R} \), in Abelian ordered groups. Cites Hahn’s embedding theorem (p. 56) mapping it into a lexicographically ordered vector space.

Necessary and sufficient conditions for additive representation are joint independence (= separability = sure-thing principle) and symmetry. At first I was surprised that this can be done with no richness such as connected-continuity or solvability in the outcome space or state space. But then I realized that the infinite symmetric coordinates generate additions of any length. We can calibrate \( U(x)/U(y) \) versus the rational number \( m/n \) by considering the preference between \( n \) states with \( x \) and \( m \) states with \( y \). So, this gives an equivalent of richness in the state space.

P. 32, criticizing the dangerous role of technical axioms such as
continuity: the author explains this.

P. 35 Example (ii): if infinitely many states are equally likely (by symmetry), and acts differ on only finitely many of them, then acts differ only on null sets.

Proposition 5(a) is Theorem 1.1 of Wakker (1986, Theory and Decision).

P. 40 gives Hölder’s theorem.


state space derived endogeously: Acts and monetary (real-valued) outcomes are given. A set J (an algebra) of events is given, and for each of its elements, preferences conditional on it. The set of acts is a linear space, i.e., all linear combinations are included, as in financial markets. Then a state space S is derived endogenously, a compact Hausdorff space, where all acts are continuous mappings from S to outcomes, and preferences maximize (conditional) SEU.

It was not clear to me what the overlap of this paper is with the cited paper Pivato & Vergopoulos (2018a).

The space of conditioning events J has to be “rich.” It must contain all bands, i.e., events that properly interact with the order structure and multiplication operator. It means that it is determined by the space of acts A.


Axiomatizes discounted utility when intertemporal profiles have to be continuous in time; this can be only on subsets of the time axis. A natural setup and amazing that it wasn’t done before.


The author axiomatizes maximization of Cesaro Averages of utility (CA). Let \((x_1, x_2, \ldots)\) be an infinite sequence.

\[
\lim_{n \to \infty} \sum_{j=1}^{n} u(x_j)
\]

is the CA. The author only considers a restricted domain of “regular totally
bounded” sequences and imposes invariance under “Levy” permutations, which can handle infinite sequences. He also imposes continuity w.r.t. a connected metric copology. I conjecture that the results of Kothiyal, Spinu, & Wakker (2014) can be used to handle completely general outcome sets X, with no continuity needed, as follows. Identify any finite sequence \((x_1, \ldots, x_n)\) with the infinite sequence consisting of infinitely many repetitions of it. This way the domain of Kothiyal et al. is isomorphic to the subdomain consisting of all “periodic” sequences. The theorem of Kothiyal et al. gives necessary and sufficient conditions for maximization of CA (Cesaro average) here in full generality. Remains addition of a preference condition, capturing some sort of denseness, to extend it to the whole space. 


Following up on Harsanyi (1955), when the individuals may have subjective probabilities that are different. Mongin (1995) gave an impossibility result, but Gilboa, Samet, & Schmeidler (2004) gave a possibility result by weakening Pareto optimality to the case of identical beliefs. This paper examines such situations with new info arriving and updating. (**updating: discussing conditional probability and/or updating:**) Then “eventual” (long-run) Pareto optimality gives eventual utilitarianism. 


They generalize a nice result of Mongin & Pivato on weighted utility in matrixes. They now allow for nonmonetary outcomes, non-Archimedean representations into Abelian groups. 


% **discounting normative:** according to Harvey (1994), Plato thinks that timing aversion is shortsightedness. 

Plato, “Protagoras.”
Seems to say, fourth century before Christ, that 50% of human talents is located in female brains, and that that is wasted if women do not participate in work, government, etc. Seems that he recognized that for physical labor men may be more suited due to their stronger muscles.

Plato, “The Republic.”


The authors argue and extensively document that in real-life decisions for gains the correlation between probabilities and outcomes usually is negative: High probabilities occur with low probabilities. P. 2013 ff. argues and documents that for laboratory experiment of risk attitudes there is no such relation. This effect can contribute to ambiguity aversion, and this becoming stronger as outcomes get higher. An experiment, study 3, p. 2010 ff., confirms it. I think that this finding is of special interest to DFE, but the authors do not discuss it.

On p. 2008 l. –3 (reproduced below) and elsewhere (e.g. p. 2001) the authors incorrectly suggest that the dependence between probabilities and outcomes that they have found be inconsistent with common theories such as Savage (1954), who assumed that probabilities of events are independent of outcomes. But Savage’s independence was mathematical, which is completely and totally different than empirical/stochastic independence. The authors are simply concusing these two concepts and, on the basis of this confusion, criticize common theories such as Savage’s and claim novelty. Savage’s independence concerns a mathematical independence *once the event capturing all relevant uncertainty has been completely specified*, and is a completely different concept. It would be absurd if Savage had claimed that high outcomes empirically occur as often with high probabilities as with low probabilities, but yet this is what the authors in fact claim.

The confusion is suggested by their text on p. 2002 when the authors write: “It is these properties of intercue relationships and substitutability [empirical dependence of probability on outcome] that we suggest offer a new perspective on how people make decisions.
under uncertainty. Under uncertainty, cues such as the payoffs associated with different courses of actions may be accessible, whereas other cues—in this case, the probability with which those payoffs occur—are not. This missing probability information has been problematic for choice theories as typically both payoffs and probabilities are used in determining the value of options and in choosing” [italics added]

The confusion becomes completely apparent on p. 2008 when the authors write:

“The risk–reward heuristic envisions that when faced with choice under uncertainty people infer that the probability of an event is negatively related with the magnitude of the payoffs. This view conflicts with other hypotheses about the relationship between these two variables during decision making. For instance, according to subjective expected utility theory (Savage, 1954)—the normative account of how people ought to make these decisions—payoffs and probabilities are two independent factors that determine the value of an alternative and, ultimately, choice. That is, the utility of an alternative that yields outcome x if the event A occurs otherwise 0, (x, A), is

\[
    u(x, A) = p(A) \cdot u(x) + p(\neg A) \cdot u(0) = p(A) \cdot u(x)
\]

where event A is a subset of possible states of the world S, A \subseteq S. The u is the utility function describing the subjective value of those consequences. The p is a probability measure on the state space S and reflects the decision maker’s subjective beliefs about the likelihood of different states of the world occurring. However, note that the probability is based on the event only and not on the consequence of the event. Consequently, in subjective utility theory, payoffs and probabilities are ultimately compensating but not interacting [again, this is mathematical independence but the authors are confusing it with empirical independence] factors in determining the value of the alternative. Thus, if subjective expected utility theory is taken at first approximation as a descriptive theory of choice, then a consequence of this independence assumption is that the probabilities people use to make decisions under uncertainty must be estimated independently of the magnitudes of the payoffs.” [italics from original]

The authors add here a footnote 10, which displays the same confusion and does not help:

“It is important to emphasize that Savage’s (1954) subjective expected utility theory is a theory of choice. Utilities and probabilities are derived from preferences over acts. It does not explicitly state how probabilities are to be calculated. It does assume payoffs and probabilities are two independent constructs that determine the value of the construct. For this reason, we have stated the independence prediction—that probabilities be estimated independently from the magnitude of the payoffs—as a consequence that follows from the theory.”

{% decreasing ARA/increasing RRA: constant proportional tradeoffs implies power utility for life duration;
    utility elicitation %}


{% %}


{% People violate stochastic dominance in social games. The authors take it to indicate underweighting of rare events. %}


{% revealed preference %}


{% risky utility u = transform of strength of preference v, latter doesn’t exist: p.
   541 seems to say that intensity of preference is meaningless. %}


{% %}

Proposes the “discovered preference hypothesis.” Argues that people have a consistent set of preferences but that such preferences become known to a person (are “discovered”) only through thought and experience in repeated choices. This is distinguished from the constructive approach on pp. 227-228.


P. 667: Christiane, Veronika & I: Pay in so-called francs. They deliberately did this so as to control numerical aspects and avoid small numbers.


Many papers have demonstrated loss aversion and the endowment effect, finding loss aversion parameters of 2.25 etc. These studies have usually been designed to be optimal for the presence and detection of the effect, where framings must be properly chosen and, given the irrationality of the effects mentioned, subjects are not understanding things at a high level of rationality. It is first-gut preferences that are being examined in such studies. Nowadays (1980-2023), many studies have come to overstate their case, as if loss aversion were ubiquitous. Then it is useful that there come a counterreaction, showing that loss aversion need not arise under proper framing and instructions. Although the latter point is in fact trivial, it is useful that it be demonstrated very explicitly in these days. This paper provides such a demonstration.

As the loss aversion papers have sometimes gone too far, this paper goes too
far in the opposite direction by claiming that loss aversion is only misconception and, “hence,” not worth studying, and that prospect theory and the endowment effect are, consequently, not valid theories. This, obviously, is an overstatement. Prospect theory and the endowment effect are theories about misconceptions (which contradicts the claim of Plott & Zeiler (2005) in several places, e.g. p. 531 2nd column second para, of such theories not existing) occurring in gut-feeling preferences. These exist, affect economic phenomena, and or worthy of study also by economists just as well as the sophisticated preferences that are Plott’s primary interest. For prescriptive purposes the sophisticated Plott-interest-preferences are more important than the gut-feeling Kahneman-interest-preferences. I am, accordingly, more interested in the Plott-preferences, but both kinds are interesting and worth being studied.

**random incentive system:** p. 534 footnote 5, bringing the old Holt (1986) argument, shows that the authors, as so many other experimental economists, are not up to date on the random incentive system, the incentive system used by Holt & Laury (2002, American Economic Review), Harrison, Lau, & Williams (2002, American Economic Review), and many others.

Pp. 537-538 is nice statement of how subjects who do not understand the instructions can behave strategically even if irrational in WTP-WTA.

The conclusions of this paper are based on acceptance of null hypotheses under big variance, which is overstated several times (e.g. p. 542, end of §III, “allows us to reject strongly the hypothesis that …”). P. 541, 2nd column, top, to the contrary, nicely has a rejection of loss aversion exceeding 2.

Seem to criticize BDM (Becker-DeGroot-Marschak). %


{% My notes are at the Isoni et al. comment. %}


This paper considers revealed preferences between lotteries, so, probability distributions over money (only \(\geq 0\)) with known probabilities (risk). Choice sets are compact sets. I think that in the main results those sets are what is called comprehensive in bargaining game theory: with every lottery, they also contain
all lotteries stochastically dominated by that lottery in the sense of worsening outcomes (the use the term downward extension). It is important that they don’t consider only choices from linear budget sets, as done so often in other papers, but general compact sets. (Because of it, they can’t use first-order conditions as other papers do.) This is very desirable. Many papers consider linear budget sets, only because those are so familiar to economists working on consumer choice in markets with prices. But such sets are not at all very natural in other contexts. For risky decisions, they do appear in financial markets, but this comprises only a small part of human decisions under risk. Further, those linear budget sets do not give good discriminatory power to distinguish theories and, for instance, usually cannot identify nonconvex preferences. The authors mention this on p. 1787.

What the authors call the GRID (Generalized Restriction of Infinite Domains) method is based on their Theorem 1. Basically, it says that we have to consider only outcomes that occurred in a lottery chosen as best in some choice situation.

We assume a continuous preference functional assigning to each lottery \( (p_1;x_1,\ldots,p_n;x_n) \) the value \( \Phi(p_1,u(x_1),\ldots,p_n,u(x_n)) \), where \( \Phi \) has a number of free (subjective) parameters still to be determined, \( u \) (utility) being one of them. For instance, \( \Phi \) is expected utility and then there is no other free parameter besides \( u \). Or \( \Phi \) is disappointment aversion theory and then there is \( \beta \in \mathbb{R} \), the disappointment aversion parameter, as extra parameter. Or \( \Phi \) is rank-dependent utility, and then the probability weighting function \( w \) is an extra free parameter.

Essential for Theorem 1 is that \( u \) can be any strictly increasing continuous function. We assume strict stochastic dominance, with \( \Phi \) strictly increasing in each \( u(x_i) \). The authors discuss the pros of this generality, of, for instance, also allowing for convex utility. There are both pros and cons to generality. Assume we observed finitely many, \( k \), choices, from compact choice sets, maximizing \( \Phi \). Here each choice is singleton, and concerns only one element selected from the subset of best elements, which is nonempty because of compactness (and assumed continuity).

For Theorem 1, define \( X \) as the union of the support of the \( k \) lotteries chosen from some choice set (with added the minimal outcome 0, something which I ignore for now). So, it contains all outcomes that appeared in at least one chosen lottery. \( X \) is finite. \( L_X \) denotes the set of lotteries contained in at least one choice
set that have support in $X$. Then there exists a $\Phi$ representing all choices if and only if there exists one when we only consider $L_X$. The authors provide a mathematical proof in the appendix, with induction with respect to the maximal number of outcomes in a lottery. I next give a verbal account of the gist of the proof, skipping technicalities: Take the solution restricted to $L_X$, and $u$ restricted to $X$, where it is strictly increasing. We have to extend $u$ to $\mathbb{R}$. All we have to do is let $\Phi$ be as bad as possible for all lotteries not yet covered, making sure that they were never chosen. We thus first take $u^*$, the minimal nondecreasing extension of $f$ to $\mathbb{R}$. That is, $u^*(\alpha) = \sup\{u(\beta) : \beta \in X, \beta \leq \alpha \}$. Strict increasingness and avoidance of $u^* = -\infty$ will be discussed later. Using $u^*$ in $\Phi$, all choices are properly represented: if a lottery was not covered before (support not in $X$), then its $\Phi$ value is equal to the best element of $L_X$ dominated, and that was not chosen.

Technicalities remaining in the above proof are to moderate $u^*$ slightly to make it strictly increasing and to avoid values $-\infty$. For the latter, we must avoid the “driven-to-infinity” problem, which would happen for instance under EU if we had $1 > (1-p:2, p:0)$ for all $p > 0$, with all those lotteries contained in some compact choice set. This is handled by the authors’ assumption that there is a minimal outcome 0 and that it is already contained in $X$.

P. 1783 writes, on nonparametric fitting: “This is empirically important because if we happen to find that a dataset is incompatible with a given model, then we can safely conclude that this incompatibility is attributable to the model itself rather than a poorly selected parametric form.”

P. 1785 suggests that the GRID method can also be used for uncertainty.

The authors use their method to reanalyze three existing data sets.

They use Afriat’s index to measure distances and for fitting. They find that most subjects satisfy GARP, i.e., transitivity & stoch. dominance. Of those, about half can be fitted by EU. Disappointment aversion does not give more fit, but RDU does. The good performance of EU may be because it is taken very general, allowing any utility function, and the stimuli have not been targeted to discriminate theories. In particular, no very small or large probabilities were involved. %}

{\% Uses a.o. his intuitive criterion based on experts’ judgments. %\}

{\% PT, applications: Argues that RDU and T&K’92 PT are very useful for financial economics. Finds, through simulations and analysis of market data, that rank-dependent models can explain portfolio choices, comparative statics, lack of diversification, and violations of mean-variance efficiency to the favor of long-shot risk seeking, very well.

P. 1483 ll. 1-2 claim that risk aversion iff \( w(p) \geq p \) (so, dual weighting) but this is not correct because it also depends on utility.

Seems to show that individual stocks and underdiversified portfolios have positive skewness. %\}

{\% http://dx.doi.org/10.1016/j.jfineco.2012.09.008

inverse-S: Show theoretically that several properties of empirical pricing kernels are consistent with rank-dependent utility with inverse-S probability weighting.

Conclusion (p. 606): “Our results confirm that probability weighting is an important and empirically relevant element for understanding asset prices.”

They seem to obtain both probability weighting and the underlying probability measure, which I would call a-neutral, from data fitting. Thus, this fits perfectly into the source method. %\}

{\% %\}

{% dynamic consistency; %} Introduced sophisticated planning?? No, Strotz (1956) had the concept before but Pollak introduced the term (p. 203 l. 15 and 18), or at least was an early user of the term. Pollak demonstrates a mathematical mistake in Strotz’s optimal path theorem. 


{% Assumes habit formation; %} i.e., utility /demand of present consumption is endowed with terms from past consumption. Sees how then long-term demand can have different characteristics than short-term. Shows that, contrary to what was assumed before, Slutsky’s conditions are problematic; i.e., the demand functions need not be related to utility functions. 


{% Beginning about revealed preference, %} restrictions and extensions of budget sets


{% paternalism/Humean-view-of-preference; %}

What policy to take if public perceives risks differently than specialists? Go public’s way, or specialists’? How much weight to give to “psychic benefits?” Paper doesn’t take one point or other, but presents pros and cons. 


{% Work typical of philosophers. %} Discussions of the basic principles of choice theory. Things are never fully formalized, though. If plans are chosen, then suddenly we read that simultaneously other plans can be chosen etc. Such work is important prior to stages of complete formalization, and is as indispensable as the work
after formalizations have been chosen.

P. 82 seems to assign a special meaning to utility level 0, by assigning it to doing nothing.

**conservation of influence:** P. 81 distinguishes deciding-whether from deciding-which. Paper also deals with problems of future and partial influence. And that we can do good decisions without knowing they are optimal, because we don’t know all options. %}


{% Loss aversion is reduced when it concerns others. %}


{% Tester accepting/rejecting forecasts of experts. %}


{% Christiane, Veronika & I: seems that they paid in numbers without telling subjects what the real unit would be, in order to “create a more stimulating situation” (p. 569). %}


{% %}

conservation of influence: initial idea presented by Alex at SPUDM (just for illustration, not one supported by data): in rainy season lion can get wilderbeasts in plenty, and one more is not very valuable. In dry season lion has no food and getting a rabbit or not may decide on survival, so that a rabbit is very valuable. Given a straight choice between wilderbeast and rabbit, the lion will remember the bigger happiness felt when rabbits, so, will choose the rabbit, even though the wilderbeast is superior food. The lion forgot to reckon with the state-dependence of the happiness gotten from the rabbit that was gotten in much worse circumstances. %}


Games with incompete information, value of information}


In golf (where I will not be able to use the jargon very well; sorry) the par is the average score. A golf player for a birdie does one better than average when succeeding, and otherwise will be equal or worse than par. A golfer playing for par does as good as average when succeeding, and otherwise is worse. They are, on average, some better when playing for par than playing for birdie. The authors can explain this using loss aversion. It is myopic loss aversion with real incentives and high stakes. The authors cite List, Rabin (2000), Köszegi & Rabin (2006), and others for being the classics that they are generally considered to be, all in full 100% agreement with the common ideas of prospect theory. %}


A theory is proposed where the timing of the receipt of information about future outcomes plays a role, following up on many preceding papers by Pope. Although it is called theory, it is in reality only a not well organized and not well related number of qualitative claims.


An uncertain item of very positive value alone is evaluated higher than the same uncertain item when combined with a sure extra item of positive but smaller value. Explanation is that sure item is used to estimate value of better item. Is similar to the violation of stochastic dominance found by Birnbaum, Coffey, Mellers, & Weiss (1992) which is related to an idea of Slovic. Also resembles Gneezy, List, & Wu (2007).


On falsifiability. Good to cite, together with Carnap’s (1923) logical positivism, as basis of revealed preference.

The book is sometimes dated 1935, but 1934 is best.


Foundations of probability: pp. 34 & 37 seem to discuss the frequentist interpretation of probability.


PT falsified: A detailed study finding many violations of gain-loss separability in PT (as in Wu & Markle), using both CE measurements and choice. They use randomly generated stimuli.


Probability elicitation: Let subjects estimate probability ratios. This works better than direct probability estimates, closer to real probabilities and fewer biases. The first, small, experiment, sort of pilot, had hypothetical choice. The 2nd paid for closeness of probability estimate to real probability.

“In order to judge of what we ought to do in order to obtain a good and to avoid an evil, it is necessary to consider not only the good and evil in themselves, but also the probability of their happening and not happening, and to regard geometrically the proportion which all these things have, taken together.”

Is this the first statement of the expectation principle, even more so in the context of the expected utility criterion to guide decisions, with also utility recognizable in the sense that the good and the evil are apparently assumed quantifiable because a geometric mean (I assume probability-weighted average) can be taken?%

“The Port Royal Logic” (1662) English translation.


Suppose that deep preferences depend only on wealth. Ranking in society decides hoe wealthy a partner one gets, so, how wealthy one gets after marriage. The
induced reduced-form preferences suggest that not only wealth but also ranking matters for utility. In a complete model, ranking itself does not “directly” influence utility but is instrumental in getting wealth.

P. 782:
“In interesting economic models, agents’ preferences are either unchanging over time, or change in a very structured way depending on history.”

P. 791: “As we have repeatedly stressed, adding arguments in the utility function weakens the predictions that can be made.”


Giving possibility to commit to consumptions reduces costs. Can make risk-neutral agent behave as if risk averse for small stakes but risk seeking for large (p.s.: inverse-S?).


Considers 4 risks that can terminate mankind: big astroid, global warming, and two others.


Analyze the famous deal-or-no-deal show, where there are risky decisions with real incentives for hundreds of thousands of dollars. Qualitatively, they find that subjects become more risk seeking both by prior losses (break-even) and by prior gains (house-money effect).

They find expected utility rejected (p. 57 l. –6). Prospect theory with some assumptions about reference points (e.g. p. 61 2nd para) explains the data well. For simplicity, they do not incorporate probability weighting (p. 62 3rd para). Reference points are path-dependent in the sense of being affected by prior gains or losses. Had the authors analyzed only the shows of one country, they could not have concluded this because prior gains or losses are then inextricably correlated.
with remaining stakes. They, however, analyzed different countries and did separate experiments that use different stakes so that they could compare people who face the same future stakes but some with prior gains and others with prior losses.

There are some weird sentences stating that they do not accept or reject EU or any other theory (p. 40 penultimate para, p. 67 bottom), where EU is defended by the possibility of choosing strange utility functions (with convex segments and depending on prior gains, the latter being in fact prospect theory framing with reference dependence and not EU). However, there are oceans of literature, since Friedman & Savage (1948) showing that such functions are no good, so the statements are absurd. One of the authors told me they added these claims reluctantly because one referee insisted much on it. Another illustration that referees have too much power in the present system.

**decreasing ARA/increasing RRA:** they find it confirmed (p. 45 bottom, p. 46)

§4: in EU analysis, they use expo-power utility with initial wealth just as additional free parameter (p. 52 end of 1st para).

NonEU in dynamic situations is done through backward induction. %}

Post, Thierry, Martijn van den Assem, Guido Baltussen, & Richard Thaler (2008)

“Deal or No Deal? Decision Making under Risk in a Large-Payoff Game Show,”


{% Subjects are daily investors in stock trading floors of brokerage houses in China. Consider two outcomes, good (U=1) or bad (U=0). For risk, they assume EU. For ambiguity, let us assume the whole set of probabilities, so that a gamble is valued by \((1-\alpha)\). If they find the objective probability \(p\) of getting the good prize that is equivalent, then immediately we have \(1-\alpha = p\), so we, can measure \(\alpha\) without having to measure risk attitude. It can similarly be done if the set of priors is a set other than the set of all known probabilities, e.g., \([0.20, 0.70]\), as done in this paper (p. 199 sugests \([20, 70]\) but other parts suggest \([30, 70]\)). Finding the \(p\) is in fact finding a matching probability. The authors give a somewhat complex derivation (§3), but it can be as simple as just stated (easily extended to \([0.20, 0.70]\]). Dimmock, Kouwenberg, & Wakker (2016, Theorem 3.1) showed more
generally that matching probabilities are easy tools to measure ambiguity attitudes. I regret now that we did not know about this paper, which I read only in March 2019, because I would have liked to cite it for partial priority here.

Risk aversion is measured through the CRRA index. correlation risk & ambiguity attitude: find a weakly positive relation (p. 209).

Anxious subjects are more risk averse. Subjects with higher school education are both more risk averse and more ambiguity averse. Income and wealth and gender have no effect. %}


{ crowding-out: government subsidies seem to crowd-out private donations and charitable contributions. %}


{ cognitive ability related to discounting; cognitive ability related to risk/ambiguity aversion

This paper reanalyzes data by Falk et al. (2018 QJE). Countrywise, cognitive ability is negatively related to impatience but, remarkably, positively to risk aversion. %}


{ %


{ Aangeraden door Peep Stalmeier %

(Taken from a Birnbaum 1992 review) Ch. 4 is on how small other stimuli in the experiment may lead to overestimation of a stimulus now considered, and so on. Ch. 5 is on the centering bias, Ch. 6 on the logarithmic bias (taking ratios, for instance, where differences should be taken; I guess it is like the ratio bias). Ch. 7 is on contraction biases (staying too close to average, as with regression to the mean), Ch. 8 is on range-equalizing biases (subjects tend to just map whatever stimulus range presented onto the whole response-range presented). Ch. 9 is on transfer bias, where questions in experiments are influences by the other questions presented. Ch. 10 argues, in the log-power controversy, that power does not work.}


Using the Indonesia Family Life Survey data, this paper finds that SEL (subjective economic ladder) is determined by the rank in society rather than by absolute level.


% gender differences in risk attitudes: women are somewhat more risk averse than men.

correlation risk & ambiguity attitude: Although they have data, they do not report on this point. Seems they found women also to be more ambiguity averse, but I could not find it stated clearly.


“Few problems are important enough or self-contained enough to warrant a full-blown approach with honest prior distributions and utility functions, and *I have been amazed by some people’s success in getting subjective expected utility used in practical situations.* But to me, the clarification of thinking and discourse is much more important than any immediate practical
application.” [Italics added here.] The italicized part is, I guess, a criticism of the
strong (ubiquity fallacy) one finds in decision analysis. %}

19, 4–5.

{ The paper presents a very elementary and accessible derivation of subjective
expected utility that, à la Anscombe-Aumann (1963), uses objective probabilities.
Unfortunately, the authors, as do Anscombe-Aumann, use multistage prospects in
a heavy manner. %}

Pratt, John W., Howard Raiffa, & Robert O. Schlaifer (1964) “The Foundations of
Decision under Uncertainty: An Elementary Exposition,” Journal of the

{ %}

Pratt, John W., Howard Raiffa, & Robert O. Schlaifer (1965) “Introduction to

{ % Seem to have the ratio-difference principle. %}

Pratt, John W., David A. Wise, & Richard J. Zeckhauser (1979) “Price Differences in

{ % They assume expected utility. Proper risk aversion means that if two lotteries are
unacceptable, the independent combination of the two should also be. So, exactly
the thing to rule out the Samuelson colleague example. Most plausible utility
functions satisfy properness. %}


{ % foundations of statistics %}

Foundations for Econometrics.” Edward Elgar, Cheltenham.

{ % measure of similarity %}

{% Modify the remarkably successful linear averaging aggregation rule for expert aggregation, by allowing for incompleteness and inconsistency, and doing something like best approximation. %}


{% %}


{% %}


{% P. 27: “Two time intervals [t,s] and [t’,s’] have the same discount rate” is a beautiful way the author expresses (t:x) ~ (s:y) and (t’:x) ~ (s’:y). %}


{% %}


{% inverse-S; tradeoff method: in Appendix 1; Introduces some parametric families for probability transformations. The most interesting, and by far most popular, family is the two-parameter CI. (compound invariance),

\[ w(p) = \left[ \exp(-(-\ln p)^\alpha) \right]^\beta, \ 0 < \alpha < 1, \ \beta > 0. \]
Expected utility results for $\alpha = \beta = 1$. The smaller $\alpha$ the more inverse-S shaped it is, the higher $\beta$ the lower (more pessimistic) the curve. It is an affine transformation at the level $-\ln(-\ln(p))$. It satisfies subproportionality making it suited for very small probabilities, but also performs well, giving nice inverse-S shape, for not-very-small probabilities. Remarkably, this good empirical family also has a preference axiomatization. It also has other nice analytical properties.

Big drawback is that the parameter $\alpha$, meant to capture insensitivity, also impacts optimism/pessimism. Graphical illustrations can show this. Also the following calculations: Set the pessimism index $\beta$ at its neutrality level $\beta = 1$, and $\alpha$ at its empirically prevailing level of $\alpha = 0.65$. Then for all nonextreme probabilities $0.05 \leq p \leq 0.95$, we have $1 - w(p) - w(1-p) > 0$, with a maximal value 0.09 at $p = 0.50$, showing pessimism. For the extreme probabilities $|p| \leq 0.04$ slight optimism is generated.

Unfortunately, Prelec promotes the one-parameter family with $\beta = 1$. I think that the two-parameter family is the most important one.

Definition 1 (compound invariance) should be restricted to nonzero outcomes and probabilities. $x = y = x' = 0 = p = q = r$ and $y' = 1 = s$ and $s = y' = 1$ provide a counterexample to the condition with 0 probabilities. (Restricting to only nonzero outcomes or to only nonzero probabilities will also work.)


In the CI family, the two parameters are not very well separated. The $\alpha$ parameter, supposed to capture insensitivity, also somewhat affects elevation. This can be seen from Wakker (2010 Figure 7.2.2). For the figures with $\beta = 1$, the fourth (outer right) figure with $\alpha = 0.35$ has the curve on average lower than the second figure with $\alpha = 1$ (EU). So, with $\beta$ fixed, lowering $\alpha$ led to some decrease of elevation. In this regard the Goldstein-Einhorn (1987) family is better (Wakker 2010 Figure 7.2.3). 


Prelec (personal communication) credits Shane Frederick for having invented the term truth serum to describe proper scoring rules. **Probability elicitation.** A large group of people all start from the same state of info (common prior à la Harsanyi 1988; logical view of probability à la Carnap). The only difference between people is which one of m possible signals each received. \( t^r_i = 1 \) means that person \( r \) received signal \( i \) (so, \( t \) can stand for True signal). Then \( t^r_j = 0 \) for all \( j \neq i \). Each person is asked to report his signal, where they can lie if they want. \( x^r_j = 1 \) means that person \( r \) reports signal \( j \). Then \( x^r_i = 0 \) for all \( i \neq j \). \( x^*_k \) (denoted \( x_{\text{bar}k} \) in the paper, but here on internet I cannot implement the bar notation) is the portion of the group reporting signal \( k \); i.e., it is the average of the \( x^r_i \) over \( r \). Every person is also asked to report an estimate of the \( x^*_k \). \( y^r_k \) is the estimate of person \( r \) of \( x^*_k \). Every person is rewarded for the \( y \) answers and for the \( x \) answers, in the following way, where I treat only the case of \( a = 1 \) in Eq. 2 of Prelec. We will assume hereafter that the group is so large that a single-person’s answers do not influence the group averages. For the single-person optimization problems below, consequently, the group averages are treated as constants.

Person 1 (and every other person alike) is rewarded for his \( y \) answers through
the usual (well, averaged) logarithmic proper-scoring rule reward:

$$\sum_k x'_k \ln(y'_k).$$  \hfill (*)

(The ln’s are all negative, so, he has to pay here.) Given that the x’_k are the true population averages, it is well known that the optimal result is obtained by setting y’_k = x’_k. Person 1 does not know x’_k and must use subjective estimates. It is well known that the person (under subjective expected value maximization) best gives the true subjective estimates of the x’_k’s.

Person 1 also receives a positive constant amount:

$$-\sum_k x'_k \ln(x'_k).$$  \hfill (**)  

Before we turn to the reward for person 1 for his x answer, first a notation: y’_k is the geometric average of y’_r over r. That is, ln(y’_k) is the average of ln(y’_r) over r. Now the reward for person 1 for his x answer is

$$\ln(x'_k/y'_k)$$  \hfill (***)

That is, x’_k = 1 and x’_j = 0 for all j ≠ k. The person should therefore seek to answer that k for which, in proportional terms, the population will mostly underestimate the true proportion. (Where they will be most surprised by the true proportion.) This paper assumes that person 1 expects the biggest underestimation by the population, so, the biggest surprise x’/y’_k, at his true answer of true signal k. In other words, starting from the info that person 1 has about the others’ opinions, he assumes that his private signal moves closer to the truth. Then incentive compatibility trivially follows. The required assumptions are often not satisfied, (e.g., speaking for myself, if I like a politician then it usually is one that will receive only few votes), and this paper is to be applied only where they are. Often in case of violation something can be done such as embedding the question in more complex questions. Anyway, under the assumptions made you should honestly report your true signal.

In total person 1 receives (*) + (***) plus also the constant (**). Because the y-answer of person 1 does not affect (***) and the x-answer does not affect (*), these constitute two independent optimization problems. The one for y-answers serves only to get the true y-answer estimates from each individual, to be used in (***)

Several assumptions in this paper are questionable from the practical perspective. The assumption that apart from the private signal received and asked
in the question, everything else is common knowledge and is the same for all people, is very very restrictive. But given that, the basic idea is impressive and valuable. The rewards make people tell the truth without requiring that the events in question become observable before payment takes place. This is an impressive achievement distinguishing this paper from traditional proper scoring rules or decision-based elicitations. In principle, we can observe everything of people this way, how happy they feel, and so on. Also, it does not require observability of any prior distribution, resolving a major restriction to the application of proper scoring rules. The paper achieves these things by assuming a group process for the signals and the corresponding subjective probabilities depending on the true beliefs that make the true beliefs observable after all, because the difference between the private signal and the assumed group average is assumed to be in the direction of the believed truth. The paper applies its technique not only to observable questions/signals, where the application is clear-cut, but also to questions such as what people think is “the” or “best” probability estimate, given all the info of mankind, that mankind will survive the coming century. Such concepts of probability are not easy to imagine or think about, so that the application is less clear-cut here.

Johnson, Pratt, & Zeckhauser (1990) and others also study truth-revelation mechanisms, but a big difference seems to be that their mechanisms assume the common prior to be known, and Prelec does not need this info.%


Present value; time preference; they nicely list major empirical phenomena, found in several fields, here for time preference, such as decreasing absolute and increasing proportional sensitivity, which correspond for instance to decreasing absolute (DARA) and increasing relative (IRRA) risk aversion of utility.
intertemporal separability criticized;
Point out discontinuity at 0 for discounting. %}

{% %}

{% %}

{% They reconsider the Prelec (Science, 2004) Bayesian truth serum. They consider now the answer k for which the people selecting that answer received the highest score. Under some assumptions about the relation between the true answer and how people develop their beliefs/probabilities, something like the true answer having a true group percentage most exceeding the estimated average, the method will then with high likelihood select the true answer. %}

{% %}

{% %}

{% foundations of statistics %}

{% crowding-out: p. 18 seems to question the crowding-out effect. %}

{% conservation of influence: through illusion of control. A meta-analysis. %}

{% inverse-S, intersecting diagonal at about .2 (for utility linear). Probability transformation seems to be .42 at .50! %}
Certainty equivalents were obtained from bidding games, each time between two persons, where the highest bidder got the prospect. This encourages subjects to bid less than the fair price and, hence, we get an overestimation of risk aversion, and strategic behavior as a horrible confound. The tendency to overbid, and winner’s curse, lead to biases that reduce risk aversion.

questionnaire versus choice utility: p. 184 footnote 3: “Also by purely social scientists (e.g. J. von Neumann and O. Morgenstern, Theory of Games and Economic Behavior, 1944, 1-641). … It is interesting to note that these writers appear to hold the understanding of economic phenomena without recourse to psychological theory as a worthwhile ideal (a familiar theme for those acquainted with the efforts in psychology to understand psychological phenomena without recourse to physiological theory).”

Likelihood-sensitivity (inverse-S) ordering: Unsophisticated men exhibit least, then sophisticated subjects, then women, in the sense that the first category has least overweighting of small probabilities and least underweighting of high probabilities (see Table II) (gender differences in risk attitudes). That sophisticated men deviate more from linearity than unsophisticated is strange, and deviates from the authors’ suggestion on pp. 191 line 1 (“while it may reduce them [effects]”). It makes me wonder if the unsophisticated-men and sophisticated-subjects have been interchanged in Table II.

linear utility for small stakes: They use linear utility. They justify this by pointing out that for small probabilities there is risk seeking, for large there is risk
aversion, irrespective of what the prizes are (pp. 187-188; inverse-S). A strong argument deserving more attention also now, in 2015! %}


{% probability communication: communicate probabilities numerically and visually (icon arrays) in some variations and see how that affects risk attitudes. %}


{% cognitive ability related to risk/ambiguity aversion: has the data but does not seem to report this.

correlation risk & ambiguity attitude: has the data but does not seem to report this.

Follow-up on Abdellaoui, Klibanoff, & Placido (2015) and Halevy (2007). Better arithmetic test ==> better RCLA. Framing also affects relation RCLA and ambiguity aversion. No clear relation is found.

Ambiguity is generated by starting from known composition, and then letting students randomly take out some things, unknown to all. This is in fact 2nd order probabilities. (second-order probabilities to model ambiguity). The thing it is to be related to. Use certainty equivalents (through choice list and RIS) to measure all attitudes. Ambiguity neutral likelihoods were always 0.5.

Index of risk aversion is risk premium normalized by dividing by maximum outcome, and ambiguity aversion index is difference between that and its analog for ambiguity. So, ambiguity aversion is indeed how much uncertainty deviates from risk, which is my preferred definition. For between-subject comparisons, the main purpose of this study, the indexes are OK. But they are not very well suited for comparisons to other studies, for one reason because dividing by the maximum outcome provides overcorrection, implementing local risk and ambiguity neutrality. Yet such measures are widely used in the literature. %}


Ptolemy, Claudius (±150) “Almagest.”


Real incentives: not clear. P. 1082 describes instructions: “If you get a blue marble, you will be entered into a lottery draw with a cash prize.” I saw no other info on it. So, I’m not sure if incentives are for real, and what the cash prize was or its probability. Footnote 1 p. 1084 refers to a nonpublished treatment with:

**random incentive system between-subjects** (paying only some subjects).

The author writes precisely and accurately about concepts in a clear way that often is not psychologist’s strongest point. A pleasure to read!

**suspicion under ambiguity**: The author does the Ellsberg experiment where subjects cannot choose the color to gamble on. However, here it is not a mistake as it is in sloppy experiments, but here it is done deliberately so as to invest suspicion about rigging the balls. In one treatment ambiguity is nothing but second-stage probability and there is no reason to suspect the experimenter has rigged the balls except when the experimenter did outright lying (which often happens especially in psychology where it sometimes cannot be avoided). In the other treatment no info is given and there is more reason to suspect rigging of the balls.

The author concludes (p. 1086, end of penultimate para): “Future researchers, using the two-colour Ellsberg urns task, with a specified target colour to be drawn, should also consider the issue of trust in the experimenter not to rig the urn, as this needs controlling for if pure ambiguity aversion is to be measured.” (*suspicion under ambiguity*)


Subjects play lotteries, not knowing they are rigged. The subjects who were lucky (or thought so) became more ambiguity seeking. So, it is a spillover effect. This was in the first experiment. It did not replicate in four follow-up experiments. Men are more ambiguity averse for gains but not for losses. Ambiguity is generated by 2\(^{nd}\) order probability. Not in the first, but in the 2\(^{nd}\) experiment,
subjects could choose the gaining color as control for suspicion. (spicision under ambiguity) %}


{questionnaire versus choice utility: Derive utilities from discrete latent choice models, and for TTO, and investigate correlations (are big) and ways to transform one into the other. %}


{Door Wenny gepresenteerd in referaat op 1 december 1993. %}


{Writes down the form of outcome dependent capacity; %}


{fuzzy sets %}


{ preference for flexibility %}


Shows that intertemporal preferences have to reckon with subjective preferences if the market is not perfect, with different borrowing and lending rates.


Seems to describe wishful thinking: assigning higher likelihood to preferred outcome; *(inverse-S (= likelihood insensitivity) related to emotions ?)*

Generalize additive representations by imposing separability (they use Reidemeister condition) on subsets. First they derive a general additive representation $V(x,z) + V(y,z)$ for $(x,y)$ for each fixed level of $z$. Then they use that to generalize many results in the literature, such as Rohde’s (2010)
preference foundation of the Fehr-Schmidt welfare model, rank-dependent utility, linear representations in mixture spaces, and other things. %}


{% tradeoff method: Use it like Abdellaoui (2000), for gains. Replicate the Abdellaoui (2000) non-parametric measurement method with N = 124. inverse-S: Strangely enough, find convex w more than concave or inverse-S. It shows that probability weighting is volatile. (I would say that basic utility is most stable, then probability weighting is second, and loss aversion is the least.) A nice addition that this paper gives: Even though conceptually and theoretically, probability weighting is a new component, it would not be very worthwhile if it was strongly related to utility curvature statistically. This paper finds that it is not strongly related, so that it does explain additional variance in the data. They also reanalyze the data of Bleichrodt & Pinto (2000), finding the same result. They could not reanalyze the data of Abdellaoui (2000) because those are lost.

Utility deviates from linearity and is concave. %}


{% https://doi.org/10.1007/s11166-016-9244-9

The authors measure multiple priors, but take the term in an unconventional sense. On the one hand it refers to two-stage probabilities, on the other hand to single priors entertained by other students in the experiment. The latter is equated, for an event, with its matching probability. They equate these two, calling this equation a leap of faith (p. 57), but giving arguments. Thus they get the two-stage structure of the smooth model. For the smooth model they allow using information about 2nd order distribution, but for $\alpha$ maxmin not, and then smooth fits data better. %}

Provides arguments against libertarian paternalism typical of philosophers. It says that libertarian paternalists can’t be SURE that they maximize welfare and happiness, using “there is no reason that” claims, and being “potentially flawed,” and “it is not clear that,” “only imperfect guidance.” So, it questions everything but gives no alternatives. P. 656 end of 2nd para: Only a few LP proposals would survive democratic debate. P. 657 adds that autonomy has a value of its own. Pp 657/658 argue that to do LP right, and to know welfare right, would require infinite calculative ability which is not available.


**Probability elicitation**: if we have an incentive-compatible mechanism for measuring the subjective probability of one event E, then we can do if for a set of events by letting the subject report the subjective probability for each event in the set, then randomly selecting one, and applying the mechanism to that event. We use here a dynamic assumption such as backward induction. The author does this where the set of events concerns all cumulative events in a continuous probability distribution, and links it with Karni (2009).


Axiomatizes maxmin EU in Anscombe-Aumann framework, like Gilboa & Schmeidler (1989), but adds a set of unambiguous events characterized by satisfying regular independence.


Axiomatizes maxmin EU, but adds a set of unambiguous events characterized by satisfying regular EU axiom. This paper modifies Qu (2013 JME) by not using Anscombe-Aumann and instead using techniques of Alon & Schmeidler (2014).

{% Defines more ambiguity averse as Yaari-type bigger preference for certainty
equivalents through a hypothetical intermediate agent who has the same utility
function as one agent and the same weighting function as the other. Ambiguity
neutrality is probabilistic sophistication. Ambiguity aversion is being pointwise
dominated by a probability measure (so, a Core element). More ambiguity averse
amounts to pointwise dominance of the weighting function. The latter results are
in the spirit of Epstein and Ghirardato & Marinacci. %}

Qu, Xiangyu (2015) “A Belief-Based Definition of Ambiguity Aversion,” *Theory and
Decision* 79, 15–30.

{% A behavioral axiomatization of mean-variance maximization without assuming
expected utility. The probabilities are subjective. I did not study the paper enough
to understand how preference axioms such as strict quasi-concavity can use
probabilities as input if those are subjective. %}

Qu, Xiangyu (2017) “Subjective Mean–Variance Preferences without Expected

{% Gives a necessary and sufficient condition for a demand function to be monotonic.
Formulates it in terms of a condition that is invariance w.r.t. ordinal
transformations of utility, and relates it to the Pratt-Arrow index of concavity of
the vNM utility function (that is one of the members of the set of all ordinal
utility functions). Seems to be that Pratt-Arrow measure in each direction of the
commodity space should not vary by more than 4. %}

71, 713–721.

{% %}

Testing for Huntington’s Disease,” *American Journal of Medical Genetics* 45,
41–45.

{% %}

{P. 727, **ratio-difference principle**: “impact of any fixed positive difference between two positive amounts increases with their ratio.” As formulated, it describes concavity only.}


{https://doi.org/10.1016/j.jet.2021.105367}

Assume two decision problems giving two outcomes and with subjective expected utility maximization each but unrelated otherwise, determining joint utility and separate marginal subjective probabilities, but without identifying joint distributions. %)

Qiu, Wenfeng & David S. Ahn “Uncertainty from the Small to the Large, ” *Journal of Economic Theory* 198, 105367.

{utility measurement: correct for probability distortion. First publication of anticipated utility (not Quiggin, 1982!), though it was written after Quiggin (1982). This is a nice paper, clear and accessible, with good ideas on utility measurement.}

inverse-S

biseparable utility %}

Was published first as Bureau of Agricultural Economics working paper, 1980, and before that in 1979 as part of thesis for Honours degree.

**inverse-S** p. 326: “Typically events at extremes of the range of outcomes are likely to be overweighted.”

**biseparable utility**

Pp. 328-329, the derivation of Eq. 10 from Eq. 6, shows that a probability weighting function that depends only on the ranked probability vector, must be rank-dependent utility, under some natural assumptions including continuity. Wakker (2010 Exercise 6.7.1) gives a didactical account, showing that continuity is not needed for it. %}


Very unfortunately, the book applies the weighting function to badnews events and not, as is common nowadays (1990–2023), to goodnews events. So, concavity of the weighting function here is convexity in the modern literature, and so on.

P. 76 footnote 15 argues, and I agree, that it would be better to have the term risk aversion only refer to probabilistic attitude, independent of utility function. I proposed this terminology in early versions of Wakker (1994 Theory and Decision), but received so many criticisms that I gave up; it is too late.


% **PT falsified**: Background risk can “destroy” most of rank dependence, because the background risk mostly determines the ranking position of outcomes that can be all over the place. I learned this from Quiggin (personal communication, end of 1990s). This paper resulted from the insight but, unfortunately, it its final version only has a weaker result, being that background risk can reduce the risk premium under constant relative and constant absolute risk aversion. A related result is in Barberis, Huang, & Thaler (2006). %}


% Proposes value of info (about probabilities) as index of ambiguity (aversion), and shows that for Machina’s almost objective events it tends to 0 in the limit. %}


% Separates value of awareness and value of information, which sum to a constant. %


% [https://doi.org/10.1007/s11238-022-09875-y](https://doi.org/10.1007/s11238-022-09875-y)

This paper opens with the history of Quiggin’s discovery of rank-dependent utility, and confirms the story I tell my students each year, that John also submitted a letter to JPE to criticize Karmarkar (1978), and the history of the Arrow-Debreu state-contingent model. Then it shows that techniques for decision under uncertainty can be applied to production theory, and the history of this. %}

{\% \%


{\% CARA (constant absolute risk aversion) and CRRA jointly are very restrictive. The authors propose a weakening. \%


{\% https://doi.org/10.1006/jeth.1994.1078

{\%


[Link to paper](https://doi.org/10.1006/jeth.1994.1078)

{\% That sure-thing principle indicates how technical terms in a model should be interpreted. \%


{\% \%


{\% Discuss Binswanger (1981), and argue that Binswanger throughout assumed outcomes in terms of final wealth, and did not consider reference dependence. They discuss in particular for a study of relative risk aversion that one should
compare $U(w+x)$, with $w$ initial wealth, to $U(aw + ax)$ and not, as they argue, as Binswanger did, to $U(w+ax)$. %}


{% They recommend that one QALY should not take more than €80,000. %}


{% %}


{% %}


{% %}


{% %}


{% %}


The reasoning on p. 1282, 3rd para, is, for EU with concave utility:

Assume expected utility with concave utility $U$, and consider the following ASSUMPTION. A person prefers a sure amount $M$ to a gamble (.5, $M+11$; .5, $M-10$), for each level of wealth $M$.

Then $u'(M+11)/u'(M-10) < 10/11$ for all $M$. In other words,

$u'(x+21)/u'(x) < 10/11$ for all $x$.

Then $u'(11)/u'(-10) < 10/11$, $u'(32)/u'(11) < 10/11$, etc.

The assumption implies that $U$ is very concave for large amounts of money, and is unsatisfactorily concave. For example, $U'(x+21)/U'(x)$ is at most $10/11$ and, therefore, $U'(x+2100)/U'(x)$ is at most $(10/11)^{100} = 0.00007$; etc. Compare this with constant absolute risk averse (CARA) implying linear-exponential utility, which is also overly concave for large amounts. CARA is a condition of the kind “for all lotteries and all probabilities ...”. That is, it is a mathematical condition whose empirical (un)reasonableness is not transparent. Rabin’s condition, imposing the invariance w.r.t. $M$ only for one natural preference with moderate stakes, makes the empirical restrictiveness of the Assumption more tangible and shocking. In footnote 2, Rabin points out that the basic idea was presented before by Hansson (1988). Hansson’s presentation was, however, way less convincing. (Prelec, personal communication, called Rabin’s attention to Hansson.) The conclusion is that expected utility advocates should abandon the displayed assumption. However, the Assumption can be restricted to bounded intervals for $M$ where it is empirically convincing and still implies concavity of utility too extreme to be plausible.

**linear utility for small stakes:** this is the basic message of this paper.

It has been well known that utility is approximately linear for small stakes. This statement is a mathematical fact without much empirical relevance yet because “approximately” and “small” have no clear meaning. Rabin mentions concrete numbers and, thus, makes it clear that this point is empirically relevant.

People who really want the displayed assumption, may want to adopt a nonEU theory. For example, prospect theory with $M$ as status quo and then loss aversion may explain much of the empirical realism of the above assumption.

**risky utility $u = strength of preference v (or other riskless cardinal utility,$
often called value): footnote 3, p. 1282, says that he finds the psychological interpreting of vNM utility the natural way to think about vNM utility.

If the amounts 10 and 11 in the assumption are replaced by $10/\lambda$ and $11/\lambda$ for positive $\lambda$, then the concavity of $U$ gets larger as $\lambda$ gets larger and becomes infinite if $\lambda$ goes to infinity (so, the betting odds 10:11 are not accepted no matter how small the stake). That is, $U$ then kind of explodes. EU advocates cannot have this. This point reflects that a concave $U$ is almost everywhere differentiable, so is approximately linear for small amounts of money.

Empirically, it will matter a lot if people psychologically integrate $M$ into the outcome (final wealth) as expected utility requires or do not in the Assumption. Prospect theory says they don’t and then loss aversion can explain the findings. Rabin recommends loss aversion as main factor to explain in the last para of the main text, pp. 1288-1289.

The result can be reinforced by assuming that a person only declines this $50-50+11$ versus $-10$ gamble at the current state of wealth, but has concave utility and decreasing ARA (absolute risk aversion) so that he also declines the gamble for all smaller initial wealths. This point is alluded to on p. 1283-1284, with no mention of decreasing ARA, unfortunately.

Kahneman & Tversky (1979, p. 277): “The certainty equivalent of the prospect (1,000, .50), for example, lies between 300 and 400 for most people, in a wide range of asset positions.”

Christiane, Veronika & I: P. 1287 discusses relation between small-stakes and large-stakes risk attitudes. In particular, footnote 10 points out the related difficulties for the coefficient of relative risk aversion.

P. 1282: “From such observations we should conclude that aversion to modest-stake risk has nothing to do with diminishing marginal utility of wealth.”

Samuelson (1963) also showed that risk aversion in the small can imply implausible risk aversion in the large. Rabin’s argument is, however, more convincing. Its preference assumption is less extreme (rejecting $110.5(-10)$ versus rejecting $2000.5(-100)$), its domain-assumption is less demanding (Samuelson needs invariance of his assumed preference over a large wealth range $[-10,000, +20,000]$), and its conclusions are stronger (See Rabin’s footnote 11, p. 1288).


Comments see the above reference Rabin (2000, Econometrica). The result is also discussed in The Economist of August 11, 2001. This paper brings Rabin’s calibration argument more forcefully and eloquently, but several times lacks nuances and civilization.

P. 222 explicitly brings up that the preferences are assumed for all wealth levels.

P. 223, erroneously, writes for Samuelson’s colleague that, under EU, rejecting the $200_{0.5}(-100)$ once should imply rejecting independent repetitions, but
it is very well known that this is not true (Liu & Colman 2009 p. 278). It is only true if $[200_{0.0}\cdot(-100) \text{ once}]$ is rejected at every wealth level that can occur during the process, something that is implied for instance by constant absolute risk aversion.

Pp. 227-228 discusses money pumps. You can get people into small books when there are small transaction costs, e.g. people who, when subscribing to the phone company, in one blow take wiring insurance.

P. 228: “All said, myopic loss averters are subject to many short Dutch chapters in their lives, but not to Dutch books.”


stopwatch time.

Use a very simple model of discounting through $1/t$. P. 17 credits Ainslie, unpublished, for a similar setup, described in a Rachlin (1970) book. P. 21 has nice argument that $t = 0$ is impossible (to defend against $1/t$ being undefined there. Pigeon experiment was not clear to me. How about the time pigeons are waiting before making the next pick? It is hard to imagine how pigeons conceive of precommitment. P. 22 has strange discussion of experiment with children who, having to wait, sometimes fell asleep, and the authors explaining that as a very deliberate devise to help self-control, rather than pure boredom which I find more plausible. %}


{% Take social distance between people as primitive, measured through kind of introspection and test how it affects others-regarding, to find that it gets kind of discounted but stronger than intertemporal discounting. Eq. 2, referenced Rachlin (2006), is the same family as used by Goldstein & Einhorn (1987, Eqs. 22-24), also ascribed to Lattimore et al. (1992).

DC = stationarity: p. 31 2nd para %}


{% 


{% Tested, according to Larrick (1993) prospect theory for animals; seem to point out relation between high discounting and certainty effect. %}


{% Seem to use Mazur (1987) discounting function, to use hypothetical questions, to assume linear utility, and fitted data at an individual level, but gives no info about outliers like increasing impatience. %}


P. 147 Fig. 3 in right upper part has nonconnected curves …

P. 150 claim that a local brother of Thomsen condition implies the globale version, saying it is easy …

Cluj is city in Transylvania in Rumenia. %


Subjects observe realizations of objective lotteries, and both Gilboa & Schmeidler’s CBDT and EU can be used to model the choices. CBDT would predict correlation neglect in a way not found, but EU also has problems. %


Seem to show that subjects’ paying more attention may exacerbate rather than attenuate biases. %


{% Replies to Ellsberg’s violation of the sure-thing principle. On p. 694, Raiffa considers a fifty-fifty mixture of two ambiguous gambles and a fifty-fifty mixture of two preferred unambiguous gambles. His “strict dominance” argument requires that the second mixture be preferred. It is similar to Luce’s consequence monotonicity or Segal’s compound independence. His “objectively identical” claim is based on reduction (for events) and leads to the conclusion that the two mixtures are identical, and therefore equivalent. Because of the contradictory preferences that have resulted, Raiffa suggests that the original preference for the unambiguous gambles be changed. Of course, his argument has used all components of the vNM independence condition.

P. 690, on Savage’s theory: “It is a theory which purports to advise any one of its believers how he should behave in complicated situations, provided he can make choices in a coherent manner in relatively simple, uncomplicated situations.”

P. 690/691 states that a normative theory can be useful only if it sometimes !deviates! from actual behavior: “If most people behaved in a manner roughly consistent with Savage’s theory then the theory would gain stature as a descriptive theory but would lose a good deal of its normative importance. We do not have to teach people what comes naturally.”

The same point is stated, but disliked, by McCord & De Neufville (1983), p. 281.

P. 694 is implicitly assuming independence-like conditions. %}


{% risk averse for gains, risk seeking for losses

Good elementary textbook for getting to understand construction of decision trees, backward induction, and value of information. Ch. 3 on cost of sampling may be less central. Ch. 6 is kind of Anscombe-Aumann and can be skipped. Ch. 7 is a bit much on economics of sampling, and value of info. Ch. 8 is on risk sharing for groups. These could be skipped by someone interested only in individual decision under risk.

Preface p. ix-x: says book is about rational decisions as if this is all decision making, then brings only aggregation of uncertainty, and then casually mentions
that uncertainty is a central topic.

**risk averse for gains, risk seeking for losses:** p. 75: in Fig. 4.18 Raiffa suggested that people prefer \(-100_{0.50}\) to \(-45\); i.e., they are risk seeking there.

§4.9, pp. 81-82:

“If people always behaved as this prescriptive theory says they ought to, then there would be no reason to make a fuss about a prescriptive theory. We could then just tell people, “Do what comes naturally.”

P. 85: in Allais paradox, one 0 outcome may be different from another.

**decreasing ARA/increasing RRA:** pp. 91-94 suggests that decreasing absolute risk aversion is plausible, I didn’t see RRA being discussed.

P. 110: judgmental probability of event E is p: $100_{p0}$ $\sim$ $100_{A0}$; i.e., it is the matching probability. §4 discusses that these need not be additive.

P. 112: Raiffa’s famous ’61 argument against Ellsberg.

P. 146, principle of substitutability: is in fact like Anscombe & Aumann (1963), two-stage with states of nature and objective probability mixing of acts, but with prior mixing not posterior. For two states of nature.

P. 161-168 seems to discuss bisection for eliciting probability.

P. 287: Experimentor continuing until he has a result pleasing him, does good research. My handwritten notebook p. 639 %}


{% Utility consists of costs (expenses time etc. it takes to use model, say “process utility”) and terminal utility (value otherwise, say “consequential utility”). %}


{% India’s story about young prince who liberates woman with army of monkeys other big story is Mahabharata. %}

“Ramayana.”

{% https://doi.org/10.3390/math8040601

This paper presents a model with both risk and time dimensions, so that EU falls
out if we fix time and discounted utility falls out if we fix risk. It cites much literature. I did not read it enough to see what the novelty would be, because many such models have already been written—and are cited. %}


{% %}


{% time preference;

It seems that, to handle divergent sums of utility, he proposed an overtaking criterion with respect to some fixed bliss level.

**discounting normative**(?): writes, p. 543: “it is assumed that we do not discount later enjoyments in comparison with earlier ones, a practice which is ethically indefensible and arises merely from the weakness of imagination;”

**discounting normative**(?): seems to write also on p. 543: “practice which is ethically indefensible and arises merely from the weakness of the imagination”

Although he doesn’t have Samuelson’s constant discounting with time separability involved, he extensively discusses discounted utility, apparently only for one nonzero outcome, and distinguishes it from discounted money on p. 553.

P. 553: “In assuming the rate of discounting constant, I [mean that] the present value of an enjoyment at any future date is to be obtained by discounting it at the rate $\rho$ … This is the only assumption we can make, without contradicting our fundamental hypothesis that successive generations are activated by the same system of preferences. For, if we had a varying rate of discounting—say a higher one for the first fifty years—our preference for enjoyments in 2000 A.D. over those in 2050 A.D. would be calculated at the lower rate, but that of the people alive in 2000 A.D. would be at the higher.” %}


This text by Ramsey is one of the best in all of decision theory, with refined and deep understanding of all relevant issues found nowhere else in the literature. Brought to the attention of Arrow, Econometrica, (1951, p. 423), by Norman C. Dalkey, RAND-corporation; Ramsey’s work was called “none too clear” by Arrow (p. 424).

Pp. 158-159 on frequentist probability (strongly criticized later in the paper, to my joy), that even if existing there are always situations of partial belief.

Pp. 160-166 criticize the logical interpretation of probability, advocated by his teacher Keynes, and I found nuances lacking in this discussion. P. 161 has the nice concept of psychogalvanometer to directly measure degrees of belief.

Pp. 166 – 169 is a nice text on measurement in social science, with scale types and framing (that models hold only approximately).

Pp. 169 last para (“We are driven therefore”) - p. 174 penultimate para (“no memory of the previous ones”): is a superb discussion of the dispositional nature of preference, as of virtually any property in natural sciences and elsewhere. It is the best discussion of this point that I ever read. All modern issues such as introspection and hypothetical choice are put right there. It is unbelievable that Ramsey immediately, even before our field was born, understood these things to an extent that most researchers will do never in their life (unless they were as fortunate as I was to have been exposed to Ramsey’s text at a young age). For understanding why we need the random incentive system in experimental economics to implement real incentives, this is the best text. Ramsey wants subjective probability to be entirely revealed-preference based.

**coherentism:** P. 171 writes: “Suppose, however, I am wrong about this and that we can decide by introspection the nature of belief, and measure its degree; still, I shall argue, the kind of
measurement of belief with which probability is concerned is not this kind but is a measurement of belief qua basis of action.”

Used just noticeable difference for cardinal utility: p. 171 puts it forward as a basis for measuring beliefs/probabilities, but then properly criticizes it as just a different cardinal scale.

P. 172 beginning of 3rd para: “It is clear that we are concerned with dispositional rather than with actualized beliefs;” That is, subj. probability is not belief now had, but only as it would be had if we had to act on it. As Tversky would put it in support theory: it is in our mind, not on our mind.

P. 172 writes that a Dutch book can be made against nonEU. Does not define it, apparently considering it to be well known. However, it is the first mention of Dutch book in the literature that I am aware of. Pp. 182 & 183 will do it again.

P. 172 bottom: measuring belief may automatically affect it.

P. 173 penultimate para: “we seek things which we want, which may be our own or other people’s pleasure, or anything else whatever, and our actions are such as we think most likely to realize these goods.” [italics added here]

Ramsey here points out that from the representation it follows that we are maximizing something, utility (or its expectation), but does not commit to anything that that might be.

Para on pp. 173-174 nicely states how utility is a different, kind of exchangeable, scale differently than the scales we commonly use such as hours of swimming.

P. 174 3rd para nicely points out that normative here is something different than in ethics. The term ethically neutral event emphasizes this point.

linear utility for small stakes & marginal utility is diminishing: p. 176:

“Since it is universally agreed that money has a diminishing marginal utility, if money bets are to be used, it is evident that they should be for as small stakes as possible. But then again the measurement is spoiled by introducing the new factor of reluctance to bother about trifles.”

P. 174: in repeated choices to measure subjective probabilities there should be no learning to make this interpretation work. When Luce worked with repeated decisions in the 1990s he overlooked this point. I, exposed to Ramsey at young age, wrote Luce an email about it. He acknowledged me for it on p. 10 (footnote) in Luce, R. Duncan (2000) “Utility of Gains and Losses: Measurement-Theoretical and Experimental Approaches.” Lawrence Erlbaum Publishers,
P. 176 2nd para: The formal analysis of his preference foundation starts. Will be until p. 184. It starts with what is called an ethically neutral event. (Ramsey uses the term proposition iso event.) This is an event that carries no value in itself. That is an event in a Savagean sense. An event that carries a value in itself is a bit like a consequence in Savage (1954), although may be also like a Savagean event, and it is not very clear how to model this, a bit Jeffrey-type maybe. At any rate, Ramsey then assumes an ethically neutral event that you just as much like to gamble on as against. Under EU it means that it has subjective probability 0.5. Then observations (0.5:x, 0.5:z) ~ y show that y is the utility midpoint between x and z. In this way, we can measure utility to any desired degree of precision. With utility available, we can measure subjective probabilities. This is how Ramsey does it.

Savage’s definition of acts, states, consequences, distinguishing them, is not clearly present in Ramsey’s writing.

**updating:** discussing conditional probability and/or updating: discussed on p. 180. Nice that actual receipt of info can alter things and requires an assumption for invoking Bayes’ formula.

(P.s.: simultaneity in the penultimate para refers to the discussion of Einstein on p. 169.)

P. 183 last para writes that essentially we should get by with finite models. A point also central in the Shapiro (& Richter) work.

P. 184 - end is philosophical, on induction and so on.

P. 188, on objective/subjective probabilities: “And in a sense we may say that the two interpretations are the objective and subjective aspects of the same inner meaning.”

P. 189, on finding equally probable basic events:

“it is a matter of physics rather than pure logic.”

His suggestion that Keynes would think differently is hard to believe and is probably driven by his young desire to disagree with his befriended teacher. One also sees that top of p. 167. Whenever Keynes is involved Ramsey becomes unreasonably negative.

**coherentism:** Ramsey doesn’t need more than one sentence to, for once and for all, refute coherentism: p. 191: “we want our beliefs to be consistent not merely with one another but also with the facts.”
P. 193 and also preceding texts: “the highest ideal would be always to have a true opinion and be certain of it;”

Pp. 204-205 has text on statistics.

Pp. 206 ff. is on the meaning of probability, criticizing frequentism. The opening: “there are no such things as objective chances” is reminiscent of de Finetti’s “probability does not exist.”

Ramsey died before completing the paper. Then a friend finished the paper. (It may have been by the editor of this book, Richard Braithwaite, as suggested by Fienberg 2008, p. 21; Braithwaite provided the same valuable service to Johnson (1932).) Probably Ramsey himself had finished the text up to p. 184, which is all of the highest possible level. Braithwaite finished starting p. 184 and then there are, besides strong parts, also parts of less interest. Braithwaite has given a wonderful service to us by finishing this paper. 


Ramsey, Frank P. Collection of all his writings:
http://digital.library.pitt.edu/cgi-bin/f/findaid/findaid-
idx?c=ascead&cc=ascead&rgn=main&view=text&didno=US-PPiU-asp198301


If people must produce randomized sequences, they can’t. (producing random numbers)


decreasing ARA/increasing RRA: increasing RRA but not prominent


three-doors problem


Seems to correct a mistake in the proof of Rotschild-Stiglitz.

Raspe, Rudolph E. (1786) “Baron Münchhausens Narrative of His Marvellous Travels and Campaigns in Russia.” Translated from English into German by Gottfried A. Bürger.


% **discounting normative**: argues for zero discounting for intergenerational justice in social welfare.

Seems to use the term **reflective equilibrium** for the gradual convergence between normative decision rules and their implications.

P. 137 footnote 11 credits Harsanyi for the veil of ignorance.


% **nonconstant discount = nonlinear time perception**;

Argue, as did other papers, that deviations from constant discounting may actually be due to nonlinear perception of time. In this theoretical paper it is the central point, illustrated by simulations.

Consider intertemporal choice where also past consumption affects felicity, and discuss ways of discounting the past and resulting, claimed, dynamic inconsistencies. %}


revealed preference; Derives choice function from group relation. The result that it then satisfies IIA(R-M) is not surprising. P. 990 1st line, 4th para (“This is the source …” and condition of partitioned information are well observed. %}


decreasing/increasing impatience: seems to find increasing iso the common decreasing.

One typically finds:

$A$ now ~ $B$ in one year,

$B$ in one year ~ $C$ in two years,

but $A$ now ~ $C$–X in two years for a positive X. The author calls this subadditivity. It in fact entails intransitivity. Such effects may be underlying studies that find hyperbolic discounting. Such studies typically look at

[$A$ now ~ $B$ in one year] in combination with [$A$ now ~ $C$ – X] in two years. They, thus, compare time intervals of different lengths.

I discovered March 5, 2014, that p. 25 Eq. 16 proposes a variation of exponential discounting where we take t to a power s. This is what Ebert & Prelec (2007) call constant sensitivity, Bleichrodt, Rohde, & Wakker (2009) call CRDI, and Bleichrodt, Kothiyal, Prelec, & Wakker (2013) call unit invariance. Read claims that the formula implies no declining impatience but this depends on the parameter s, and is not so for $s < 1$. %}

{% real incentives/hypothetical choice: argues mostly in favor of hypothetical choice. 

real incentives/hypothetical choice: for time preferences: Because of special problems of implementing real incentives in intertemporal choice, seems to plead here for hypothetical choice in particular. %}


{% 


{% decreasing/increasing impatience: find counter-evidence against the commonly assumed decreasing impatience and/or present effect. 

Experiments show that calendar time makes subjects behave rather differently (lower discounting, and less hyperbolic) than stopwatch time (authors don’t use latter term, but instead use term of delay etc. %}


{% 


{% time preference; total utility theory %}

Choice bracketing means the extent to which you incorporate aspects relevant to the decision into your judgment. Narrow bracketing is like myopic, broad bracketing is like unbounded rationality.

Kahneman & Lovallo (1993) put forward similar arguments against narrow bracketing. 


**dominance violation by pref. for increasing income**: violations of monotonicity because of preferences for increasing sequences, à la Loewenstein & Sicherman (1991), %


PE higher than others; utility elicitation; standard gamble (= PE), time tradeoff, and direct scaling, are not interchangeable, and their relationships with each other are complex. 


{% For weighting functions that are belief functions on finite state spaces and monetary outcomes, the Choquet integral is the minimum of means, and als the mean of minimums, and Möbius transform relates it to unanimity games. This paper provides many generalizations, extending the result to more general state spaces and outcomes. %}


{% Preferences are over C × R”. The author defines a quasi-linear representation as (c, α) → v(c) + α, so, additivity and linearity in money. The main axiom reflects linearity in α: ((x,0) ∼ (0,z) ⇒ (x,y) ∼ (0,z+y). %}


{% %}


{% Considers preferences on C × R, where C can be any set but has a neutral element denoted 0c here, and assumes that monetary equivalents y ((c,x) ∼ (0c,y)) always exist, representing preferences, and denoted V here. Axiomatizes all kinds of separabilities, including an additive representation v(c) + x, where utility of money is linear. The latter is axiomatized by (x,0) ∼ (x,y) ⇒ (x,z) ∼ (x,z+y). %}


{% %}

{% Find that discounting is not constant but decreases over time. They consider having a health problem during 4 months. It can be gotten at different times, starting in one day, six months, one year, five years, or ten years. Then they use the standard gamble (and direct scaling) to measure the utility of these. They find 10% negative discounting and 28% positive discounting. Health impairment is negative outcome and then discounting is more variable. Positive discounting gives a convex discount function. But because it is multiplied by a negative value of health the function becomes concave, giving the usual risk aversion. Hence, although they in fact consider risky decisions over waiting time as does the appealing Onay & Öncüler (2007) paper, they do not find a paradox. %}


{% %}


{% %}


{% %}


{% context-dependence, violation of IIA; adding one alternative !increases! percentage of people who chose another alternative. %}

{Penultimate sentence suggests that the authors consider the discrepancy nonnormative: “Physicians and policy makers may wish to examine problems from both perspectives to ensure that treatment decisions are appropriate whether applied to one or to many patients.” %}


{Seem to point out that repeated choice and income effect can enhance EV. %}


{Z&Z: p. 2895/2890: “… selective matching, the tendency to focus on salient coincidences, thereby capitalizing on chance and neglecting contrary evidence.” References are given. %}


{equity-versus-efficiency: writes somewhere: “Welfare economics is in a very unhappy state … considerations of the welfare implications of envy make it impossible even to say that welfare will be increased by everyone having more of every commodity.”

Referred to by Robertson (1954 p. 677 without more bibliographic info than that it was in “Welfare Economics”). %}


{updating: discussing conditional probability and/or updating %}


Suggests that there is nothing new in nudge, it just being classical corrections of market inadequacies. (It thus misses how nudge adds a subtle nuance to debates on paternalism, by exploiting incompleteness of preference.) Then it cites some references criticizing the effects of New Zealand’s KiwiSaver program, initiated by the Labour government in New Zealand in 2007 as a response to the presumption that New Zealand households were undersaving, and presented by Thaler & Sunstein as a big success of nudge.


Nice evidence of loss aversion: from U.S. tax (1979-1990), return data, the author estimates that taxpayers facing a payment on tax day reduce their tax liability by $34 more than taxpayers owed a refund.


{Dutch book}


This paper criticizes traditional tests of transitivity that assume a deterministic theory and classical statistical tests of it. It thus strongly criticizes statistical analyses based on majority choices (e.g. p. 46 1st column). It favors using probabilistic choice models with what Loomes & Sugden call the random preference model (p. 47) and what can also be called a mixture model. The paper opens with an example where an agent randomly has one of three preference relations, each transitive, but observed majority preferences violate transitivity. Advocates of classical deterministic theories can argue that this is a type I error, which is known to happen sometimes. The paper has done an enormous work by analyzing over 100 classical data sets, and adding an experiment. It derives a triangular inequality for the mixture model, argues that this is a strong test of transitivity (p. 44). Acceptance of the null of the triangular inequality is taken as evidence for transitivity. P. 45 1st column argues that deterministic theories are reasonable only if not very much noise.

The paper also strongly argues against 2-alternative forced choice (2AFC) studies, which cannot measure indifference (e.g. p. 54 2nd para).


Dutch book

recommended by Gerry Evers-Kieboom

Dutch book: Ch. 3 is on de Finetti’s book making argument.


measure of similarity


Seems that he proposed that similarity between things is based more on what they have different than what they have in common. Features of dissimilarity, so to say.


Measuring subjective discounting for money has the problem that money is fungible: can be saved in the bank at market interest rate. (time preference, fungibility problem) So, this paper compares it with subjective discounting for chocolate and so on, being things that are not fungible. It finds significant correlations, which give some support for money being usable for measuring subjective discounting.


*total utility theory; questionnaire versus choice utility:* in this review, 15 studies are mentioned that have done both utility measurement and psychometric measurement; TTO typically has R2 of .18 till .43 with valuations of health status scales.

**PE doesn’t do well:** PE (if I remember well, they call it SG) is worse, .07 to .30. Note that we should not expect overly high correlations because of interindividual variation in the use of response scales.


*principle of complete ignorance:* p. 11

**inverse-S:** This paper discusses in much detail the psychology of being more or less sensitive to numerical scales, and the ability to more or less discriminate between options, and maybe taking numbers only as categories. I did not understand all experimental details though; for example, on p. 38, isn’t a 1/3 probability to save “some” people trivially inferior to a certainty of saving “some” people?

**ratio bias:** pp. 9-10 and 35 give references showing that people take 10:100 probability as higher than 1:10 probability, and that subjects reduce both probabilities and outcomes to categories.
There is a nice comparison of the fuzzy-trace theory with the intuitionistic approach to mathematics of Brouwer. 


Measure risk attitudes by EU utility fitting (the Holt & Laury 2002 method), by an Eckel & Grossman method, and by psychometric questionnaire, among French farmers. The measures are correlated but not identical. Violations of EU can contribute to explaining the difference, as the authors note although still using EU à la Holt-Laury to fit data. The authors’ main conclusion is, then, that risk attitude is context dependent. A conclusion often favored by psychologists.


Uses *tradeoff method* to evaluate the assessment of mortality risks.


*Foundations of probability*


Introduced the idea of multiattribute risk aversion that plays a role in the Arne & I paper on the ACM model, independently of his predecessor de Finetti (1932).


*Tradeoff method’s error propagation*: This paper assumes asymmetric errors in the tradeoff method, with arguments that this is reasonable because answers are bounded from one side (due to monotonicity) and not from the other in the method. They show that their assumed errors lead to biases making TO utility more concave. Possible remedies are: (1) use choice lists iso direct matching, so that upper bounds for answers can be imposed; this may reduce but does not
remove the problem; (2) quantify the errors and then correct for them. (3) use answers normalized in the money dimension, such as \((x_i-x_0)/(x_4-x_0)\) iso \(x_0, \ldots, x_4\), for instance, as I usually let students do when I teach on this. Again, this reduces but does not remove the problem. It is in general a better method. Further in defense of the TO method: it usually gives less concave, close to linear, utility, more than other methods, suggesting that there is no big error in the direction of concavity. The keyword used here gives several simulations that suggested that the error propagation problem is not big. %}


{% Argues against the PE (if I remember well, he calls it SG) as gold standard for utility measurement because, first, EU is empirically violated (I agree) and, second, EU is neither appropriate normatively (I disagree) (PE doesn’t do well). He prefers the TTO.

I agree with virtually all of pages 7-10, in particular that the author emphasizes that the PE cannot be a gold standard in view of violations of EU. I disagree more often with the texts following p. 10.

The footnote on p. 11 cites in an affirmative manner the, I think incorrect, criticisms of Allais and Pope on the mathematics of Machina.

P. 8, 2nd column, end of 1st para (referring to Gescheider 1988 for it): “As with other psychological concepts these attributes cannot be directly observed but only inferred. The concept itself is a construct and the functional relationship between the construct and external evidence must be embodied in psycho-physical theory.”

P. 8 2nd column at about 2/3 of the page, on the ordinalist move in economics:

“While removing the psychological connotations, this also reduced the value of the concept outside the framework of positive economics.”

risky utility \(u = \text{strength of preference } v\) (or other riskless cardinal utility, often called value): p. 9, 2nd column: “It is likely that the great appeal of N-M utility in the context of CUA [Cost-Utility Analysis] is derived from such a conflation of concepts [representational utility versus strength of preference].”

P. 10 discusses utility of gambling (later the term utility of risk is also used). For the author, however, it seems to entail regret etc., any global aspect that cannot be modeled through the utility of single outcomes.
P. 13 has a nice citation of Claude Bernard, taken from Allais.
P. 18 discusses the HYE in a critical manner.


**questionnaire versus choice utility**: Measure choice utility through the HUI (which is based on EU for risk) and experienced utility through 5 introspective measures including EQ-5D, relate them, and find relations but not clear. Argue for nonlinear transformations to transform one into the other.


A German poet, often called (Jean) Paul wrote the following, a nice statement of loss aversion suggesting that it exceeds 2:

“Der Besitz macht uns nicht halb so glücklich, wie uns der Verlust unglücklich macht.”

(My translation: possession does not make us half as happy as loss makes us unhappy.)

He lived from 1763 to 1825.

Richter, Johann Paul Friedrich (17/18)

**revealed preference**: This beautiful paper is the first to give completely necessary and sufficient conditions for revealed preference to be representable by a weak order, being an acyclicity condition, called congruency, in its Theorem 1. The term congruency, as the term rational, is not very informative. Many credit Varian (1982) for this result. The paper is a case of dilution: Theorem 1 is the
most important result in all of revealed preference theory. All the rest in this paper is minor. %}


{% revealed preference %}


{% %}


{% %}


{% This paper is written in the spirit of Richter’s work, understanding very well how theoretical concepts should be related to observations and that deriving concepts from finitely many observed preferences is the thing to do. It shows how, under subjective expected utility with both utility and probability unknown, finitely many observations can reveal the info that subjective probabilities are in some interval [a,b] for any algebraic numbers a,b, and similar things. Algebraic means the solution to a polynomial equation with only natural numbers as weights involved. So, we can find out that p₁ is 2/3 or that it is squareroot of 2. We cannot find out that it is pi. At most we can find out that it is close to pi. Nice examples are given to illustrate this.

Unfortunately, there are some advanced results on necessary and sufficient conditions for polynomial sets for which utilities can always be found and more similar results which I did not find very interesting. %}

{% How to solve infinitely many linear inequalities. Probably related to Jaffray (1974). %}


{% The experiment uses hypothetical choice, because for environmental risks this is the only way, and then for best comparison also for financial. Extra pro is that financial choices then can use high significant amounts, where utility can be nonlinear for real reasons. Nicely, the author finds that Porsche club of America members do EU throughout, and elite rock climbers do so for financial risks.

Measures probability weighting (as Tanaka et al. (2010 American Economic Review) for both financial and environmental risks. Confirms inverse-S (inverse-S). Probability overweighing of best outcomes is the same for financial and environmental, but for worst outcomes it is more pronounced for environmental. %}


{% second-order probabilities to model ambiguity: use 2nd-order probability to model ambiguity, with normal distribution and variance reflecting ambiguity, and use it to quantitatively analyze an application of nuclear waste. %}


{% Use two choicelists per person to derive two indifferences and then calculate two parameters, one the power of power-utility, the other one the inverse-S parameter of Prelec’s (1998) one-parameter family, which is taken to reflect the overweighing of small probabilities. Measure these for amateur car racers, technical rock climbers, SCUBA divers, and a student control group. Amateur auto racers are more rational in the sense of less probability weighting. Women, older subjects, and rock climbers transform probabilities more.

As outcome the authors do not take money but life duration. They suggest that there have not been many measurements of utility of life duration, but there have
been many in the health domain, including papers by my colleagues Attema and Bleichrodt.

Unfortunately, the authors use the term risk aversion for concave utility, which is not correct under prospect theory (**equate risk aversion with concave utility under nonEU**), and the term multiple choice list, where multiple is redundant. In the choice situations, prospects are compared that have different outcomes but also different probabilities, which is not easy for subjects. %}


{\% HYE Points out difference between continuous and discrete health flows in the debates; that CEs (certainty equivalents) are more naturally in terms of life years (for natural continuum) than in terms of health status and some other points. Some criticisms are not correct, e.g. in Footnote 50 on Johannesson, Pliskin & Weinstein 1993, because they refer, !in Ried’s terminology!, to HYE and not HYE-approach. %}


{\% Does backward induction with maxmin EU. Then usually submartingales. Uses condition called rectangularity by Epstein & Schneider (2003, JET) that was also given by Sarin & Wakker (1998, JRU) and that is needed to have multiple priors as conjugate family. %}


{\% Show that for many prospects (lotteries) the measures of Aumann & Serrano (2008) and Foster & Hart (2009) are not defined because of divergence. Show that it is usually identical to or close to worst outcome. %}

Games where players can choose to randomize using unknown probabilities (through Ellsberg urns provided to them), modeled using contraction EU of Gajdos et al. (2008). They use the term Ellsberg equilibria for the new equilibria. The data of Holt & Goeree (2001) can be accommodated by Ellsberg equilibria.


Show that probability estimates (judged probabilities, not decision-based, let be incentivized) of elements of a partition usually add to more than 1 also within-individually. More numerate subjects violated additivity less, especially if primed with numerical task first. (cognitive ability related to likelihood insensitivity) Direct matching, where subjects just directly choose probabilities, generates fewer additivity violations than when they choose from pre-chosen answer categories.


A prospect over gains with finite expectation has finite expected utility if U is concave, but then need not have finite PT due to the overweighting of the high outcomes. Conditions about it are derived. Fig. 1 shows that w of T&K’92 need not be nondecreasing for \( \gamma = 0.2 \), and p. 668 gives formulas and details. P. 677 proposes
\[ w(p) = p + (3 - 3b)(p^3 - (a+1)p^2 + ap)/(a^2-a+1) \]

with \(0 < a < 1\) and \(0 < b < 1\)

as new parametric family of weighting functions, with \(a\) the intersection with the diagonal \((w(a) = a)\) and \(b\) a curvature parameter.

They argue that this is the simplest polynomial with such a concave-convex switch.}


{\% \url{https://doi.org/10.1007/s11166-007-9029-2} \%

Extend the separable Edwards version of prospect theory, with a normalization of weights, to continuous distributions. For each continuous distribution they choose one of several possible ways to approximate it discretely, and then define its value as the limit of the discrete approximations. In this way, the value of the continuous distribution depends only on probability weighting \(w\) through the derivative of \(w\) at 0. This convinces me that the model is not valuable for continuous distributions. It is a virtue of this paper to bring this point to the fore. \%


{\% \%


{\% Used data from as in other studies by these authors, e.g. Rieger, Oliver, Wang, & Hens (2015 Management Science). Here students from many countries were asked a variation of Ellsberg’s 3-color urn, where there are 30 red balls and 70 black or yellow balls. The most ambiguity averse country was Thailand (80% choose Red), and the last was the US (42% or so choose Red). They correlated these percentages with equity premiums in the countries, finding correlation 0.5 (\(p=0.008\)). Macro-economic controls do not affect the result. Problem: their question did not control for suspicion (suspición under ambiguity) and hence it
may have been suspicion rather than ambiguity aversion that drove the correlation.

They also correlated with Hofstede’s (2001) uncertainty aversion index. It was positively correlated with ambiguity aversion, and explained the same variance in the equity premium puzzle as ambiguity aversion. 


Measure risk and ambiguity attitudes of 6912 subjects (students) in 53 countries, involving N = 6912 students. Section 2 reviews other international studies, which never involved as many countries.

Use WTP for gains but WTA for losses, doing hypothetical choice. Six gain lotteries and two loss lotteries, but no probability smaller than 0.1 or larger than 0.9, so, cannot really observe inverse-S. Strictly speaking, the gain lotteries are not really gains because subjects pay their WTP, leading to net payment −WTP (negative, so, a loss) if the lottery gives outcome 0.

Use as index of risk aversion the risk premium divided by the absolute value of EV. Because no mixed lotteries here and no EV = 0 this can be done, although, as is not well known, this normalization is too much and makes moderate payments too risk neutral. An analysis of these data determining PT parameters is in the authors’ 2017 paper in Theory and Decision.

For ambiguity have 30 of 100 balls red, and the other 70 black or yellow in unknown proportion. 4.1% of the questions violate weak internality, and 15.1% strict.

risk averse for gains, risk seeking for losses: is found in all 53 countries. Positively related to Hofstede’s uncertainty avoidance index.

gender differences in risk attitude: p. 642 §4.2.1: women are more risk averse for gains and more risk seeking for losses.

Pp. 642-643: older people are less risk averse both for gains and for losses. P. 642: For gains, risk aversion is increasing in wealth between countries. Given that the index that the authors is more a relative risk aversion index than an absolute one, this is consistent with common findings at the individual level. For losses it
is not significant (p. 643).

**reflection at individual level for risk**: risk aversion for gains is negatively correlated with risk aversion for losses (p. 643).

P. 645: using only students reduces heterogeneity within countries, making between-country comparisons more reliable.

For 48 of 53 countries they have only one university. It is in itself good, if studying between-country variations, to have within-country homogeneity. Yet here typicalities of one particular university can much interfere with characteristics of the country. %}


{\% The authors published on this data set in Management Science in 2015, using a-theoretical indexes of risk attitudes such as normalized risk premium. This paper calculates five PT parameters, the same as T&K’92, and then re-analyzes. The data of such a big study have to be noisy, and with eight questions per subject it is difficult to estimate five parameters of PT. Hence, they mostly take all answers per country assuming representative agent. One difficulty in this study is that for losses they only have prospects with one nonzero outcome, so that a common power of utility and probability weighting is unidentifiable. (Pointed out by the authors on p. 584.) Because the authors use a weighting function family, the one-parameter family of T&K’92, their data fitting gives a unique fit, but this is due to assumed functions and not based on data. For gains they have only one of six prospects with more than one nonzero outcome, which should fully determine the power.

**gender differences in risk attitude**: women do more probability weighting than men.

**concave utility for gains, convex utility for losses**: is found (p. 582). Utility for losses is more linear than for gains, but not much.

**inverse-S**: is found for both gains and losses. But they only fit the one-parameter family of TK92. Closer to linear for losses than for gains (p. 583).

p. 583: Utility parameters are related to portfolio decisions, but probability weighting parameters are not. This fits with my hypothesis that probability weighting is more noisy than utility.
reflection at individual level for risk: p. 584 finds it, with a positive correlation between concavity of utility for gains and convexity for losses.

P. 587: their nonparametric analysis of probability weighting depends much on utility assumed to be logpower, because only then the third displayed equation implies a constant ratio of CEs.

P. 587: For losses, unlike for gains, the probability weighting parameter is not correlated with the nonparametric estimate, showing that the measurement for losses is more noisy than for gains. Of course, they have fewer observations for losses.

P. 589: of Hofstede’s indexes, individualism and uncertainty avoidance enhance more probability weighting.

P. 593: Cites Hofstede (2001) on desirability, if studying between-country differences, to have within-country homogeneity of the sample. %}


{%
%

{%
The probabilistic dominance model works as follows. It is a regular Anscombe- Aumann framework. In (A,f), A is a set of acts containing f, where f has a special role: it is a status quo. The agent deemes as unacceptable all acts in A that have a probability of \( \theta \) or more of yielding a utility loss relative to the status quo of \( \lambda \) or more. Here \( \theta \) and \( \lambda \) are thresholds set by the agent. The unacceptable acts are removed from A. For the ones remaining, expected utility is maximized. A comparative condition of revealing more bias towards the status quo is defined (always having stronger preference for the status quo) that implies the same EU model but with \( \theta \) and \( \lambda \) being more extreme. %}


P. 631 2nd column clearly specifies the topic of this paper: paternalism/Humean-view-of-preference: “Many have argued (e.g., Gerd Gigerenzer 1996a) that consistency principles are insufficient for defining rationality. If the achievement of an individual’s goal does not imply consistency, it is questionable whether functional behavior that violates consistency principles should be called “irrational.””

Another cite is p. 632: “In contrast, we are interested in consistency principles that go beyond assumptions about the properties or attributes of the choice objects. For example, the transitivity axiom is applicable to a wide range of choice objects,…”


From abstract; Considers EU, PT, and decision field theory (DFT), in deterministic and probabilistic versions. The latter fit better than the former, and DFT does best.


Use belief functions: And their updating is used to explain investment bubbles. The belief functions are not endogenous but exogenous, as in Jaffray’s works. They use Shafer’s 1976 updating. (updating: nonadditive measures)

{% Take general convex preferences referring to Yaari (1969) for it and, as did the latter, take local marginal rates of substitution between states as kind of subjective probabilities or decision weights (can be interpreted as local beliefs). That is, they are accepted odds for bets at infinitesimal stakes. Show what this does in all kinds of models for ambiguity. Footnote 13 points out an inaccuracy in the proof of Billott, Chateauneuf, Gilboa, & Tallon (2000). Pp. 1179-1180 reminds me of a famous observation of Wald of the 1950s that a Pareto-optimal choice maximizes an expected value (through hyperplane supporting at optimum) which generates subjective probabilities. %}


{% On “pariteitsschending,” meaning that left and right are not always symmetric in nature. %}

Rikker, Geert & … (2000)

{% Z&Z: shows that adverse selection can be detrimental for competitive markets. %}


{% Incompleteness in markets can be explained by ambiguity aversion. %}


{% Generalize results on existence and continuity of solutions to Koopmans’ recursive equation. Consider consumption streams that have their growth rate unbounded above and below. %}

Students in exams with multiple choice questions were valued by means of proper scoring rules.


foundations of statistics: citing much on the debates.


conservation of influence


People don’t want to vaccinate their child even if that decreases the total probability of death of the child, only so as to avoid perceived responsibility.


Seems to have introduced the problem of the multi-armed bandit: A slot machine (one-armed bandit) may have more than one lever. When pulled, each lever provides a reward drawn from a distribution associated to that specific lever. The objective of the gambler is to maximize the collected reward sum through
iterative pulls. It is classically assumed that the gambler has no initial knowledge about the levers, but through repeated trials, he can focus on the most rewarding levers. The exploration versus exploitation problem concerns to what extent one pulls the lever that performed best up to that time so as to maximize immediate reward, and to what extent one continues to pull levers inferior up to that point so as to continue collecting info about them. 


risky utility $u = \text{transform of strength of preference } v$, latter doesn’t exist:
seems to have been very influential in the ordinal revolution.

P. 16 of 1937 edn. seems to define economics: “Economics is the science which studies human behavior as a relationship between ends and scarce means which have alternative uses.” Often credited for being one of the main initiators of the ordinal revolution.

P. 85 seems to write, about economics: “… is capable of being set out and defended in absolutely non-hedonistic term [and has no] essential connection with psychological hedonism, or for that matter with any other branch of Fach-Psychology.”


Pp. 332-335 list emotional reasons other than aversion to unknown probabilities that can underlie the Ellsberg paradox. In his, long, reply, Ellsberg agrees with this view. 


Foundations of probability; foundations of quantum mechanics; foundations of statistics: discusses how Bayesian view on subjective probability as degree of belief can go together with the view of quantum mechanics that nature is random.


This paper considers social choice/welfare theory, starting from quantitative info (utility, which can be cardinal) about individual preferences. Then Arrow’s choice setup, with only ordinal info, is specified as a special case. It gives a good framework to study ordinal versus cardinal info there.

**Arrow’s voting paradox**: the paper has the perfect framework to state this, and may well have been inspired by it, but never states this opinion.

**SIIA/IIIA**: the paper has a good framework for this, and cites also Nash (1950 ECMA) for his IIA I guess, but I did not read it enough for it.


P. 135 proposes loss aversion, i.e., the utility kink at zero! Does assume concave utility throughout. Referred to in Robertson (1954, footnote 4). That footnote suggests that Chapman (1912) preceded him, but Chapman only has parts of increasing marginal utility and not loss aversion.

{\% risky utility u = strength of preference v (or other riskless cardinal utility, often called value). Author writes informally, is probably text of spoken lecture. Presents himself as not formally trained. Says that he believes in cardinal utility and diminishing marginal utility on the basis of introspection. He is one of the few to think so in those days. Does not give formal arguments but suggests strong intuition. In that regard I am with him! For example, p. 667 l. 15-18. P. 673 footnote 4 describes loss aversion. A reaction is by Friedman (1955). \%}


{\%}


{\% adaptive utility elicitation; find that VAS performs badly. \%}


{\% risky utility u = transform of strength of preference v. Authors use Schwartz’s (1998) proposal to correct VAS scores by means of Parducci’s R-F model, which describes range- and frequency biases. Seems to work OK for VAS. Unfortunately there is also a negative message, i.e., relating it to PE (if I remember well, they call it SG) scores does not give good results. (PE doesn’t do well)}

Did qualitative interviews of participants asking how they had reasoned. The interviews suggest that participants do take the sure outcome in the PE as a reference point, confirming the suggestion by Hersey & Schoemaker (1985). \%}


Discusses behavioral economics, and the degree to which it enhances paternalism or better informing consumers.

**paternalism/Humean-view-of-preference**: Favor non-paternalism. Argue that preferences should be taken as stated, where we seek to have people well-informed when choosing. But no paternalism. The abstract writes: “we take the perspective that analysts should avoid making judgments about whether values are “rational” or “irrational.” ... More generally, behavioral research has led some to argue for a more paternalistic approach to policy analysis. We argue instead for continued focus on describing the preferences of those affected, while working to ensure that these preferences are based on knowledge and careful reflection.” End of §3 argues for consumer sovereignty.

P. 1412 1st column argues that, if WTP-WTA discrepancy due to different reference point (income effect cannot explain), then the right perspective depends on what the reference point in reality is. I disagree! The discrepancy signals a bias.

P. 1413 2nd column 2nd para, argues that WTP can never be more than the wealth possessed, and WTA has no limit, and takes this as argument in favor of WTP. I would think that it is an argument against WTP. %}  

% https://doi.org/10.1007/s11166-021-09365-6

The authors use the smooth model, or, rather, recursive expected utility, to analyze ambiguity. Do what title says. Measurements of ambiguity attitudes done for gains better predict than those done for losses. %}  

% utility elicitation; beginning gives some nice refs.; theoretical discussion is confused and hard to follow. %}


This paper presents models in which it is plausible that a utility function to evaluate outcomes is related to expected offspring. It assumes statistical independence between offspring of different individuals. Then those individuals with highest expected number of offspring will outnumber all others, as is well known.

The statistical independence is, of course, not completely valid. Species of which some individuals do not maximize offspring but sacrifice this number to increasing the offspring of other individuals, (e.g. by developing and distributing...
ideas and neglecting the family, as some researchers do), will outperform species of which all individuals do nothing but maximizing own offspring.

P. 902: “The stochastic nature of reproduction is identified as a key reason why a built-in utility function is necessary ...Finally, it is argued that a hedonic interpretation of utility is persuasive in this biological setting.” §III.D on pp. 908-909 indeed argues for it. %} 


{% Extensive survey on evolutionary preference theory %}


{% https://doi.org/10.1016/j.jet.2022.105552

Following Robson (1996), study how nonlinear) risk attitudes can result from evolutionary optimization. %}


{% Give evolutionary/biological basis to discounting, with individuals more impatient than groups. %}


{% Evolution can lead to discounting expected utility with discount rate related to population growth and death rate. Aggregate uncertainty about death rates can lead to deviations from constant discounting. %}


{% Redo the Rogers (1994) analysis with some other assumptions about (homogeneity of) utility and other things.

*conservation of influence*: generalize also criterion of reproductive value. %}

{% incentives: Do both with and without real incentives. Each subject did three choices, each of them paid under real incentives (income effect).

  ambiguity seeking: If subjects are first endowed with the ambiguous Ellsberg gamble, and are asked if they want to exchange it for the unambiguous one, then most don’t want that. In terms of final wealth, they then exhibit ambiguity seeking. The main conclusion can be that loss aversion dominates ambiguity aversion.

  The authors use the term source preference differently than prospect theory does. In this paper it means whether it matters if subjects just got a prior endowment or had selected it.

  An alternative title for this paper could have been:

  “The status quo bias dominates ambiguity aversion.”

  suspicion under ambiguity: p. 181: They controlled for suspicion in Ellsberg choices both by letting subjects select color to gamble on, and by gambling on all colors. Unfortunately, in the latter case they really played all three choices, so that income effects and, in particular, hedging may have been going on.

  reflection at individual level for ambiguity: experiment 1 gives no data.

  Experiment 2 does not give it explicitly. Maybe it can be derived from the data given in Tables 5 and 6, but it was too complex to me (would have to read line by line) how the groups and treatments had been organized. This similarly holds for Experiment 3. %}


{% study in more detail the nice finding of Roca, Hogarth, & Maule (2006). %}


{% %}

{\% risk averse for gains, risk seeking for losses: They find it. They confirm common ratio, preference reversal, and reflection.

Teams are not closer to EU than individuals, but they do get higher EV at lower risk so, in that sense are better.

loss aversion: erroneously thinking it is reflection: p. 416 confuses reflection (what they do) with loss aversion, calling it reference point effect, and even explicitly stating the confusion: “the reference point effect (also referred to as loss aversion or reflection effect).” \%
}


{\% They use RIS.

ambiguity seeking for losses: they claim so, but it is only mismodeling of outcomes and utility.

First two experiments mainly redo Fox & Tversky (1995) with joint and separate evaluation of prospects. They do not replicate the FT finding but find that separate evaluation still gives ambiguity aversion. They suggest too much that this is their own idea, citing FT too late and vaguely at the end of §3 p. 279. There are later related findings by Chow & Sarin (2001, 2002).

P. 271 argues that not just EU should be maximized, but sometimes also variance of utility should be considered, which is to be minimized if we are above our needs and is to be maximized if we are below our needs. The authors simply misunderstand utility. If there is a level of needs below which everything is very bad then this should be incorporated in our utility function, e.g. being steep or having a jump below that level of needs, and we still just maximize EU. What they say then is correct in terms of variance of outcomes, but not in terms of variance of utility contrary to what they say. Wakker (2010 Comment 2.6.5) criticizes such considerations of variance of utility.

In their experiments, ambiguity was generated by providing intervals, with center equal to objective probability. Unfortunately, subjects could not choose the
color to gamble on, so that there can be suspicion. (suspicion under ambiguity; P. 283 explains that Rode 1996 had done it properly.)

Experiment 4: P. 289 end of §6 explains that they generate the same probability distributions over the same outcomes with only different reference points (they don’t use the latter term). Those quasi-reference points are however presented as different levels of needs to the subjects where subjects need to attain that level for some important purpose (making it to a second stage of some nice prospect). So, it is not at all the same outcomes but it is just very different situations in which outcomes mean very different things, with very different utilities. This rather than any attitude to ambiguity explains their findings. %}


{% Problems with infinity; p. 1 gives references to people discussing matters. %}


{% revealed preference: Many references to empirical violations. Shows how proper parameter choices of decision field theory can accommodate them.%

paternalism/Humean-view-of-preference: they show that, by accounting for contextual effects as described by decision field theory, we can get back a context-free psychophysical function. %}


{% time preference %}


{% time preference; DC = stationarity = time consistency %}

{\textit{time preference}}


Nicely point out that whereas maximum of maxima is maximum, and average of averages is average, things are complex when these operations are mixed, as when evaluating decision trees. Propose statistical ways through choices of random paths to evaluate decision trees.


{\textit{time preference}}; in a kind of evolutionary market, about 2 percent discounting (\(\ln 2\) per generation) comes out as optimal. Young adults should discount more strongly than elderly.


{\textit{equity-versus-efficiency}}: one of the topics. It is an experiment on how subjects think about social risks, ex ante fairness, ex post fairness, with real incentives. Subjects are sensitive not only to risk level, but also to inequality in risk. Ex ante
they are averse to such inequality and risk, but ex post they are, surprisingly, seeking. %}


{\%  %}


{\% For many purposes (when evaluating intertemporal choice with one nonzero outcome), not the discount function, but its logarithm, plays a role analogous to utility in expected utility. Prelec (2004) demonstrated this, for instance regarding the Pratt-Arrow index and convexity of the logarithm of the discount function. This paper considers convexity of the discount function rather than of its logarithm. The latter is equivalent to something called decreasing relative impatience. It is also equivalent to something called spread seeking. Although equivalent mathematically in the model assumed, the conditions seem to be different intuitively. %}


{\%  %}


{\% Shows that the very famous Fehr-Schmidt welfare model in fact is a special case of rank-dependent utility with monotonicity relaxed. So, in the generalization of De Waegenaere & Wakker (2001). %}

This paper proposes an index of decreasing impatience. Assume
\[ (s, x) \sim (t, y) \]
\[ (s + \sigma, x) \sim (t + \tau, y). \]

It uses the tradeoff technique to obtain, in my 2010 book notation,
\[ s \Theta t \sim (s + \sigma) \Theta (t, t + \tau). \]

It then takes as index \( \frac{\tau - \sigma}{\sigma(t - s)} \), and analyzes and calculates it for popular discount families. I would be curious for which discount family it is constant. It shares with Prelec (2004) that it only considers the lengths of the time periods during which stationarity is violated, and for instance not the utility loss one is willing to suffer. There are pros and cons to this, depending on application and purpose. In an experiment, more increasing than decreasing impatience is found! (decreasing/increasing impatience) The index is not related to other personality questions.


During lecture on Jan. 31, 2018, said:
“Psychologists don’t just stop at the facts.”

Romagnoli, Giorgia (2018)

Game theory can/cannot be viewed as decision under uncertainty; updating: nonadditive measures: does so for RDU (she uses the term CEU (Choquet expected utility)), using a Sarin-Wakker updating rule.


Updating: discussing conditional probability and/or updating: The basic novelty of the paper concerns the framework of decision under uncertainty that is most central today, Savage’s. A state space $S$ is given. Exactly one state is true, the others are not true, and it is uncertain which is the true one. An agent chooses between acts. Each act $f$ maps the state space to an outcome space, say $\mathbb{R}$ (money), to yield outcome $f(s)$ where $s$ is the true state. Because the true state is uncertain, it is uncertain what the outcome of an act is. In Savage’s model the very only purpose of the agent is to get the best outcome (with highest utility), but because of uncertainty this is not easy and expected utility is maximized. This paper adds a novel aspect where we make the mostly satisfied assumption that the agent knows what act he chooses and what outcome $x$ he receives. The paper observes that the agent then automatically also receives info, being that $f^{-1}(x)$ is a true event, i.e., contains the true state. This info can bring additional utility. The paper modifies Savage’s axioms to accommodate this, which is, essentially, that the axioms hold only when the informational value can play no role, being fixed. For instance, monotonicity in outcomes (P3):

$$\gamma \succeq \beta \implies \gamma \in \mu \succeq \beta \in \mu \text{ only if } \mu \neq \gamma \text{ and } \mu \neq \beta.$$  

The same basic novelty is, independently, in work by Yucheng Liang, who uses a more complex model with updating whole probability distributions, more advanced and formal but less accessible. The authors use an unconventional continuity axiom that is very strong and readily implies Villegas’ monotonicity condition.


Dynamic consistency: favors abandoning RCLA: gives empirical evidence that RCLA is violated; seems to be test of event commutativity.

{% Sequence bias in compound events; seems to be test of event commutativity; uses same data set as Ronen (1971). %}


{% May have been the first to say: “It is difficult to make predictions, especially about the future.” %}

Ronner, Markus M. (1918)


{% simple decision analysis cases using EU: bit complex. %}


{% http://dx.doi.org/10.1098/rsbl.2010.0927

16 chimpanzees and 14 bonobos could sometimes take from a bowl with 100%
chance of a banana, or from 50% of a banana, or from 0% chance of a banana. Some later they got the option of either choosing from a bowl from which the lid had not been removed, of from the 50% bowl. They preferred the latter.


{% revealed preference %}

{% }

{% Study equilibria in zero-sum games when one player has uncertainty and is ambiguity averse. Provide conditions for equilibrium existence. Consider the case of a better-informed opponent. %}

{% Find that loss aversion works well to explain macroeconomic data. Use utility linear for gains and losses. %}

{% losses from prior endowment mechanism: Seems that some subjects received the prior endowment two weeks before the experiment, and others at the beginning. Those who received it two weeks before were more risk averse. Suggests that the latter group integrated the payoffs less. %}
Show that taking publically announced reserve price as reference point in auctions improves fit.


Comes close to find that capacity $\nu$ being convex implies that its Choquet integral is minimum over core integrals (e.g., Theorem 1.1, Corollary 2.3) but does not really state that.


Foundations of statistics; bias because negative results cannot be published.


Text book on analysis of variance.


Seems to be: decision under stress; descriptive studies of coping with catastrophes, with general types of processing and coping.


Seems to be as follows:

Take discounted utility of $(C_t-C_{\text{min}})^\rho/(1-\rho)$, where $C_t$ is money spent on consumption in time $t$, of households that have bullocks in India. $C_{\text{min}}$ is minimal consumption for survival. Idea is that if $C_t$ threatens to be below, family will
borrow from others, or be helped by others -I guess. There is also risk, and expected utility. Investigate if insurance helps families to optimally invest in bullocks, and find it doesn’t. %)


{% inverse-S: finds over-betting on small-probability gain horses (p. 604: for p < .03)

{% SEU = SEU: says on p. 534 that transforming probabilities is still SEU.
Argues that Yaari’s 1965 (QJE) result confirms overestimation of small probabilities, but need not reject the Friedman/Savage (1948) utility hypothesis if the participants of Yaari’s experiment were involved in other side gambles unknown to the experimentor (hidden stakes in Kadane & Winkler’s 1988 sense).
It is, however, generally accepted nowadays (1990-2023) to ignore hidden stakes, mostly because of the isolation effect. Therefore, whereas Rosett is formally right, his point should not affect Yaari’s finding. %)


{% inverse-S: data support finding of Yaari which suggests inverse-S probability weighting: sets of lotteries preferred to status quo is convex suggesting concave utility but decision weights, inferrable from tangent of convex set of lotteries, differ from objective probabilities and suggest overweighting of low probabilities.
Nice opening sentence:
“… are the modest final product of an initially ambitious attempt …”
real incentives: random incentive system
Highly remarkable is the last paragraph on p. 482. It shows that Edwards fixed-probability-transformation model violates stochastic dominance for the
special case of overestimation of small probabilities (so, it already has part of Fishburn 1978). This latter model is described as Yaari’s hypothesis. Probability-weighted means weighting through “subjective probabilities” that are transforms of objective probabilities:

Yaari’s hypothesis is appealing as long as we confine our attention to gambles with only two outcomes. If we consider gambles with many outcomes we need to deal with the problems that all the probabilities may be small and if they are all subjectively exaggerated, their sum will exceed one. To trace the implications of this anomaly, it is necessary to specify the rule for calculating expected values. If, for example, expected utility is calculated simply by summing the probability-weighted utilities of outcomes, it should be possible to persuade a gambler that by giving away money he makes himself better off. If his initial wealth is $X_0$ and his utility is $U(X_0)$, it will be possible to find a set of pay-offs, $X_i < X_0, i = 1, \ldots, n$, such that $\sum p_i U(X_i) > U(X_0)$.

This happens because $\sum p_i > 1$ and we can select the $X_i$ to make $U(X_i)$ as close to $U(X_0)$ as we please.

Next he goes on to show that adding a constant to $U$ can affect preference. Conclusion points out importance of framing (“exact conditions of the experiment”).


intuitive versus analytical decisions; seem to use a “psychometric approach” to value states of illness, involving lengthy and painful interviews. Work of Rosser
et al. seems to be basis of most of the work on cost per QALY in the UK.

Seem to have searched for a **reflective equilibrium.** That is, decision-theoretic implications were confronted with direct intuitive choices (in context of health policies concerning others) and in case of discrepancy, participants were asked if they wanted to revise some of their decisions.}


{%
**optimal scale levels:** seems to argue that for unipolar scales five answer levels is optimal, and for bipolar scales it is seven. %}


{%
In a Savagean setup, preference foundation for maximization of the quantile of the probability distribution. So, of the VaR. §6.1 may at first seem to suggest that quantiles are not that, but it does not, and instead it argues that VaR are often not used as a final-decision criterion. Quantile maximization is mathematically the same as VaR. %}


{%
Seems to be a classic on Möbius inverse. %}


{%
Nice example of neurobiologist who criticizes psychologists by saying that there is not one fixed collection of mental processes, but that it depends on biological and chemical processes. Nice analogy of psychologists’ criticisms of economists. %}

Empirical tests of bargaining solutions;

**Christiane, Veronika & I**: binary lottery technique: Pay not in money but in probability for gaining a prize. Thus, they have have linearity in outcome under EU (P.s.: this was proposed before by Smith (1961) and by Anscombe & Aumann (1963), and independently after by Allen (1987) and Berg, Daley, Dickhaut, & O’Brien (1986). %}


**discounting normative**: object to discounting of life savings; argue that uncertainty cannot be used to justify discounting because it should be modeled as uncertainty. And that discounting of money does not necessarily imply discounting of life years. %}


**discounting normative**: refers to Lottini da Volterra in the sixteenth century who argued against discounting “overestimation of a present on moral grounds”.

Seems that Rothbard wrote: “da Volterra in the sixteenth century “inaugurated the tradition of moralistically deploring (positive) time preference as an overestimation of a present that can be grasped immediately by the sense”” %}


It seems that subjects could gamble on risks resolved in the past but yet unknown, and equal-probability risks reesolved in the future. They preferred to gamble on future risks. (difference between pre- and post-diction) The authors explain it by magical thinking. Heath & Tversky (1991) pp. 8-9 will suggest the competence effect. %}


Probability elicitation: he seems to consider corrections for overconfidence that work well.%


Introduce second-order stochastic dominance (together with Hadar & Russell, 1969). P. 226 point 4 explains that being more risky is not identical to having more variance.%


Z&Z: shows that adverse selection can be detrimental for competitive markets; there will be competition with cream skimming.%


Discussion of referee procedures; references to other nonmedical areas; was referaat at LUMC.%

{% utility depends on probability: seems to argue that in sports the utility of a result depends on its probability. %}


{% On support theory; find that position-neutrality (focal hypothesis or alternative hyp.) affects support, but context-dependence not, exactly opposite to what I would expect a priori. It casts doubt on binary complementarity. %}


{% utility of gambling: a low-affect outcome was preferred to a high-affect outcome if received with certainty, but not if received with low probability. 

PT falsified; probability weighting depends on outcomes: probability weighting more curved for more affective outcomes (inverse-S (= likelihood insensitivity) related to emotions) %}


{% They give up explicit additivity of original support theory, replacing it by the weaker explicit subadditivity. %}


{% foundations of statistics

This paper pleas for using Bayes factors, which are likelihood ratios. 

One view is that researchers want to find and confirm equalities because they are informative. The authors use the term invariants for equalities, and p. 225 penultimate para nicely link those to conservation laws, although the concrete examples given are far-fetched in only stating functional relations. The paper points out that psychologists have [too] much the Popperian attitude of rejecting and falsifying things. P. 225: “the psychological field has a Popperian orientation, in which


demonstrations of effects or associations are valued more than demonstrations of invariances (Meehle 1978).”

The opening pages, and also elsewhere, often argue that classical hypothesis testing has no way of supporting the null. But power analysis is a common tool for it, and showing that other nulls could be rejected so that the data is not just noise also helps.

The authors often write that the choice of priors affects the resulting Bayes factor (e.g., p. 229). I do not understand this because they are independent of each other. Probably the authors mean choice of alternative hypothesis/parameters, where they let that be influenced by choice of prior.

The authors give many examples of reasonable choices of priors and alternatives, calculating through their effects, and they favor choosing noninformative priors.

P. 235 3rd para: “in Bayesian analysis, the elements of subjectivity are transparent rather than hidden”. %


Use scaling properties of the QALY model to justify that U(dead) = 0.

Mathematical psychologists have advanced theories of ratio scales giving this, but this paper explains the point using arguments shown to be relevant for health. %


% criticizing the dangerous role of technical axioms such as continuity: I did not really find it. It does call continuity an idealization, but I don’t see it getting mre concrete. %

Propose a variation of Gul’s disappointment aversion model where not all outcomes below the CE (certainty equivalent) are overweighted with weight $\theta$, but only those below $\delta CE$, where $\delta$ is a subjective parameter to choose. This model is, obviously, only for positive outcomes, with the level 0 very empirically meaningful. Remarkably, this model is one of the few that is not rank-dependent when restricted to binary prospects because the minimum outcome of a prospect may exceed $\delta CE$ for $\delta < 1$ and then it is not overweighted. It does have the multiplicative representation as usual for single nonzero outcome prospects. A preference foundation is, unfortunately, not in the paper (it is in a technical web appendix, but I prefer not to read such). As they point out on p. 1308, this model is a betweenness model. If we fix CE, then simply all utility differences below $\delta CE$ are indeed increased, and then it is EU. Betweenness means EU within each indifference class.

The authors intuitively justify their model by the desirability to overweight low outcomes, where low is relative to the prospect (they argue in favor of this aspect p. 1307 last para). Rank dependence also does that. They refer repeatedly to the value-at-risk model for motivation (p. 1307, p. 1329), but this is a rank dependent model (my prospect theory book shows this in Exercise 6.4.4, p. 181). They also justify their model by having countercyclical risk aversion (p. 1317 l. −2 and p. 1329 opening sentence in Conclusion.


{On October 2, 2012, the Royal Statistical Society of the UK asked 97 members of parliament the following question:

“If you spin a coin twice, what is the probability of getting two heads?” Only 40% gave the correct answer of 1/4, and the modal answer was 0.5. %}

Royal Statistical Society (2012)

{%

%

{foundations of statistics; nice on likelihood principle %}


{foundations of statistics; argues for likelihood principle; Reviewed by Thomas (2000) %}


{P. 113 seems to give Hölders inequality

Problem 2.42 describes “Cantor ternary function” as continous and strictly increasing, problem 5.9 says the function is not absolutely continuous.

Theorem 11.29 gives Riesz representation theorem. %}


{utility of gambling %}

{% intertemporal separability criticized: Central in habit formation of course. A reference point is developed that is a linear combination of past consumption.

It seems that at each time point instant utility experienced at that timepoint can be replaced by an equivalent money amount, turning general consumption stream into money stream, and that for the latter no habit formation is assumed, so that it can be evaluated using classical models. In the transformation of instant experienced utility into money then all the effects of habit formation can be captured. Then money is a bit like instant utility in Kahneman, Wakker, & Sarin (1997).

DC = stationarity: properly discriminates between dynamic consistency and other conditions such as stationarity. %}


{% Do as Fox & Tversky and Chow & Sarin, ambiguous versus unambiguous, both in joint and in separate evaluation, but measure affective reactions rather than WTP. Confirm the findings of the previous two studies. In experiment 2 they do the same but all with unambiguous prospects. In the separate treatment, subjects do not have better affects for a preferable prospect. %}


{% Field study (N = 20,507). Changing default from early contribution rate of 10% to 20%, leaving people free to choose. Second, warning letter if lowering. Third, informing about tax saving. Good results. %}


{% P. 1051, ll. 6/7: verbal statement of sure-thing principle/independence? Seems to have done something Anscombe-Aumann-like, seems state-dependent-achtig; that is, according to Arrow, Econometrica 1951

P. 1051, ll. 6/7: verbal statement of sure-thing principle/independence? %}

{ Axiom IV is preference version of independence, for all mixture weights. Rubin gives dynamic interpretation: “that it is immaterial in which order choice or random event occur, provided that a decision can be made before the random event occurs which corresponds to an arbitrary decision made afterwards.” This is dynamic consistency/time consistency!


{ First with independence? With infinitely many prizes;

The following reference is given this way by Marschak (1950) {%

Rubin, Herman (undated, before 1951) “An Axiomatic System for Measurable Utility.”

{ This was in 1983 Technical Report 83-27 of Purdue University. %}


{ %}


{ %}


\% measure of similarity; Model: in choice between \((p,x)\) and \((q,y)\), participants consider probabilities or utilities identical if they are sufficiently similar, and then go by “nonidentical” dimension only. Otherwise they do something else. This is very similar to threshold models.

This paper considers single-nonzero outcome lotteries. It shows that similarity relations on \(p\) and \(x\), compatible with ratios of functions \(g\) and \(u\), respectively, can be combined with the preference relation defined from \(g(p)u(x)\). It also shows that a preference relation representable by functions \(g\), \(u\) through \(g(p)u(x)\), can be combined with similarity relations defined from \(g\) and \(u\).

These theorems are not really representation theorems because they don’t start from (similarity relations +) preference relations, but from only one of these two, and derive the other not from observed preferences but from the functions elicited from the one.

In Proposition 2, the pref relation on top of p. 151 is not given beforehand, but defined there. So, it is not a representation theorem.


\% Argues what I heard Shapley once say in dinner in Nijmegen at the end of a game theory day in the early 1980s; i.e., good game theory should incorporate communication etc.)

§3, p. 913 1\textsuperscript{st} para is on randomization: “goes against our intuition. We are reluctant to believe that our decisions are made at random.”

P. 922 1\textsuperscript{st} para seems to assume that future repetitions of a game just exist, which is Rubinstein’s favorite assumption.

{% real incentives/hypothetical choice: p. 626 argues against the necessity of real incentives, mentioning many informal game experiments where it did not matter. %}


{% Argues that the phenomena described by Rabin (2000, Econometrica) can be explained by a “minor” modification of expected utility, i.e., one where consequences are changes with respect to a reference point, referring also to Kahneman & Tversky (1979). Does not seem to be aware that this is the same as the idea of reference dependence of Kahneman & Tversky (1979) about consequences, and that Rabin refers to this same idea by writing that loss aversion is a plausible explanation. %}


{% Probability matching %}


{% decreasing/increasing impatience: find counter-evidence against the commonly assumed decreasing impatience and/or present effect. %}

*Kirsten&I:* intro has countably many outcomes and time points. The alternative model, starting in §2, however, takes uncountably many time points. This is used in his similarity model. Theoretically, it could also be a countable but dense subset of the time axis, such as the rational time points. There can be several consumptions, as in the second experiment. Really the hybrid model, with outcomes evaluated separately discretely and not as flow per time unit.

Presents three intertemporal choice problems data (no real incentives) that violate constant discounting for future and not present consumptions, so that the quasi-hyperbolic discounting that only overweights current consumption is
violated also. Tries to explain the data through Rubinstein’s (1988) similarity model, although it was not clear to me why some dimensions were more similar than others. An alternative explanation for experiments I and III at least can be that for choices with small differences subjects choose the least complex option.

The author argues that greater brakeaways from traditional economic models may be desirable and concludes: “We need to open the black box of decision making, and come up with some completely new and fresh modeling devices.”


Criticizes the famous kindergarten experiment by Gneezy & Rustichini, questioning the data.


Personal view about Theoretical Economics, complaining many times that it is not useful.

Starts with a story about Adam in paradise, having time-consistent invariant preferences over apples, but preferring one apple today to two apples tomorrow and 2 today to 1 today and 1 tomorrow. Then he prefers 1 apple today to one apple each day from day 17 till age of 100. This is not desirable and is Adam’s “first traumatic experience.” The following traumatic experiences nicely illustrate the gradual development away from classical economics. Many claims, such as that against new models as much counterevidence will be found as against classical ones (e.g. p. 871 1st para), should be taken as subjective personal opinions backed up with little evidence.

P. 869 is very negative about Rabin’s calibration theorem. Rubinstein’s “solution” is that outcomes should be interpreted as changes with respect to a reference point and not as final wealth. He cites Kahneman & Tversky (1979) for it, and also Cox & Sadiraj in an affirmative manner. What Rubinstein does not realize here is that this “solution” is not a minor modification of expected utility, but a major breakaway, half of the breakaway comprised by prospect theory.
What he does not realize either is that Rabin himself also agrees with this solution and puts it forward as a primary explanation (Rabin 2000, Econometrica, when putting forward loss aversion which entails reference dependence; see last para of the main text, pp. 1288-1289). Rubinstein mistakes economics for abstract mathematics. Feynman’s lecture “What Differs Physics from Mathematics” is equally relevant to economics and explains that one cannot do that.

Rubinstein’s time paradox attempts to suggest that Rabin’s paradox is a routine exercise and, thus, to downplay it. %}


{: % No real incentives were used. }

Decisions to be taken after thinking take more time than decisions to be taken instinctively. Demonstrated through internet experiment with many different things such as game situations. Last experiment is Allais paradox. Risky choice always takes more time. %}


{: % %}


{: % game theory for nonexpected utility; Nash bargaining solution; nice explanation of role of alternatives underlying utility space and restrictive nature of affine-utility-transformation-invariance. A local optimality condition characterizes Nash B.S without resort to EU. %}


{: % %}


Test prospect theory with N=4098 subjects from 19 countries and 13 languages. Concluding sentence in abstract: “We conclude that the empirical foundations for prospect theory replicate beyond any reasonable thresholds.” (PT/RDU most popular for risk)

Cooperative game theory. For a cooperative game, find the allocation (probability measure after normalization $v(N) = 1$) that most closely fits the game by quadratic distance. Given that they normalize, this is equivalent to minimizing the variance of the excess $v(S) - x(S)$, which would be a kind of egalitarian principle. Unfortunately, the authors put the latter central, whereas I find the former more appealing. The authors give many properties of their solution.


Relaxes completeness axiom for SEU with linear utility. There exists some events $E_1, \ldots, E_n$ such that $f \succ g$ iff there exists a subjective probability such that the conditional expectation of $f$ given $E_j$ exceeds that of $g$, for each $j$.


This and more is on http://www.slate.com/id/2081042/

Here is Rumsfeld’s famous saying:

THE UNKNOWN

As we know,

There are known knowns.

There are things we know we know.

We also know

There are known unknowns.

That is to say

We know there are some things

We do not know.

But there are also unknown unknowns,

The ones we don’t know

We don’t know.


*Risky utility* $u =$ strength of preference $v$ (or other riskless cardinal utility, often called value) & questionnaire versus choice utility: Pigou cites Russell,
referring to p. 182-183, on the point that, if we cannot measure quantities, then we may still be able to judge them, and even to judge on difference comparisons. This is, however, not really what Russell writes there. Anyway, this is a moot point for strength of preference, for instance. %} 


{\% preferring streams of increasing income: p. 462, on Spinoza’s ideas: 
“if the universe is gradually improving, we think better of it than if it is gradually deteriorating, even if the sum of good and evil be the same in the two cases. … Accoring to Spinoza this is irrational. … as God sees it; to Him, the date is irrelevant” (the latter is on discounting normative) %}


{\% On bipolar scales. %}

{\% P. 557 3\textsuperscript{rd} para: value of life in the us now is ±6.5 million dollar. %}

{\% The panel, 13 people, was convened by the US public Health Service (PHS), met 11 times during 2.5 years (first in 1993), in order to improve standardization in Cost-Effectiveness studies. They take societal perspective.  
P. 1175, top: health states worse than death have negative utility.  
P. 1175: they take QALY, which has advantage of combining length of time and health quality
P. 1175: “Second, since the purpose of investing in health is to make people better-off, it seems appropriate to let them be the judge of what constitutes better or worse outcomes and of the relative magnitudes of health effects.” I disagree with the opinion suggested here and stated also elsewhere, that the utility of the general public having to be maximized, would automatically imply that the general public is best to decide on
what that utility function is. Other people such as patients or doctors may be able to judge better. Tversky & Kahneman (1981) p. 458 2nd column 1st para argue for the opposite: “A predictive orientation encourages the decision-maker to focus on future experience and to ask “What will I feel then?” rather than “What do I want now?” The former question, when answered with care, can be the more useful guide in difficult decisions.”

P. 1175 discusses question of whether people in a health state judge it more favorable than others, and gives several references. Some find the effect but others don’t find it and find equal judgments. The issue is not clear.

P. 1176, that decision analyses often only consider part of the criteria, where this is only an ingredient for final decisions to be made by others. “But real-world decisions must balance health against other goals—fair access to services, help for those worst off, and values outside health affected by health decisions. Thus, it is seldom appropriate to apply CEA mechanically. The panel recommended that CEA be used as an aid to decision makers who must weigh the information it provides in the context of these other values.”


{ Book seems to be most popular textbook on AI. P. 532 of 2nd edn., Ch. 14, has nice discussion of fuzzy measures, belief functions, and the like, and their relations with probability. }


{ Seems to have recursive EU. }


{ One page on Ellsberg and maxmin EU, nicely written, with deck of cards rather than urns. }

P. 672 2nd para takes choosing university degree as choice. There, however, is no situation in which we can simply choose a university degree.

P. 673 point f (independence) claims that according to classical economics time and risk attitude are uncorrelated, and that these are also uncorrelated with intelligence and other personality traits: ????? No one ever claimed such a thing, to my knowledge.

ubiquity fallacy: P. 673 2nd para claims that in classical economics, man is two-dimensional, completely characterized by risk attitude and intertemporal attitude: ???. What about marginal rates of substitution between commodities, to mention just one of million other things?

DC = stationarity: p. 673 2nd column 2nd para middle + p. 674 2nd column 1st para near end. The latter also claims that the management of deviations from past plans (time inconsistencies) has never been discussed in classical economics: ???. Didn’t Strotz himself already discuss it?

P. 674 near end claims that according to neuro-economics, the classical two-dimensional man (see above) should be replaced by a five-dimensional man, but it is not explained what the (3 I guess) extra dimensions are. %}


Choices between riskless, risky, very ambiguous, and somewhat ambiguous prospects. The usual ambiguity aversion is found. Neuro-effects are analyzed. %}


probability elicitation: applied to experimental economics;

Experimentally show that eliciting subjective beliefs using scoring rules in a game situation can impact the play in the game after.

questionnaire versus choice utility: pp. 617-618 argue that stated beliefs may
better predict game behavior than elicited beliefs, and they find it confirmed in the experiment. No real incentives for stated beliefs!?


PE gold standard: seem to write that; seem to argue that the rating scale has drawback of making participants “spread” answers over whole scale.%


{% https://doi.org/10.1007/s00199-002-0336-1

*Z&Z; inverse-S:* is used to explain some empirical findings on moral hazard. %}


{% https://doi.org/10.2202/1534-5971.1074

*Z&Z; inverse-S:* is used to explain some empirical findings on adverse selection. %}


{% }


{% A well-known problem in experiments is that subjects replace information that the experimenter provides by info that they find more plausible, or mix it with own prior info. This paper studies this phenomenon, but only in the context of moral dilemmas such as the trolley problem. There subjects replace certainty provided by experimenter by their own probability estimates. %}


{% Reconsider Gneezy & Rustichini (2000). Support the Camerer & Hogarth (1999) view that cognitive effort is important. %}

{ Re-examine and doubt about Gneezy, List, & Wu (2006). }


{ Introduced logical behaviorism: one can talk of mental states, which ultimately can be re-expressed in behavioral language. }


{ questionnaire for measuring risk aversion: p. 39 table 1 has nice way to measure risk attitude: People choose one from 10 prospects, and the more to the right they choose the more risk seeking they are. Bit like Binswanger (1981). }


{ utility elicitation; They list five questions on utility measurement as their central topics; I am puzzled about the answers to Questions 3 and 5 below, which seem to be contradictory.

Question 3 asks if the utility of a health state depends on the time spent in that health state. They find that the utility of a health state falls “dramatically” (p. 703; i.e., a violation of Stalmeier’s proportionality heuristic) as the duration is longer.

Question 5 addresses the question of whether being in a health state affects its utility. They find that people in a health state (e.g., kidney dialysis patients) value their state higher than the general public does (which runs contrary to strategic answering). }

{%
This paper introduces a nice paradox for RDU that is a sort of analog of Rabin’s (2000) calibration paradox for EU. It is tested empirically in the follow-up paper by Cox, Sadiraj, Vogt, & Dasgupta (2013). It is discussed in Exercise 7.4.2 of Wakker (2010), who cites Cox et al. (2013 EE; well, their 2007 working paper version) for it. But this paper by Sadiraj has the priority. Assume RDU. For each i = 0,…,98, we write ri = i/100. Assume that a subject exhibits risk averse preferences as follows:

(ri:6, 0.01:6, 0.01:0, (1 − ri − 0.02):0) <

(ri:6, 0.01:2, 0.01:2, (1 − ri − 0.02):0)

and that, with U(0) = 0, U(6)/U(2) > 2.1. Then it follows that w(0.5) < 0.01. %}


{%
information aversion: Cites literature, including Savage (1954), that some versions of maxmin EU are vulnerable to aversion to info. Wakker 1988 JBDM, showed that this happens for all nonEU that are not dynamically consistent, with p. 173 first objection in §4 putting forward that forgone-event independence is assumed. This paper shows there are even situations in which all info is rejected. %}


{%
preference for flexibility %}


{%
%
}

Sadrieh, Abdolkarim, Werner Güth, Peter Hammerstein, Stevan Harnard, Ullrich Hoffrage, Bettina Kuon, Bertrand R. Munier, Peter M. Todd, Massimo Warglien,
Arbeitsbericht 99-51, Universität Mannheim.

{A 2002 paper was called Discounting and Future Selves, and Weibull and I discussed it in Amsterdam.

General discounted utility says that $U = \sum_{t=0}^{n} f(t)u(x_t)$ is to be maximized, with $u$ some instant utility, maybe hedonic. The case $f(t) = \delta^t$ is constant discounting. The authors rewrite it as a linear combination in their Eq. 2 on p. 258 (I only write it for time $t = 0$)

$$U_0(x) = u(x_0) + \sum_{t=1}^{n} a(t)U_t(x) \quad (*)$$

where each $U_t(x)$ is a linear combination of $u(x_t)$ and the $U_j(x)$’s for $j > t$.

$U_t$ is the total happiness experienced at time $t$. The authors impose conditions on the $U_t$’s and analyze when then all $a(t)$’s can be nonnegative. It feels some like double/multiple counting where $x_n$ affects the happiness at time $n$, then also that at time $n-1$ through altruism of self at time $n-1$ with time $n$, then at time $n-2$, and thus affects happiness at time 0 indirectly through all intermediate utilities.

In Eq. (*), if the left term involved $U$ then the definition would be problematic, circular/emplicit. But now with $u$ for present, why not $u$ for all future times?

Constant discounting can be obtained as the special case where $U_t$ depends only on $x_t$ and $U_{t+1}$ (reminiscent of recursive formulas) and is a boundary case (p. 260 end of §3).

Footnote 7 explains that altruistic utility can only be generated for future selves and not past selves because the latter “do not exist” anymore at the present time. I add here: if it could, funny spirals could arise where a small future consumption due to altruism makes the present self happier, but then through reversed altruism towards the past, this makes the future self more happy, which makes the present self yet more happy, and so on. %}


{Nice introduction to, frequent, use of multi-attribute utility, or conjoint measurement, in marketing research literature. %}


What they call “constant risk aversion” is constant absolute and constant RRA. Theorem 1: Fréchet differentiable functional $V$ over lotteries that satisfies constant absolute and RRA is an expected value functional.

P. 29 argues against the use of rank-dependence in axioms (similarly to Luce, 1996): “Since rank dependent functionals evaluate outcomes not only by their value but also by their relative rank as compared to other possible outcomes, axioms that presuppose attitudes that are based on outcomes’ relative rank are arguably less convincing than axioms that do not make an explicit appeal to such ranks.”

Theorem 3 characterizes the Yaari functional, so, RDU with linear utility, for a quadratic probability weighting function of the form $w(p) = p + cp - cp^2$.


The authors argue, as do Safra & Segal (1998) and Luce, that axiomatizations of rank-dependent utility explicitly using rank-ordering of outcomes are unsatisfactory. I agree that it is interesting to have an axiomatization that does not explicitly use rank-dependence. I disagree, however, with the claim that an explicit use of rank-ordering be unsatisfactory: the rank-ordering of outcomes is directly observable (and there is an intuition to using it) and, hence, there is no reason not to use it explicitly.

The authors assume that the Rabin paradox (RP) preference \( (0 > 1_{0.5}(-10)) \) holds in isolation, but also when merged with a wide range of “background” risky prospects. With “merged” I mean that there is no isolated choice where the background risk is ignored, as is the common assumption in prospect theory, but the payoffs of the background risk are integrated with the gamble payoffs. Then, under RDU, the same implausible implications follow as in Rabin’s analysis under EU. The authors argue that, therefore, RDU does not help explain RP.

One difficulty is that the background risk assumption is too strong to be empirically reasonable. A direct way to see this: The background risk can concern many independent replicas of the prospect in Figure 8.6.1. Then repeated application of the assumption together with transitivity implies rejecting many repetitions of the prospect, which violates the law of large numbers. This case also makes LeRoy’s (2003) criticism of Rabin’s paradox implausible. An indirect way to see this: with the background risk assumption, RDU reduces to EU. Unfortunately, I do not know a place in the literature where this was clearly written. I learned it from Quiggin (persona communication, and of 1990s). Quiggin (2003) was derived from it but, unfortunately, doesn’t have the general result. A related result is in Barberis, Huang, & Thaler (2006).


They consider the case of many decisions under ambiguity, mutually independent. Then even without learning behavior can get close to ambiguity neutrality. For risk, they assume expected utility.


BDM (Becker-DeGroot-Marschak)


Preference condition considered concerns choice with reference points. It is a no-regret condition of the following kind: Assume that, with some arbitrary reference point, you can choose between x and y, and you choose x. Then, so it is assumed, x becomes your new reference point (an essential modification and clarification of this point comes later). The paper then assumes that, with x as new reference point, y should never be preferred to x. So, a point should always become more preferred if it becomes a reference point, suggesting a status-quo preference. The paper shows that most theories violate this condition unless reference independence.

The essential modification and clarification announced above is that for a
prospect $x$ not $x$ itself (a random reference point as in Sugden 2003; this paper is referenced in footnote 13, but as a betweenness paper, and not for his modeling of reference dependence; data of Roca, Hogarth, & Maule 2006 support that $x$ itself, and not its certainty equivalent, is taken as reference point) is taken as reference point, but instead a constant outcome, being the certainty equivalent of the prospect.

The reference point above is defined in an implicit manner because the preference relation w.r.t. which the certainty equivalent is determined, depends on the reference point and hence on the certainty equivalent. The following example on prospect theory clarifies what is going on.

Assume that PT holds with linear probability weighting and linear utility for gains and for losses, and loss aversion factor 2. This means that prospects are judged relatively unfavorable, with certainty equivalent below expectation, if the reference point is somewhere between the outcomes of the prospect so that the prospect is mixed, and they are judged relatively favorable, with certainty equivalent being expectation as under risk neutrality if the reference point is below or above all outcomes of the prospect.

Now for each prospect the reference point is the sure outcome such that the absolute value of the expectation of the prospect below the outcome is half of its expectation above; this reference point is smaller than the expectation of the prospect.

Imagine that a current reference point is below a prospect’s lowest outcome. The agent must choose between that prospect and its expectation minus a very small positive epsilon. All outcomes being above the reference point and, hence, expected value governing preference, the agent prefers the prospect and takes it. Then, so it is assumed, the agent adjusts the reference point to the present situation, taking the reference point as explained above. In this new situation the reference point is between the outcomes of the prospect, loss aversion with overweighting of the lowest outcomes is effective and generates risk aversion, and the agent now prefers the expectation minus epsilon to the prospect, and regrets the previous choice. The phenomenon is generated by the reference point being the sure outcome and not the prospect. %}


**utility families parametric:** expo-power utility function, \( u(x) = 1 - \exp(-\beta x^\alpha) \), for \( \alpha \beta > 0 \); (I think that \( \alpha = \) and \( \beta = \) can be included also, for \( \alpha = 0 \) it is \( x^\beta \), for \( \beta = 0 \) it seems to be logarithmic I’m not sure).

Pratt-Arrow measure: 
\[
- \frac{U''}{U'} = r + \alpha(1-r)x^{1-r}.
\]

Discusses some properties of the family; for \( \alpha \leq 1 \) the functions are concave and exhibit decreasing absolute risk aversion; for \( \alpha > 0 \) (i.e., \( \beta > 0 \)) they exhibits increasing RRA. In short, for \( 0 < \alpha < 1 \) they are really nice.

P. 906: refs to some studies on risk attitude in agriculture using negatively exponential utility. 


second-order probabilities to model ambiguity: p. 13 bottom cites many discussions, with Keynes (1921) the earliest.

Nice citation of Hume on uncertainty about uncertainty about ... ad infinitum.

Nice citation of Ramsey who writes, a.o., on the probability of Fermat’s last theorem being true. He says, having accepted some objective physical notion of probability, that its probability is 1 or 0. “but we cannot see it.” Then he goes on to explain that “our attitude towards it ... we may attach considerable probability in virtue of our knowledge of Fermat, and this probability must determine our conduct with regard to this theorem, whose own probability we cannot determine.”

In next paragraph, Ramsey explains in fact Bayesian priors: “We have to make some hypothesis as to the initial likelihood of different values of its probability.” Let me repeat that the term probability here seems to by objective physical probability.

I disagree with Sahlin’s discussion of Savage’s writing on p. 24/25 and in his closing sentence, because one should understand Savage’s writing within Savage’s model, and not within Sahlin’s model as Sahlin does on p. 25. %}


Analyzes ex post versus ex ante equity in a lottery setup. It is a probabilized extension of Fehr-Schmidt.

P. 3087 gives axiomatization of Fehr-Schmidt (formal result in Lemma 1 in Appendix) very similar to Rohde (2010). P. 3093 3rd para claims simultaneous independent discovery. I recommend dropping such novelty claims three years after.


**quasi-concave so deliberate randomization:** has it.

**criticism of monotonicity in Anscombe-Aumann (1963) for ambiguity.**

Discusses Raiffa’s randomization argument against Ellsberg. That Raiffa implicitly assumes dynamic decision principles that amount to (most of) EU anyhow. Raiffa assumes that prior commitment can be. Further, Raiffa assumes conditioning on the ambiguous events, but one can as well condition on the risky events and then his randomization does not remove ambiguity. I want to add here a point in my 2008 paper for which I credit Jaffray there: it is more natural to condition on the unambiguous event, say the roulette wheel, than on the ambiguous event. This paper proposes and axiomatizes a model that with $\delta$
weight has the ambiguous events precede the objective probabilities, and with $1-\delta$ takes the ordering the other way around, doing backward induction in both cases.


---

**measure of similarity**


---

**revealed preference** They formalize framing simply as a new empirical primitive. $(C,f)$ with $C$ a subset of the conceivable choice prospects designates choosing from $C$ under framing $f$. Derive some theorems. Is similar to Bernheim & Rangel (2009). Reminds me some of Wang & Fischbeck (2004) who took as extra parameter whether subjects used a gain or loss frame.


---


---


---

https://doi.org/10.1348/000711008X376070

**measure of similarity**


common knowledge


R.C. Jeffrey model


Value of independent sources is not additive.


real incentives/hypothetical choice: whether and how much real incentives improve performance is not at all clear, and depends on many details. This paper investigates it in the context of the use of decision aids.


General observations regarding theories and experiments.

Pp. 88-91 discuss Rabin’s (2000) paradox, suggesting utility of income as
solution, and I guess he missed the last para of Rabin’s paper where Rabin
suggests the same solution through the term loss aversion. %)
of Economic Literature* 63, 65–107.

% Seems to be his first publication.

**marginal utility is diminishing**: p. 158: “In general, economists assume on a priori
grounds that marginal utility decreases with income in a monotonic manner.”

P. 155 l. –2 describes DC vaguely, but deliberately vaguely:

“whose tastes maintain a certain invariance throughout the time”

P. 156 starts with a general “state-dependent EU” functional \( \int V(x,t)dt \) studied
a.o. by Wakker & Zank (1999 MOR)

**time preference**: derives cardinal utility from additive (or integrated) utility of
money over time, assuming discounting that is known a priori; (by the way, it
could be done without knowing the discount factor by means of the *tradeoff*
**method** of Wakker & Deneffe, 1996). P. 161: “ordering differences in utility by the
individual. The advantage of our experiment is that it compels individuals to make just such
judgments.” [italics from original].

P. 160 2nd para carefully distinguishes calendar time from stopwatch time.

P. 160, last full paragraph, already describes, I think, Becker’s idea, “theory of
history,” that one might incorporate all of history in utility, and calls theory of
history a contradiction in terms, maybe for being too general.

**risky utility** \( u = \text{transform of strength of preference } v \): This paper is not at
all on risk, but on time preference. There it explicitly distinguishes (last
paragraph of paper, on p. 161), the cardinal utility function of constant
discounting from cardinal utility for welfare theory.

**DC = stationarity?** P. 160 third paragraph beginning describes, I think,
forgone-act independence (often called consequentialism) (the 1940 sentence),
and then after that DC (e.g., mentioning precommitment). So, he never explicitly
mentions stationarity but it’s nicely implied à la Han & I.

Top of p. 160 says that functions that allow unlimited interrelationships
become so general as to be almost vacuous.

**risky utility** \( u = \text{transform of strength of preference } v \): well, he says that
time-pref. utility is not welfare utility, but that’s the same kind of thinking.
risky utility \( u = \text{transform of strength of preference } v \) (?latter doesn’t exist?): p. 161 discusses that additive time preference leads to cardinal utility and, hence, meaningful comparison of utility difference and writes:

“…we must invoke Pareto’s Postulate Two, which relates to the possibility of ordering differences in utility by the individual. … The advantage of our experiment is that it compels the individual to make just such judgments. … Thus, with postulates one and two being fulfilled, it is to be expected that utility is uniquely measurable.

In conclusion, any connection between utility as discussed here and any welfare concept is disavowed. The idea that the results of such a statistical investigation could have any influence upon ethical judgments of policy is one which deserves the impatience of modern economists.”

In the first sentence of the last para, Samuelson points out that one cardinal utility in one context need not automatically serve as cardinal utility in another. He does not go as far as conjecturing two different cardinal concepts of utility, but it is a similar point.


\%
coherentism
revealed preference; p. 71 (Sen’s citation) wants the analysis to be “freed from any vestigial traces of the utility concept.” Introduced WARP.
%

\%
risk utility \( u = \text{transform of strength of preference } v \), latter doesn’t exist;
P. 344: “Secondly, there has been a progressive movement toward the rejection of hedonistic, introspective, psychological elements.”

Derives, I think, some results of prices, equilibria, for consumer theory, showing that nothing more than ordinal utility is needed.
%

\%
risk utility \( u = \text{transform of strength of preference } v \), latter doesn’t exist:
Argues that cardinal utility in welfare economics is useless, p. 65: “Only those who consider general welfare as the algebraic sum of individual utilities require that utility be
measurable in a cardinal sense. It is not only that we can get along without this cardinal concept, but literally nothing is added by its assumption.”

P. 66 shows that, under smoothness, same ordering of utility differences implies cardinal equivalence.

P. 70 shows, on strength of preferences, that \([X_1;X_2] \sim^* [X_1';X_2']\) and \([X_2;X_3] \sim^* [X_2';X_3']\) should imply \([X_1;X_3] \sim^* [X_1';X_3']\) is the main condition required to have a utility difference representation. Claims that it is not a plausible condition. A theoretical study of Samuelson’s axiom, generalizing all existing characterizations of strength-of-preference through utility difference, is in Köbberling (2004, Economic Theory).


P. 206: “To a man like Edgeworth, steeped as he was in the Utilitarian tradition, individual utility—nay social utility—was as real as his morning jam.”

Seems to write: “The method of comparative statics consists of the study of the response of our equilibrium unknowns to designated changes in the parameters.”


{% End of footnote 2 already predicts that different methods for utility elicitation, 
which should lead to identical results under expected utility, in reality can be 
expected to give different empirical results. 
P. 120 gives the famous Samuelson saying that the axioms should satisfy 
themselves, ascribing it to a friend. Samuelson presents the most rational man 
that he knows, Ysidro (most probably Edgeworth), presents a nonEU functional 
for him, and then writes about him: 

“When told that he did not satisfy all of the v. Neumann-Morgenstern axioms, he replied that 
he thought it more rational to satisfy his preferences and let the axioms satisfy themselves.”

Footnote on p. 119 nicely credits Marschak for working on preference 
conditions for risk. On later occasions Samuelson, in personal correspondence to 
Fishburn and me, wrote that he learned the independence condition from 
Marschak. In a 1965 postscript, Samuelson says that Marschak, in this work, 
enjoyed many discussions on the topic with Herman Rubin.

Footnote on p. 121: risky utility $u = \text{transform of strength of preference } v, \text{ latter doesn’t exist } %$

Reprinted in Joseph E. Stiglitz (1966, ed.) *The Collected Scientific Papers of 
Paul A. Samuelson*, Ch. 12, MIT-Press, London.

{% revealed preference %}


{% P. 671: “I must refer the reader to the forthcoming book by L.J. Savage, which will represent a 
landmark in the history of probability theory.”

independence/sure-thing principle due to mutually exclusive events: 
“Prior 
to 1950, I hesitated to go much further. But much brooding over the magic words “mutually-
exclusive” convinced me that there was much to be said for a further “strong independence 
axiom.” When I did a history search, jointly with Fishburn, in the early 1990s,
reading the letter correspondence of Fishburn and Samuelson of which Friedman had kindly sent us paper copies, I added in handwriting to “brooding” that it had taken place in the summer of 1950. I do not remember now where I got this from. Moscati (2016) cites a letter by Marschak (May 1950) to Samuelson pointing out the mutual exclusivity, to which Samuelson then reacts in a confused manner. So, probably, Marschak (1950) wrote it to Samuelson, but Samuelson only digested it later.

**independence/sure-thing principle due to mutually exclusive events**: para on pp. 672-673:

“It is this independence axiom that is crucial for the Bernoulli-Savage theory of maximization of expected cardinal utility, and which is the concern of the present symposium. Within the stochastic realm, independence has a legitimacy that it does not have in the nonstochastic realm. Why? Because either heads or tails must come up: if one comes up, the other cannot; so, there is no reason why the choice between A₁ and B₁ should be “contaminated” by the choice between A₂ and B₂.³ How different this is as compared to the two blends of gasoline, where we must reckon with physical and chemical interactions.”

The footnote 3, on p. 673, starts with: “Around 1950, Marschak, Dalkey, Nash, and others independently recognized the crucial importance of the independence axiom.”


The footnote 3, on p. 673, starts with: “

{\% **consequentialism/pragmatism**: I took from Machina (1989, JEL) that Samuelson (pp. 676-677 in Stiglitz’s 1966 book) noted that separability across alternative consequences

“must always be applied to a definite set of entities—e.g., (1) single-event money prizes, (2) single-event vectors of goods, (3) single-event money prizes cum gaming and suspense feelings . . . [Separability] then has implications and restrictions upon choices among such entities; but, strictly speaking, it need not impose restrictions upon some different (and perhaps simpler) set of entities.

In what dimensional space are we “really” operating? If every time you find my axiom falsified, I tell you to go to a space of still higher dimensions, you can legitimately regard my theories as irrefutable and meaningless . . . From my own direct and indirect observations, I am satisfied that a large fraction of the sociology of gambling and risk taking will never significantly be discernible in terms of money prizes alone, as distinct from elements of suspense . . .”

Samuelson, Paul A. (1953) “Utilité, Préférence et Probabilité” (including discussion; paper given before the conference on “Les Fondements et Applications de la


P. 146 suggests that utility functions are bounded. **linear utility for small stakes**: Bottom of p. 147 says that utility tends to linearity if outcomes tend to zero (which I agree, though it does not hold for log-power utility; but this is a problem of that parametric family). Point 7 on p. 35 repeats the point, with the premise of smoothness made explicit though.

Point 7 on p. 35 points out, à la de Finetti, that we can elicit subjective probabilities by taking small stakes to that utility is approximately linear. Footnote 5 points out the problem that there is no incentive for small stakes. This is a nice footnote anyhow, because it also points out a similarity to the Heisenburg uncertainty principle, though the similarity refers only to utility being nonlinear for methods requiring linear utility, and not to the constructive view of preference in full force. %}


Colleague did not accept 50/50 gamble for $200 and -$100, but would accept multiple gambles of that sort. Note that the point had already been mentioned by

P. 2 l. 3 writes: “I won’t bet because I would feel the $100 loss more than the $200 gain.”

Footnote 2 on p. 50 also states loss aversion as a “corner” in utility at the
“initial point.” %


{ Discussions about the vNM independence axiom: Vol. I Ch. 12 (1950), Ch. 13 (1952), Ch. 14 (1952), %}


{ %}


{ % Discusses the Kelly criterion. %}


{ % Pp. 34, 49, 29 note that unbounded EU iff infinite certainty equivalent. P. 34 2nd para points out that bounded utility implies that Ces of truncations of the St. Petersburg paradox converge to a real-valued limit, citing Menger. This is a special case of my truncation-continuity (Wakker 1993 MOR). %}


{ % Below p. 509-518: Samuelson’s development w.r.t. independence. %}


Harvard University Press, Cambridge, MA.
Many results on functional equations. 

p. 8 seems to write:
“economists cannot perform the controlled experiments of chemists or biologists because they cannot easily control other important factors”


§2.2 considers retirement plans of 850,000 teachers in the TIAA association. They can divide their money over a safe TIAA fund consisting of bonds and other safe investments, and a more risky CREF stock funds. Tables 12 and 13 shows that the mode division is 50-50, chosen by some 47% of participants. The second most-chosen is all in the safe fund (22% of participants). Although they can every year redivide at no cost, almost no one ever changes.


[Link to paper](https://doi.org/10.2307/2951521)

[Link to paper](https://doi.org/10.1287/mnsc.40.5.625)

[Link to paper](https://doi.org/10.2307/2951663)

Extended version

Link to paper


Link to paper


Link to paper

dynamic consistency. NonEU & dynamic principles by restricting domain of acts,

The recursive maxmin EU in Theorem 2.1, was later axiomatized by Epstein & Schneider (2003, Journal of Economic Theory 113). What S&W called the reduced family, was called rectangular by E&S. Hansen, Sargent, Turmuhambetova, & Williams (2006, p. 78) argued that this family is too restrictive.


Link to paper
[Link to paper](#)


Two different market organizations, sealed bid auctions and double oral auctions, were used to let graduate business students and bank executive choose between ambiguous and unambiguous lotteries. The ambiguous ones were valued lower. 

**ambiguity seeking for unlikely**: no ambiguity aversion around $p = .05$. %


Seem to argue that ambiguity can be modeled through utilities of outcomes, rather than through beliefs. (*event/outcome driven ambiguity model: outcome-driven*) %


(conservation of influence) Seems that he wrote: “l’homme n’est rien d’autre que son projet, il n’existe que dans la mesure où il se réalise, il n’est donc rien d’autre que l’ensemble de ses actes, rien d’autre que sa vie.” English translation (by Philip Mairet): “Man is nothing else but what he purposes, he exists only in so far as he realizes himself, he is therefore nothing else but the sum of his actions, nothing else but what his life is.”

Seems that Sartre also said, here or elsewhere: “Man is not the sum of what he has already, but rather the sum of what he does not yet have, of what he could have.” %


This paper presents an advanced economic model for intertemporal choice under risk, assuming basic knowledge of such models on the part of the readers. P. 1352: “The setting for the axiomatic analysis is the space of infinite-horizon temporal lotteries. This domain is rich enough to encode not only the atemporal distribution of consumption streams but also how information about future consumption arrives through time. For example, future wealth and hence future consumption may depend on the returns to investments which are realized gradually over a sequence of interim periods.”

The model contains all preferences that satisfy a convexity preference condition (p.1353 Axiom 1) w.r.t. probabilistic mixing, and in this sense is rich, general. The axiom means that if you are willing to sacrifice x so as to increase a probability from p to q, then you are only more willing to increase it from d+p to d+q for any positive d. It is some stronger than quasi-convexity in probabilistic mixing. Then in Definition 3 (p. 1354) it is specified as an optimal risk attitude (ORA):  

\[
V(c,m) = u(c) + \beta \sup_{\phi \in \Phi} E_m(\phi(V))
\]

where \(E_m\) denotes expectation w.r.t. probability measure m. I guess that m denotes both saved money and probability distribution over it. V is the representing functional, c is immediate consumption and u its utility, and V inherits randomness from its arguments c and m. \(\phi\) is a transformation of the representing function \(V\) (\(\phi(x) \leq x\) for all \(x\) required). The set \(\Phi\) of functions \(\phi\) considered is subjective. The author interprets different \(\phi\) as different risk attitudes, and the agent then chooses the risk attitude giving her maximal utility. Of course, different interpretations are possible. Mathematically, the optimization over \(\phi\) results from the quasiconvexity preference condition. As the author shows, the functional is general enough to accommodate all prevailing empirical findings related to risk aversion. One cannot accommodate everything of course, so inverse-S and fourfold pattern cannot be accommodated.

P. 1353 defines certainty equivalents as general functions satisfying stochastic dominance and idempotence (\(CE(x)=x\) for all degenerate \(x\)), prior to specifying preferences. They follow in the ensuing para.
§4.3 analyzes the Rabin paradox and the role of background risk for it, citing Safra & Segal (2008) for the claim that RDU has difficulties. As my annotations at Safra & Segal (2008) explain, I disagree because their empirical assumption is not plausible. This paper shows that the model is general enough to accommodate Rabin paradox choices while maintaining differentiability (by taking functionals that are close enough to kinked but not really kinked) and that it can accommodate at least moderate background risk. However, p. 1367 writes, realistically, that RDU, a special case of the general model, may work best:

“Finally, specification RDU1 [RDU], which exhibits first-order risk aversion, is perhaps the best suited for generating high risk aversion for small gambles and moderate risk aversion for larger gambles.”


---


---


---


---


---

P. 56 writes: “Acts have consequences for the actor, and these consequences depend on facts, not all of which are generally known to him. The unknown facts will often be referred to as states...”
of the world, or simply states,” and thus can be taken as an early appearance of the “acts map states to outcomes” model.

P. 57, footnote 3: acknowledges Samuelson for putting him right on a mistake in the Friedman & Savage (1948) paper.

P. 61 last para credits de Finetti, but, unfortunately, for Savage’s uninteresting ideas on minimax.

Pp. 63-64 seem to argue that a statistical loss function is different than a negative economic utility function, partly because the latter may not be known, but it remains mysterious to me. %}


{% I copied this reference from Allais (1953, 1979). %}


{% Paper is at

http://personal.eur.nl/Wakker/refs/pdf/savage52.pdf


{% The first five chapters are, I think, the greatest contribution to all of decision theory. The rest of the book is not very interesting.

As explained for instance by Fienberg (2008), when Savage wrote this book he did not know that his sure-thing principle amounted to the likelihood principle for statistics (later Barnard seems to have explained the likelihood principle to Savage), nor that it implies a breakaway from classical statistics. The whole second part of the book tries to do classical-like statistics and decisions, such as through minimax, and is not interesting.

On Savage’s use of the term sure-thing principle, which has raised many misunderstandings: p. 22 2nd para:
“It will be preferable to regard the principle as a loose one that suggests certain formal postulates well articulated ...”. In his analysis, the principle is related to three formal postulates, P2 and P3 (page 21 and the rest of §2.7), and P7 (p. 77, the para preceding P7). Since, the terminology in the field has shifted. Nowadays (after 1990), it is commonly accepted to let the term sure-thing principle refer only to Savage’s P2 and not, as he did, to P2, P3, and P7.

P. 17 seems to briefly mention the problem of indifference for observability of revealed preference.

**coherentism**: p. 17: “I think it of great importance that preference, and indifference, between f and g be determined, at least in principle, by decisions between acts and not by response to introspective questions.”

P. 20 seems to say about the use of his axioms:

“to make complicated decisions depend on simpler ones.”

Section 3.1, pp. 27-30, on general meaning of preference is nice.

**coherentism**: pp. 27-28 argue that one should observe choice rather than do direct questioning. P. 27 writes: “direct interrogation has justifiably met with antipathy from most statistical theorists.”

Pp. 27-28: “if the state of mind in question is not capable of manifesting itself in some sort of extraverbal behavior, it is extraneous to our main interest. If, on the other hand, it does manifest itself through more material behavior, that should, at least in principle, imply the possibility of testing whether ...”

At the end of p. 28 it says that questioning “what would you do if” seems fine. This is an example where for normative purposes one deliberately uses hypothetical choice, so that this if of interest in its own right. (real incentives/hypothetical choice) P. 28 penultimate para says that for normative it is right. P. 29, by way of digression, discusses empirical observations for descriptive purposes. Top says that real incentives is problematic for high stakes and losses. Middle nicely discusses observability problem that choice f from \{f,g,h\} does not reveal preference between g and h, and the paradox that for transitivity testing you need to observe three choices but take each one as only choice. Income effect if observing more than one. Then it proposes, last para, the random incentive system (RIS), ascribing the idea to his teacher the statistician W. Allen Wallis but also writing that Allais used it. Lines −3−2 point out that one needs a conditioning assumption (the point of Holt American Economic
Review 1986) to justify the RIS.

Pp. 40-43, §3.4: For Savage countable additivity was not central and it was only a pragmatic matter of convenience. He used all subsets of the state space (which excludes countable additivity) and not a sigma-algebra only for expositional purposes, actually preferring sigma-algebra other than for exposition. Savage did express a slight preference for not committing to countable additivity but, again, not out of principle but only pragmatically, and not committing clearly. (Probably to quite some extent so as not to get in conflict with de Finetti who was in a less refined league than Savage.)

§3.3, p. 37 of 1972 version, has Theorem 3 (so, Theorem 3.3.3 in Savage’s notation) with item 7 stating solvability for $P$: for every event $E$ and every $0 < \mu < P(E)$ there is a subset $B \subset E$ with $P(B) = \mu$.

§ 3.4, pp. 42-43: That his results all hold true on sigma-algebras, but that at least his proof does not work on algebras. Kopylov (2007) will extend the result to algebras of events, and even mosaics.

Savage (1972, pp. 57-58): “To approach the matter in a somewhat different way, there seem to be some probability relations about which we feel relatively “sure” as compared with others. When our opinions, as reflected in real or envisaged action, are inconsistent, we sacrifice the unsure opinions to the sure ones. The notion of “sure” and “unsure” introduced here is vague, and my complaint is precisely that neither the theory of personal probability, as it is developed in this book, nor any other device known to me renders the notion less vague.”

**linear utility for small stakes**: P. 60, on book making argument of de Finetti: “but it seems to me a somewhat less satisfactory approach than the one sponsored here, because it must assume either that the bets are for infinitesimal sums or … that the utility of money is linear.”

**linear utility for small stakes**: P. 91: for small amounts, utility is approximately linear

**risky utility $u = \text{transform of strength of preference } v$, latter doesn’t exist**: p. 91, “the now almost obsolete economic notion of utility in riskless situations, a notion still sometimes confused with the one under discussion.” P. 94 (using Bernoulli’s term moral worth for utility): “It seems mystical, however, to talk about moral worth apart from probability and, having done so, doubly mystical to postulate that this undefined quantity serves as a utility.”

P. 94, on Bernoulli’s logarithmic utility: “To this day, no other function has been
suggested as a better prototype for Everyman’s utility function.”

P. 95, “Cramer therefore concluded, and I think rightly, that the utility of cash must be bounded, at least from above.” Then Savage says there must also be lower bounds.

P. 96 (of 72 ed.) says that utility is ordinal if only to determine choice between riskless options, says that useful requirements may be discovered in the future that do make utility cardinal, says “That possibility remains academic to date”.

P. 101, end of second paragraph: ... the law of the conservation of energy ... new sorts of energy are so defined as to keep the law true. Whole p. 101 discusses point that theories can in principle explain everything, at the cost however of becoming tautological.

P. 103: example of car with or without radio.

Seems to say that individuals with same evidence can have different beliefs. **value of information**: seems to write somewhere “the person is free to ignore the observation. That obvious fact is the theory’s expression of the commonplace that knowledge is not disadvantageous.”

**derived concepts in pref. axioms**: Using concepts derived from prefs in axioms: Back of front leaf has first defined concepts and then axioms using these, for virtually all postulates (P2, P3, P4, P5, P7), being preferences given events, null events, preferences over consequences, and qualitative ordering of events. Main text uses derived concepts in P3 (p. 26) and P7 (pp. 77-78).

**biseparable utility**: for his EU;

A criticism of the mathematical analysis is that Savage never clearly specifies what the domain of preference is. I think that in the main text we should take it to be ALL maps from states to consequences, where, as his §3.4 (pp. 40-43) explains, it can equally well be with a sigma-algebra of events (and a sigma-algebra on the set of consequences) and only ALL measurable maps from states to consequences. The difference between whether measurability and sigma-algebras are present or not, is not important for what follows and will be ignored henceforth. Fishburn (1970), in his clear account of Savage’s (1954) theorem, does it this way, immediately writing “F is the set of all functions of S into X” (§14.1, p. 192). Whether the domain includes all maps, or at least all simple (finite-valued) acts, or at least all bounded acts, is left unspecified by Savage.

Continuing, I think that Savage surely needs all simple acts (he calls them gambles) in his proof. The proof of Theorem 4 in §5.3 (pp. 75-76) in its last para
refers to the “convex set of all gambles” which suggests it quite. I conjecture that, because Savage did not know how to handle the set of all acts and, for instance, unbounded utility with integrals possibly hard to define, Savage missing the implication of boundedness of utility there later pointed out by Fishburn (1970), he deliberately wrote vaguely about it. See for instance the following text on p. 42, §3.4: “All that has been, or is to be, formally deduced in this book concerning preferences among sets, could be modified, mutatis mutandis, so that the class of events would not be the class of all subsets of S, but rather a Borel field, that is, a σ-algebra, on S; the set of all consequences would be a measurable space, that is, a set with a particular σ-algebra singled out; and an act would be a measurable function from the measurable space of events to the measurable space of consequences.” [italics added] Note how Savage explicitly writes the word “all” for the events and consequences, but none of such for the acts. His intelligence here works against him in the sense that I do not believe that this ambiguity in language came by accident. The last part of §5.4, pp. 81-82, speculates on acts with unbounded utility and clearly shows that Savage is in the blue on what the set of acts is. His nonbehavioral definition of bounded acts on p. 79 in §5.4 (could easily have referred to upper/lower bound consequences instead, which under finite additivity is somewhat more restrictive and safer) is also unfortunate. %}


P. 17: Likelihood follows from subjective probabilities + Form. Bayes. Seems that he says having learned about the Stopping Rule Principle from Barnard in 1952 and then considering it patently wrong, to now considering it patently right. So, in 1952 he had little awareness of the likelihood principle.

paternalism/Humean-view-of-preference: Adrian F.M. Smith seems to have written: “Consistency is not necessarily a virtue: one can be consistently obnoxious.” %}


---

**Updating: discussing conditional probability and/or updating**

P. 308 first full para and p. 309 first full para (pointed out to me by Bob Clemen and Bob Nau): “In what sense is this theory normative? It is intended that a reflective person who finds himself about to behave in conflict with the theory will reconsider. … To use the preference theory is to search for incoherence among potential decisions, of which you, the user of the theory, must then revise one or more. The theory itself does not say which way back to coherence is to be chosen, and presumably should not be expected to.”


---

**Proper scoring rules:** P. 785 discusses that proper scoring rules assume linear utility. Section 9.4 proves that the logarithm and its linear transformations are the only proper scoring rules for three or more nonnull events that are local (have payment under some event depend only on score assigned to that event, and not on how the scores for the other events). Most papers in the literature prove this only under differentiability assumptions, but Savage proves it in full generality.

BEGINNING OF EXPLANATION OF EQ. 9.27

It took me several hours before I understood the correctness of Savage’s reasoning as follows (p. 794)

\[
\text{if } y \neq q. \text{ The left side of (9.27) is, therefore, in } q, \text{ a strict linear function of support at } y \text{ of } g_w, \text{ where}
\]

\[
g_w(y) = f_1(yw)y + f_2((1-y)w)(1-y) \quad (9.28)
\]

mostly because of the use of the symbol y in Eq. 9.28. For me the following reasoning works: take

\[
g_w(q) = f_1(qw)q + f_2((1-q)w)(1-q)
\]
as a function with the variable argument \( q \). Take any fixed value \( y \) in its domain, say \( y = \frac{1}{4} \). Then the linear (affine) function \( f_1(\frac{1}{4}w)q + f_2(\frac{3}{4}w)(1-q) \) of \( q \) is linear in \( q \), it is equal to \( g_w \) at \( q = 1/4 \), and is strictly below \( g_w \) everywhere else due to Eq. 9.27. We can do this for every fixed value \( y \) in the domain of \( g_w \) other than \( 1/4 \) and, hence, \( g_w \) is strictly convex. For me it was confusing that Savage seemed to denote by \( y \) the variable function argument in Eq. 9.28. Only later I understood that he means \( y \) to be a constant there, substituted for the variable argument \( q \).

But, at any rate, his reasoning is correct.

END OF EXPLANATION OF EQ. 9.27

**random incentive system:** P. 785 1st column suggests it, ascribing it to personal communication with W. Allen Wallis, and referring to Allais (1952) for it.

**linear utility for small stakes:** p. 786: “Within sufficiently narrow limits, any person’s utilities can be expected to be practically linear.”


---


---


---


**decreasing/increasing impatience**: Find the usual decreasing impatience for long periods, but increasing for short (less than a week). Time consistency is equated with dynamic consistency (where, for fixed calendar time of consumption, the calendar time of choice changes and then should not matter). It is also referred to as longitudinal test of time inconsistency. Cross-sectional test of time consistency is stationarity (calendar time of decision is always now, and calendar time of consumption changes). P. 471 2nd column last para points out that equating the two involves the implicit assumption of time invariance (decisions go by stopwatch time; so, these authors do not confuse DC = stationarity). P. 473 2nd column 2nd para does it again. Yet some sentences are hard to read because they refer to changes in time without specifying if consumption time or decision time is changing.

Table 1 lists many studies in the literature, where only three really test longitudinal (p. 472 last para).

**real incentives/hypothetical choice: for time preferences**: study 1 has real incentives, with monetary outcomes. %


Subsumed by their 2012 JBDM paper with Philipp Koellinger. This Feb. 20 paper however serves to settle priority on their modified WTP, which they have. %


1st commentary: **uncertainty amplifies risk**: they find this, although overestimation of probabilities may also play a role.

N = 254 subjects were told that they had inherited a painting (part A of exp.) or a
sculpture (part B), each worth $2000. Were asked WTP for insurance against fire/theft. Only one of 254 subjects played for real, which is not much. Note that they insure a thing given to them, so, no real loss. Groups 1 & 2 were told that the painting would be considered stolen iff 24 rain days in July at Frankfurt airport (sculpture: 23 rain days in August). This will confuse subjects, because is it risk of theft or risk of 24 days of rain that the experimenter wants them to think of? Authors estimate probability 1/10000 (so, 1/5000 for the two events together), but do not tell subjects. Group 3 had it contingent on 12 rain days in July (probability 1/10). After that subjects were asked the same but now with those probabilities as objectively given. Note that a 1/5000 probability of losing $2000 is very small, and of little concern. That only one or two (if both objects) o 254 play for real further decreases the interest.

They use BDM (Becker-DeGroot-Marschak) where subjects were given sealed envelope beforehand with the random prize already specified. After stating WTP, subjects were asked for estimates of subjective probabilities. They were also asked “how worried” they were.

Subjects paid much more under ambiguous probability than under objective. One-third of subjects paid nothing (fewer under ambiguity). Subjects greatly underestimate small ambiguous probabilities 1/5000, and slightly underestimate 1/5 (contrast effects will contribute). WTP is hardly different for small and large probabilities! Can be explained by subjects thinking of theft rather than rain. The worry variable predicts WTP well. No surprise, because it can be proxy for WTP. (Tests around Table 7 do not help.) Subjects pay much more than EV.

2nd commentary:

**losses from prior endowment mechanism & random incentive system **

**between-subjects** (paying only some subjects; p. 535). Only some subjects play for real, get prior endowment and then pay back. But nicely and convincingly implemented: N = 263 students were told they own a valuable painting ($2000), given a picture, told that small risk of losing, and asked premium to insure. Only two randomly chosen played for real at the end. Did modified WTP (introduced by Schade & Kunreuther 2001 in their working paper), where the random prize is drawn at the beginning (but left unknown; no info such as probability distribution is given to the subjects about this). Marvelous way to give them reference point. Found that feelings of worry better predict premium than subjective probability
estimate, but little surprise it is because feeling of worry is quite the same as fear-of-loss, so willingness to pay. Many subjects pay nothing for insurance, others do remarkably much. They pay more under ambiguity than under risk. They are remarkably insensitive to changes in likelihood (even by a factor 1000), suggesting insensitivity. %


{% Investigate how prior gains or losses affect future coordination-game behavior. %


{% foundations of probability: argues that probability cannot exist in a deterministic world. %


{% %


{% %


{% %

{% Study how to communicate probabilities. %}


{% Shows that a power of utility to fit data is about \(-0.92\) (1 \(- 1.92\), CRRA index) on average for data on Paraguaya farmer data set of 2002 \((N = 188)\) if reference point is chosen 0, but is something like \(-2500\) if wealth level is chosen as reference point. This finding is explained theoretically in Wakker (2008, Health Economics, Example 4.2). The author suggests that there is a relation with Rabin’s calibration theorem. %}


{% Empirical tests of bargaining solutions %}


{% %}


{% %}


{% DC = stationarity; p. 6: different selves compete for command.

favors resolute choice: p. 1 1st para of Section I favors the McClennen-Machina approach of going for prior commitment.

P. 4 end of 1st para shows the different views on gender differences of those days:

“useless outcries and womanish lamentations.” %}


When do aggregated state-dependent SEU models of agents give SEU model for group? Almost always they turn out to be state-independent. They do this for Anscombe-Aumann model. Research question: how about tradeoff consistency agents?

{% From Seidenfeld’s email: seems to use a (not-necessarily convex) set $S$ of pairs of probabilities and utilities $(p, u)$, with the criterion that horse-lottery1 is strictly preferred to horse-lottery2 iff the former has greater expected utility than the latter for each probability-utility pair $(p, u)$ in the set $S$. %}


{% %}


{% Variations on Levi’s E-admissibility. %}


{% De Finetti (1974) showed that coherence à la Dutch book and in proper scoring rules is equivalent for the quadratic scoring rule. This paper generalizes this to a number of other scoring rules. %}


{% Dutch book: Various stricter and less strict dominance conditions are considered, and infinitely many fair prices. Appendix A gives a convenient discussion of integration w.r.t. finitely additive measures. %}


{% free will/determinism %}

{\% Dutch book; seems to show that nonEU can lead to dynamic inconsistency. \%


{\% https://doi.org/10.3758/s13423-014-0684-4

Compare Bayesian hierarchical estimation, where parameter estimations of one subject are influenced by data of others (meta-population), with estimations strictly at the individual level. Do predictive exercise, with choices repeated at a later time. Bayesian hierarchical estimation is more stable, and predicts better according to one, but not to two other, criteria. They do it for PT and Birnbaum’s TAX. For PT take power utility and Goldstein-Einhorn (1987) weighting family. They take the same utility power for gains and losses, but allow sign-dependence of probability weighting. Table 1 gives the parameter estimates, with utility power $\alpha = 0.54$, loss aversion only 1.2, *inverse-S the same for gains and losses nicely supporting its cognitive interpretation.* (cognitive ability related to likelihood insensitivity (= inverse-S)) Strangely enough, elevation much higher for losses than for gains.

Fortunately, the authors use the term sensitivity both for probability weighting and utility curvature.

Unfortunately, they did not implement the outcomes as described, but divided them by a factor not specified on p. 395. The choice error and utility elevation parameters interacted strongly, which can be understood from the Luce-error model used. \%


{\%


Proper scoring rules and matching probabilities have been used to measure beliefs (subjective probabilities). These two methods can be used for one-off events of whom we can only observe whether or not they happen, and sometimes even without that (Prelec 2004). But these methods are not very easy to understand for subjects. This paper considers cases where way more information is available: the events have objective probabilities already known to the experimenter. For instance, they concern the proportion of white balls in an urn, or, as in the experiment in this paper, the number of subjects in an experiment on the stag hunt game that chose to be selfish. The experimenter wants to measure the subjective probabilities of subjects who do not yet know the objective probabilities. Then other measurement methods, using different reward systems, become available. This paper considers what is called the frequency method. Subjects receive a reward if their guess is fully correct, and nothing otherwise. So, it is a kind of guessing game. It can be considered to be a special case of calibration.

Pro of the frequency method is that it is easier to understand for subjects than the above two methods. Besides the big con of restricted applicability, another con is that the method is not really incentive compatible: Assume Bayesianism beliefs with a 2nd order subjective probability distribution over the frequency to be estimated. Optimal in this method is to take the modus of the 2nd order distribution, whereas the subjective belief is the mean. In practice, these will often agree.) As for the restricted applicability, belief measurements are often used if the experimenter wants to learn from the subject (e.g., an expert). The frequency method cannot be used then.
The writing of the paper is sometimes misleading. Whereas the first two lines of the abstract properly write that the frequency method needs (way!) more info than other methods, many parts, including the whole discussion-conclusion §6, never mentions this restriction, suggesting that the frequency method is on a par with other methods regarding applicability. %}


{\% survey on belief measurement; p. 463 footnote 5 suggests that the logarithmic proper scoring rule is the only one that is proper for more than two events, with payment for any event depending only on that event (locality), although the footnote seems to consider only two events where it is not only the logarithmic function. The authors suggest that this result is hard to find in the literature. On the basis of this footnote I asked some people if they know about proofs in the literature. In the end, Jingni Yang found a general proof in Savage (1971 §9.4).

P. 465 Proposition 1: For every proper scoring rule different than quadratic there is a distribution where quadratic gives better incentives to tell truth. So, in a way, quadratic is not Pareto inferior.

P. 469 2nd para suggests that Offerman et al. (2009) could only handle probabilistic sophistication, but this is not so. Offerman et al. consider as Case 3 probabilistic sophistication, and then Case 4 as its generalization where probabilistic sophistication need no more hold, and they also handle that case. Weele (12Oct2015, email) explained to me that the text here is ambiguous. They had meant this text to refer back only to §2.4.3, which is about probabilistic sophistication, and did not mean to suggest that Offerman et al. cannot handle probabilistic sophistication.

The authors point out several times, e.g. p. 473 top, that we have no gold standard of true subjective beliefs usually.

§4.1 discusses how belief elicitation can distort decision making to be measured later. %}

probability elicitation: Consider proper scoring rules when paying in probability
of winning a prize and then show that one can easily elicit quantiles and
moments. They assume expected utility in this. Similar is Hossain & Okui
(2013). %}

Schlag, Karl H. & Joël J. van der Weele (2013) “Elicitining Probabilities, Means,
Medians, Variances and Covariances without Assuming Risk Neutrality,”
Theoretical Economics Letters 3, 38–42.

% An expert should provide an interval estimate of a variable. He should be off (true
variable outside estimated interval) no more than 1-gamma times, which can
courage him to take the interval large. However, given the restriction, he gets
rewarded for taking the interval as tight as possible. It is obvious that the expert
will choose a threshold and incorporate all values with probability density
exceeding the threshold. Question is how to make him choose the right threshold,
giving probability gamma. A most likely interval rewarding formula is proposed
(p. 458). The purpose is that, as long as the expert’s subjective probability of an
interval stated is smaller than gamma, it pays to enlarge, and when it is bigger than
gamma, it pays to reduce. In the optimum, the first-order condition should imply a
probability gamma. The result holds under EU where utility is concave (or linear).
A question is why the criterion to have exactly subjective probability gamma (in
the spirit of classical statistical hypothesis testing, a theory not respected by me I
must say). Section 4 gives examples. %}


% value of information: seems to be the first to present the value of information
under EU, if not we give priority to Ramsey (1990) who at least demonstrated
that the value of info is nonnegative under EU. %}

Introduction to Managerial Economics under Uncertainty.” McGraw-Hill, New
York.
\% substitution-derivation of EU: §4.4.5 shows how SEU follows from decision tree principles (where end-point outcomes are replaced by lotteries between highest and lowest outcome). \%


\% utility families parametric \%

Schlaifer, Robert O. (1971) “Computer Programs for Elementary Decision Analysis.” Division of Research, Graduate School of Business Administration, Harvard University, Boston.

\% information aversion \%


\% risk aversion \%


\%


\% information aversion \%


\% information aversion. He points out that such an aversion is obvious if the information becomes public, e.g. in insurance. \%


Exact means that the capacity is the minimum of dominating probability measures.


Compare to Anger (1977). Propositions 1, 2, and 3 do not assume monotonicity.


https://doi.org/10.2307/1911053

biseparable utility

event/outcome driven ambiguity model: event-driven

my handwritten notebook p. 401;

Argues against prior probabilities of statistics, against probability sophistication; does not say clearly that for risk one should do EU, although comment 4.2, p. 586, argues normatively against probability transformation of RDU. Says nowhere clearly if capacity reflects only belief and not attitude towards belief, although some places do suggest it a bit.

P. 576 nicely points out that in Schmeidler’s view, completeness is the most restrictive axiom: “Out of the seven axioms listed here the completeness of the preferences seems to me the most restrictive and most imposing assumption of the theory.”

(completeness-criticisms)
Pp. 586-587 points out that his model can accommodate the co-existence of gambling and insurance.

A small mathematical problem is that the paper assumes only an algebra of events, but needs a sigma-algebra. The reason is that it assumes closedness with respect to the mixing of acts. As Wakker (1993 MOR, Example 1.2) shows, with an algebra of events the sum (or mixture) of two measurable acts need not be measurable. %}


{% https://doi.org/10.1007/s11238-021-09832-1 %}

A philosophical and at time mystic text on limitations on decision theory research. %}


{% %}


{% %}


[Link to paper](#)

[Link to 1990 reprint with repagination and nicer layout](#)

{% %}


[Link to paper](#)

This is a reprint of Schmeidler & Wakker (1987).
Show that high-variance gamble is preferred to low-variance gamble in both choice and minimum selling price when evaluated separately, but low-variance are when evaluated jointly. How they implemented choice in separate evaluation I did not check out. So, contrast effects do much.}


{ random incentive system: show that more risk seeking if paying both of two lottery choices than if paying by RIS. }


{Takes vNM EU with utility u only for risky lotteries, for riskless lotteries an alternative function v iso u is used. If v≠u, then necessarily, stochastic dominance is violated. This is a correct version of what Gafni et al. tried to do but couldn’t because they thought to follow EU everywhere, not being aware that everywhere includes also riskless lotteries. }


{This paper presents some trivial results. It describes some probability weighting functions and observes that certainty effect models can be described through these probability transformations. }


This paper is the first to study prospect theory with varying status quo. It gives preference conditions for all kinds of relations between weighting functions and value functions corresponding with different status quos.%


{% They take prospect theory where the reference outcome need not be constant, but can depend on the state of nature, as in Sugden (2003, JET). Then they consider preference reversals such as a P-prospect (0.97:$4) versus a $-prospect (0.31:$16). They do not consider straight certainty equivalent determination from ping-pong choices for instance, but only WTA: The subject is first endowed with the prospect, can focus on this as reference outcome (not constant, of course), and then evaluates giving up the $-prospect for a sure amount x as a (0.97: $4+x, 0.03: x), and the P-prospect as (0.31: $16+x, 0.69: x). They then show that under usual Tversky & Kahneman (1992) parametrizations of PT, preference reversals are accommodated. They, finally, add numerical calculations of which parameter combinations can accommodate preference reversals, and numerical analyses of which parameter combinations of PT generate preference reversals. %}


{% Test loss aversion preference condition of Tversky & Wakker (1993), nicely made tractable through loss aversion premiums characterized in Theorem 1 (absolute premium) and Theorem 3 (relative premium). It is, then, the first parameter-free test of loss aversion. Their findings on loss aversion and gain seeking (I use “gain seeking” as the opposite of “loss aversion”) depend much on the criteria that they used to classify subjects, the power it has, and the noise in the data, as they mention on p. 244.

The authors find about as many subjects classified as loss averse as as gain seeking, but those that are loss averse are more extremely so than those that are gain seeking. This could contribute to loss aversion being found at aggregate levels. They found considerably more frequent, and extreme, loss aversion for women than for men (*gender differences in risk attitudes*). This study does suggest that loss aversion is more volatile and less universal than sometimes thought. %}

{https://doi.org/10.1007/s11238-014-9456-x

**coalescing; dynamic consistency:** Test dynamic principles that imply independence. Isolate coalescing from RCLA and find that coalescing is violated, but compound independence and RCLA are not. P. 335 last para explains both aversion to and preference for complexity. %}


{Endowing subjects with the highest prize of the lottery reverses the income effect of the WTP-WTA discrepancy, but does not affect it much, further illustrating that the income effect cannot explain the discrepancy. The discrepancy is reduced when background risk is added, which could be used to improve the measurements. They used a small sample, N = 24. %}


{N = 24 subjects. Do binary choice, WTA (although only by asking subjects to imagine that they possess prospect), and WTP (where right before subjects get endowed with maximum prize). Test common consequence effect, away from certainty effect. Find no real violations for choice, but do, and then as fanning out (less risk aversion if better prospects), for WTA and WTP. Point out that testing common consequence effect for pricing such as WTA and WTP has (almost) never been done before. %}


{Derive PT with linear utility with kink at zero from cosigned comonotonic additivity (nicely called independence of common increments), generalizing Chateauneuf (1991) to PT. %}

{\% tradeoff method \%


{\% Derive PT with linear utility with kink at zero from cosigned comonotonic additivity (nicely called independence of common increments), generalizing Chateauneuf (1991) to PT. \%


{\% Define weak loss aversion as \( y_{0.5}(-y) > x_{0.5}(-x) \) (\( > \) denotes strict preference) whenever \( x > y \geq 0 \) (Kahneman & Tversky, 1979, p. 279), and strong loss aversion as \( \alpha y + \alpha(-y) + (1-2\alpha)P > \alpha x + \alpha(-x) + (1-2\alpha)P \) whenever \( x > y \geq 0 \), where \( \alpha \) is a probability, \( x \) and \( y \) are degenerate prospects, the mixing is probabilistically, and the outcomes \( x \) and \( y \) have the same rank in both mixtures, and so do \(-x\) and \(-y\). Under EU and OPT (’79 prospect theory) these conditions are equivalent to utility differences for losses exceeding those for gains. Under ’92 PT (CPT), an equality comes in with ratios of weighting functions.

\textbf{SPT iso OPT}: they do this for general lotteries in Eq. 2.

Authors plead strongly for a definition of loss aversion entirely in terms of preferences, and not in terms of theory-dependent concepts such as utility.

P. 164 para –3: For probability weighting functions that are “too steep” at zero, the loss-aversion condition of the authors cannot be satisfied. The authors write that such weighting functions are unreasonable. \%

Characterize PT with linear utility for risk. They properly assign priority to a 2002 version of Schmidt & Zank (2009) that appeared later but was written earlier. RDU with linear utility has been characterized by Chateauneuf (1991, JME), De Waegenaere & Wakker (2001), and Diecidue & Wakker (2002). This paper extends sign dependence to those results.


Study strong risk aversion under prospect theory. Holds iff:
(i) For gains, U concave and w+ convex;
(ii) For losses, U concave and w- concave (or convex if you do, like they do, top-bottom iso the conventional bottom-up integration for losses);
(iii) The ratio of the left- and right-derivatives of utility at zero should exceed w+(p)/w-(p) (w+ weighting for gains, w- for losses) at each p in (0,1).

Here, (i) and (ii) are like Chew, Karni, & Safra (1987), but, very nice, they don’t use differentiability. This is desirable because there is no easy preference condition to give differentiability. (iii) is an entirely new thing. Utility can be linear for gains and losses, strictly convex at zero, if probability weightings are accordingly, in particular have appropriate jump(s) at 1.


Characterize PT with linear utility for uncertainty through a rank-sign weakening of additivity. Although this paper appeared later than Schmidt & Zank (2007), it preceded it in writing and Schmidt & Zank (2007) properly assign priority to this paper. RDU with linear utility has been characterized by Chateauneuf (1991, JME), De Waegenaere & Wakker (2001), and Diecidue & Wakker (2002). This paper extends sign dependence to those results. First consider only finite state space with nonnull states (at least three of them) and strictly increasing linear utility. Then do general state space with null-invariance (being nonnull for one rank-ordering and sign then for all) where they handle all bounded prospects using supnorm continuity. They use a theorem of Chew & Wakker (1993) to
obtain their result.

In their integration for losses, they (unfortunately!) do top-down integration instead of the bottom-up integration that was used by Tversky & Kahneman (1992) and that is conventional.\%


\{% tradeoff method: used theoretically.

Big issue in PT is what the reference point can be. Many want to derive it endogenously. This paper does so, by taking it as the inflection point of utility. The essential condition, constant diminishing sensitivity (p. 104) is nice: For every outcome, either there should be consistent concavity above (if it is a gain) or consistent convexity below (if it is a loss). It is formulated such that it also implies PT by a kind of implied tradeoff consistency (Theorem 1, p. 106). If there are outcomes of both kind, then their strict inequality conditions imply that there is one unique outcome that is of both kinds: this is the reference point.

They also present a more general condition (one-sided comonotonic tradeoff consistency, p. 107), which does not commit to concave or convex, but only requires that for each outcome either the utility standard sequences are consistent above this outcome (then it is a gain) or below (then it is a loss). They again state it in such a manner that it automatically implies PT, by capturing a kind of tradeoff consistency (Theorem 2, p. 108). Very nice! Would be nice to derive it from loss aversion, which the authors state as an important topic for future research.


\{% https://doi.org/10.1007/s11166-022-09385-w

Risky utility \( u = \text{transform of strength of preference } v \):

Consider decision under risk with simple lotteries over money. The authors consider a functional

\[
(p_1: x_1, \ldots, p_n: x_n) \mapsto V(x_1) + p_2 U(x_2 - x_1) + \cdots + p_n U(x_n - x_1) \quad \text{(for } x_1 \text{ the minimal outcome)},
\]

and call it chance theory. Here \( V \) can be interpreted as a riskless utility
function and $U$ as a risky utility function. (risk utility $u = \text{transform of strength of preference } v$) Unlike utility of gambling models, chance utility does not violate basic conditions such as monotonicity or transitivity. It can accommodate paradoxes such as Allais and Rabin.

If we increase $x$ by a small $\varepsilon > 0$, so that it remains the minimal outcome then the functional gains

$$V(x + \varepsilon) - V(x)$$

but also loses

$$P(E_2)\left(U(x_2 - x_1 + \varepsilon) - U(x_2 - x_1)\right) + \cdots + P(E_2)\left(U(x_n - x_1 + \varepsilon) - U(x_n - x_1)\right)$$

Taking $p_1$ very small we see that, to satisfy monotonicity, $V'(x_1)$ should not be smaller than $U'(y)$ for any $y \geq 0$. $V'$ exceeding $U'$ everywhere (U can only have positive arguments) means that lowest outcomes get overweighted. Proposition 1 shows that the functional satisfies weak risk aversion.

The authors provide a preference foundation and comparative results. Because of the deviating treatment of $x_2, \ldots, x_n$, chance theory only overlaps EU in expected value.

In some places, the authors put up as motivation for the different treatment of the minimal outcome that one can be sure about that from the start whereas other uncertainties may get resolved later and there may be intermediate decisions to be taken, where one can already reckon on the minimal outcome but not yet on the other outcomes. But I think that this deviates too much from the basic decision model and I therefore prefer different motivations.

The functional, and its treatment of $x_2, \ldots, x_n$, is VERY reminiscent of the formula for prospect theory for many outcomes in the working paper Kahneman & Tversky (1975), which also gives a similar special place to the minimal outcome (for gains). Kahneman and Tversky later replaced utility of difference by difference of utility in their published 1979 paper, thus extending to general not-real-valued outcomes. It is very natural to, similarly, replace chance theory by

$$(p_1:x_1, \ldots, p_n:x_n) \mapsto V(x_1) + p_2(U(x_2) - U(x_1)) + \cdots + p_n(U(x_n) - U(x_1)) \text{ (for } x_1 \text{ minimal).}$$

% EU+a*sup+b*inf; They vary upon this model by dropping the a-worst part of the
distribution and the b-best part of the distribution, and then overweighting what is
minimal and maximal. %}

Preferences with Thresholds,” *Journal of Mathematical Psychology* 51, 279–289.

{% time preference; do not explicitly relate preference for increasing/decreasing to
violations of monotonicity. %}

Schmitt, David R. & Theroroe D. Kemper (1996) “Preference for Different Sequences
of Increasing and Decreasing Rewards,” *Organizational Behavior and Human

{% %}

Schmittlein, David C., Jinho Kim, & Donald G. Morrison (1990) “Combining
Forecasts: Operational Adjustments to Theoretically Optimal Rules,”

{% suspicion under ambiguity: He pointed this out and provides simple game-
theoretic analysis leading to maxmin. The final sentence of the abstract is:
“If one adopts the view-point that the Savage axioms only apply to decisions under an
uncertain but indifferent world, and not to decisions made in game-like situations with a rational
opponent, then the results of Ellsberg’s experiment cannot be considered as evidence against the
rationality of the Savage axioms.” (game theory can/cannot be viewed as decision
under uncertainty) %}

Schneeweiss, Hans (1973) “The Ellsberg Paradox from the Point of View of Game
Theory,” *Inference and Decision* 1, 65–78.

{% criticism of monotonicity in Anscombe-Aumann (1963) for ambiguity:
updating under ambiguity with sampling; Consider Anscombe-Aumann
framework. Under probabilistic sophistication, independence for risky choice
becomes equivalent to monotonicity and SEU. An experiment shows that
monotonicity is violated in a systematic direction by half the subjects, and this is
strongly correlated with just violating independence in the regular Allais paradox.
The experiment considers the common consequence version of Allais’ paradox.
With M denoting $10^6$, the conditional choice is between M on balls 1-11 versus 5M on balls 2-11 and 0M on ball 1.
- First they do the regular Allais paradox, where there are 89 other balls in the same urn (so, it has 100 balls in total), and in one choice situation the common consequence is 1M under these balls so that the certainty effect comes in, and in the other situation one receives 0M under these balls, so, no certainty effect.
- Then they do an uncertainty version. There are no more than the 11 balls in the urn. But now a horse race takes place, with 100 symmetric horses. In both situations the conditional choice is only if horse 1-11 wins the race. The conditional outcome on horses 12-100 is either 1M, so that the certainty effect comes in, or 0M, and then no certainty effect.

Under probabilistic sophistication (+ RCLA) the two choice situations should be identical.


This paper considers violations of independence/sure-thing principle under different framings. In particular, a matrix frame that displays the common outcome in a salient manner, has fewer violations. The paper only cites some recent papers on this dependence on framing, but it has been known for decades.

Here is another, old, argument: That subjects violate less in the matrix frame where the common outcome is clear, need not mean that their true preferences satisfy it, but it can also mean that subjects do it only as heuristic to simplify their task without this being their true preference. Unfortunately, I cannot give a reference now where this was stated, but it has been written long ago. I stated it for several years preceding 2019 in this annotated bibliography when commenting on the issue for p. 1267 of Bordalo, Gennaioli, & Shleifer (2012). I think that the point has also been discussed in the literature on regret theory (Starmer & Sugden 1998 find that the matrix representation better fits regret theory). Different, but similar in spirit, is the shaping hypothesis of Loomes, Starmer, & Sugden (2003).


They study ambiguity in the Anscombe-Aumann framework. They propose a new ambiguity model that reminds me of Gul’s (1991) disappointment aversion model, although that is not cited. For an act, a separation is made between the bad states that have an outcome (is horse-race lottery) worse than the act itself (disappointment) and the good ones that have a better outcome (elation). Then the subjective probabilities (those are assumed in the model for the horses) of the bad states are overweighted by a factor \(1+\rho\), those of the good states are overweighted by a factor \(1-\rho\), and then there is renormalization; if my diagonal reading made me understand properly. Because objective probabilities are available, matching and calibration can be done. The main axiom, Axiom 6 (p. 28) requires existence of a \(\rho\) such that … and then recalibration with objective probabilities. The main point of the analysis is that unique subjective probabilities on the horses result, and this is interesting. It means that we have probabilistic sophistication within the horse race, and that it fits within the source method.

The model seems to satisfy Siniscalchi’s Complementary independence (p.
28), which means that it cannot accommodate the empirically prevailing insensitivity or reflection. %}


{% Hypothetical choice. Spillover effect: first experiencing losses increases risk seeking, and first experiencing gains increases risk aversion, the latter going against previous findings on house money effects as the authors indicate. %}


{% https://doi.org/10.1007/s11238-014-9456-x

*SPT iso OPT*: the paper never gives the formula used, but I am pretty sure that they used separable prospect theory iso OPT.

N = 60; essentially hypothetical; gain- and loss questions were separated by a week. P. 541 1st column explains some of data analysis but I do not understand. The authors claim that for examining risk aversion, a value function must be specified, and they take 2/3 power for gains and 3/4 power for losses. This leaves me in the blue what their concept of risk aversion is. Some lines below it is written that they analyze risk aversion “if we ignore for the moment effects due to probability weighting” and again I have no clue what they are doing.

**PT falsified: risk averse for gains, risk seeking for losses**: seem to be risk neutral for losses; multioutcome lotteries; conclude that OPT does not do well. P. 546 first para and p. 548 last para say OPT is rejected. %


{% Hegelian dialectic: thesis-antithesis-synthesis

Seems that Hegel attributed the terminology to Immanuel Kant. %}

Agents doing CAPM with a deviation measure can be described by having generalised mean-risk preferences with certain constraints on the utility function.


Discusses history and basic references of certainty factors and the like.


**risky utility** \( u = \text{transform of strength of preference} \ v, \text{latter doesn’t exist:} \)

Schoemaker is real strong on this (p. 533 bottom of 1st column), calling other things oversights.

- P. 530 top of 2nd column: takes separate-outcome-probability-transformation model as point of departure, does not seem to be aware that for normative purposes (stoch. dom.) this reduces to EU (e.g., p. 537).
- P. 533 1st column well distinguishes psychological and mathematical meaning of cardinal utility.

I disagree with several claims, for instance, p. 533 1/34 of 2nd column, that EU would automatically implicitly have to assume neoadditive utility. P. 535 2/3 of 1st column distinguishes between risky and riskless utility, which is like the distinction between elephant and non-elephant zoology. P. 537 3/4/5 of 1st column is not aware that \( \sum_{i=1}^{n} f(p_i) = 1 \) implies that \( f \) is the identity. P. 543 ¾ of 2nd column writes that people are usually risk averse “particularly for losses.”

Volgens Marcel zegt ‘ie that EU nice theorie is zonder relevantie voor realworld decision making

Table 1: **SEU = SEU**

P. 536 cites Burks (1977)!! However, only for describing unresolved philosophical problems in the area of probability.

P. 554 writes: “The failure to optimize appears to be cognitive (i.e., related to the way problems are structured and what decision strategies are used) rather than motivational (i.e., the amount of mental effort expended).” This is not the cognitive-motivational terminology
that I use in interpreting probability weighting. It only concerns the mental effort of subjects in experiments. %}


{\% N > 200; 

**real incentives/hypothetical choice:** P. 1455 etc.: Compares real choice to hypothetical choice with a large sample but finds no significant difference. Bit more risk aversion for real incentives, as is the common finding. More difference for losses than for gains.

**concave utility for gains, convex utility for losses:** Is found (p. 1453)

**risk averse for gains, risk seeking for losses:** is found (p. 1453). With much risk aversion for mixed.

**reflection at individual level for risk:** Is found (Table 1 second subtable; risk aversion for gains is combined with risk most seeking for losses (2/3) of cases, but risk seeking for gains is combined with same risk seeking as risk aversion for losses. P. 1454 2nd para gives statistics that confirm, although concluding sentence p. 1455 l. 2 says weak relation. Nicely, also considers correlations between gain- and loss risk aversion indexes. They are all weakly negative for gains and losses, CE (certainty equivalent; \(\rho = -0.22\)), CE (\(\rho = -0.15\)), OE (outcome equivalent) (\(\rho = -0.38\)). No p-values are given. %}


{\% Para on pp. 2-3: SEU = SEU. The author seems to think that Chew’s weighted utility and Savage’s SEU both involve probability transformation, and that the difference is that for Savage the transformations still satisfy the axioms of probability and for weighted utility they do not. This is far from the truth. %}


{\% **insurance frame increases risk aversion:** seem to find that presenting risky decisions in context of insurance enhances risk aversion. %}


**decreasing/increasing impatience:** find counter-evidence against the commonly assumed decreasing impatience and/or present effect.

Subadditive discounting: First discounting from $t_1$ to $t_2$, and then from $t_2$ to $t_3$, can be different, and usually bigger, than immediately from $t_1$ to $t_3$, as demonstrated in recent papers by Read and others. This paper refines for very small intervals, where it can be superadditive. %


**intertemporal separability criticized:** probably.

Propose an attribute-oriented, rather than prospect-evaluation-oriented, approach to intertemporal choice, with tradeoffs put central and basic separabilities NOT assumed. Use this to accommodate all existing violations of discounted utility. %


**Discuss Markowitz’ 4-fold pattern with risk seeking for small gains and risk aversion for large gains, these things being reflected for losses. This can be reconciled with prospect theory if utility for large gains is sufficiently concave to overcome risk seeking induced by probability overweighting. They consider logarithmic utility $\ln (x + a)$, transformed properly. Drawback is that this function can only be concave for gains.**

**risky utility $u = strength$ of preference $v$ (or other riskless cardinal utility, often called value):** they argue that their risky utility function is also suited for intertemporal choice. **(time preference: comparing risky and intertemporal utility)**%

{% dominance violation by pref. for increasing income: They seem to show that adding a small positive receipt before a delayed payment or adding a small positive delayed receipt after an immediate receipt makes subjects prefer it less, violating dominance. Seem to explain it by preference for improvement. May also be special effects of the 0 outcome in the spirit of Birnbaum, Coffey, Mellers, & Weiss (1992), something discussed by the authors. %}


{% preferring streams of increasing income: P. 1178 2nd column 1st para writes that evidence is not clear. There is asymmetric hidden-zero effect: Assume indifference between small-soon large-late: \((s:\sigma) \sim (l:\lambda)\). If we point out to subjects that large-late means receiving nothing now, then preference goes to small-soon. But if we point out that small-soon means receiving nothing later, then preference is not affected.

The authors introduce a tradeoff model. Here at a time point not so much the utility of the amount received then, but the total cumulated instant utilities up to that point, matters. It is used to calculate some average cumulated amount, but also a sort of average duration, where the average of duration is taken weighted by cumulated amount up to that point. Then pairs of average cumulated amount and average duration are evaluated, trading off one against the other. The model fits several empirical findings well, and also data. %}


{% Show that describing the outcome $0 as “losing nothing” or “gaining nothing” makes a difference. %}

Psychologist at Pittsburg, uses term “verbal overshadowing” to indicate when decisions are better intuitive (e.g. decision under stress).

**intuitive versus analytical decisions:** Adding verbal descriptions of psychological experiences may only hinder a subject to experience properly. This can be related to the analytical-versus-intuitive debates from decision theory, where adding analytical info may only confuse a subject. %}


**survey on belief measurement:** %


Aumann & Serrano (2008) proposed a global index of riskiness of a prospect:

For a lottery and a level of wealth, the risk factor is the risk tolerance (reciprocal of the Pratt-Arrow index of risk aversion) for which the lottery, at that level of wealth, is equivalent to not gambling. It is real-valued for prospects with both positive and negative outcomes.

This paper does the same in a relative sense. It considers lotteries with positive outcomes, at both sides of 1. It considers the risk tolerance (reciprocal of now the relative index of risk aversion) for which the lottery is equivalent to having 1 for sure. It is real-valued for prospects with outcomes at both sides of 1. Outcomes are best interpreted as returns per unit invested.

The literature uses the term risk tolerance both for the reciprocal of absolute risk aversion used by Aumann & Serrano, and the reciprocal of relative risk aversion used in this paper. %


Use RIS. Use choice list (as did so many preceding Holt & Laury 2002) to get certainty equivalents.

**gender differences in risk attitudes:** in insurance-framed decisions, women
are as risk averse as men. In the abstract framing women are more risk averse for
gains and more risk seeking for losses, suggesting more pronounced inverse-S.
Loss prospects were identical to gain prospects in final wealth, but were
implemented by losses from prior endowment mechanism, so that it was really
only framing.

**reflection at individual level for risk**: they do not report this;

**risk averse for gains, risk seeking for losses**: I did not find whether there is
risk aversion for gains and risk seeking for losses. %

Schubert, Renate, Martin Brown, Matthias Gysler, & Hans-Wolfgang Brachinger

{%
%
%
Schultz, Henri (1938) “The Theory and Measurement of Demand.” University of

{%
QALY measurement: they often take body height. %
%
Schultz, T. Paul (2002) “Wage Gains Associated with Height as a Form of Health

{%
%
and Specificity of a Diagnostic Test Determined by Repeated Observations in the
Absence of an External Standard,” *Journal of Clinical Psychology* 44, 1167–
1179.

{%
P. 831: **utility = representational:**

“the unholy alliance between economics and Benthamite philosophy,”
it is directed against Benthamite utilitarianism.

Appendix to Ch. 7 describes history of utility, criticizing Benthamite utility
again and again, in the context of utilitarianism. For example, in §3, “impression
that marginal utility theory depended upon utilitarian or hedonist premisses—Bentham certainly
thought so—and could be attacked successfully by attacking these. Jevons was the chief culprit:
his even went so far as to call economic theory a ‘calculus of pleasure and pain’”
§4 of the appendix (“Psychology and the Utility Theory”), however, gives a balanced account of the matter:

“it is preferable to derive a given set of propositions from externally or ‘objectively’ observable facts, if it can be done, than to derive the same set of propositions from premisses established by introspection. And, as we shall presently see, this can actually be done in the case of the utility theory of value, at least as long as we do not ask it to do more for us than to furnish the assumptions or ‘restrictions’ that we need within the equilibrium theory of values and prices.”

Note here the crucial antecedent “at least as long as” Schumpeter writes elsewhere in the §4: “the efforts of psychologists to measure psychical quantities is not a matter of indifference to any economist who is not entirely lacking in scientific imagination.”

§5, on cardinal utility, gives a fine historical account, would have been useful if I had read it before October 18, 1997. Top of p. 1061 there writes that it was Edgeworth who did away with additively separable utility of commodity bundles. §6 then goes into ordinal utility. §7 is on some consistency by Samuelson and §8 on welfare economics. Apparently, welfare economics is normative whereas positive economics is descriptive. %}


{% tradeoff method: use this to measure utility of money; find that individuals who prefer to deliberate over decisions have more linear utility; N = 200 students, 15 outliers were discarded, arguing that they did not choose deliberately.

Use random incentive system; indifferences were elicited through pingpong choices.

random incentive system between-subjects (paying only some subjects);
real incentives/hypothetical choice: One of every 17 subjects played one of their choices for real, however was paid only 1% of the real amounts, which can be taken as a distortion of the outcomes, in the first sample of 68 subjects. This was dropped in the second sample of 132 subjects, where it was only hypothetical choice. There were no differences in the results between the two samples. Half of their stimuli concerned losses and, although they don’t comment on this point, I assume that the real incentives were only for gains.

The fitted power (α; median 0.91) for gains and (β; median 0.90) for losses. %}


{% probability communication: people who score higher in numeracy better understand probabilistic information given to them. %}


{% paternalism/Humean-view-of-preference: Argues that general public will not accept it if their preferences are not taken just as they are (p. 272: “but a value question of democratic process.”) %}


{% updating: mistakes in using Bayes’ formula: pp. 59-61 give references to papers showing how people make mistakes in using the formula of Bayes. %}


{% %}


{% Argues that we should report power over alternative hypothesis rather than significance %}


{% preferring streams of increasing income;

questionnaire versus choice utility: p. 4 seems to have said that utility maximization “set back by generations all scientific inquiry into consumer behavior, for it seemed to rule out—any conflict between what man chooses to get and what will best satisfy him”. %}


A beautiful paper explaining how the theorem of the alternative can be used to characterize linear representations through **cancellation axioms**. Scott (1964) shows how this can give additively decomposable representations of preferences.


**strength-of-preference representation**: p. 121/122.

**cancellation axioms**: p. 126: no finite subset of cancellation axioms will suffice to imply the others; no finite statement in 1st order logic can capture all cancellation axioms. 


**free will/determinism**: Seems to suggests that neurobiology might find out about free will. So, the author overestimates the role of neurobiology. 


**common knowledge**


**foundations of quantum mechanics**: why is probability given by the square of the amplitude? Derivations and discussions are given. It also discusses quantum sleeping beauty problems in quantum mechanics.

{Argues, a.o., that derivations of subjective probabilities à la de Finetti implicitly and incorrectly assume that probabilities must add up to 1. (p. 291 3rd para).%}


{updating under ambiguity with sampling; %}


{random incentive system between-subjects (paying only some subjects): Finds that people become more generous if only 25% of ultimatum games is paid than if all are paid. It is not very surprising that in such a situation the system works worse than in individual choice, because here clearly noneconomic psychological factors and perceptions of fairness play a role. Such perceptions can be different under different probability distributions, if they are affected by a priori fairness considerations as advanced in Trautmann (2006). %}


{ %}


{my handwritten notebook p. 403 ordering of subsets %}


Segal’s model of ambiguity is two-stage. Uncertainty about 1st order probabilities (on the outcome-relevant events) is modeled through 2nd order probabilities. Backwards induction is used at each stage. All of this is as the smooth model (KMM 2005). The difference is that at each stage Segal uses a nonEU functional, whereas the smooth model uses EU at each stage. Further, Segal assumes the same nonEU risk functional at each stage (“time neutrality”), whereas the smooth model has a different EU functional at each stage. A pro of Segal’s model is that it is empirically more realistic. A con is that, at least to my knowledge, it does not distinguish between ambiguity and two-stage risk (+ backward induction …). This is also stated by Evren (2019, p. 298, 5th para): “Obviously, ambiguity attitudes are also non-separable from risk preferences in Segal’s (1987) theory.”

p. 194: empirical tests of Ellsberg paradox; %}


Ordering of subsets. Comonotonic independence characterizes the measure approach, which is like Green & Jullien (1988), kind of RDU with state-dependent utility function. The special case where the measure is a product measure, so that RDU results, is characterized through projection independence, a geometric condition for the measures. In the proof of the latter result, the definition of utility and probability transformation are given, but it is claimed without proof that these indeed give the RDU representation. A proof of this claim will essentially need the continuum richness of the probability dimension, because projection independence operates in this dimension.


Before:


Second-order probabilities to model ambiguity; dynamic consistency: favors abandoning RCLA.


RCLA


---

Segal, Uzi (1992) “Additively Separable Representations on Non-Convex Sets; restricting representations to subsets; ordering of subsets %}


---


---


---


---


Then comes, on p. 214, the question of what those other prefs mean. They are not related to hypothetical choices as in decision analysis or consumer demand theory. They are related to “reconsidered choice” because of earlier mistakes in modeling. In counterfactual nodes the agent would have acted believing in the wrong tree. 


Theorem 1 characterizes a result for partial separability, the weakening of joint independence that only excludes reversals of strict preferences after replacement of common outcomes, a condition studied by Blackorby, Primont, & Russell, and some others. For three or more dimensions, monotonicity, symmetry, indifference monotonicity (kind of same degree of strict monotonicity all along indifference curves), and partial separability hold if and only if there exists a representation that kind of maximizes a kind of additively decomposable multiplicative form with one degenerate origin-point, and min everywhere below the origin-point, or a dual representation, with max. representation above an origin and additive decomposability below. Fig. 1 on p. 137 gives a good idea.

The authors equate linearity with the combination of invariance under adding a constant (like constant absolute risk aversion) and multiplying by a positive constant (like constant relative risk aversion), but linearity is stronger. RDU with linear utility satisfies constant absolute and relative risk aversion, but is not a linear functional.


Several mixture type preference conditions, such as betweenness and vNM independence, require something to hold for all mixture weights between 0 and 1. For instance, vNM independence requires $P \succ Q \Rightarrow \lambda P + (1-\lambda)C \succ \lambda Q + (1-\lambda)C$ for all lotteries $P,Q$ and weights $0 \leq \lambda \leq 1$. Many people know that under continuity, it suffices to require it only for $\lambda = 1/2$, which is what Herstein-Milnor (1953) did. But the condition can be generalized way further under continuity: it
suffices that there exists one $0 < \lambda_{P,Q} < 1$ where the weight is even allowed to depend on $P,Q$. This can, as so much, readily be inferred from Hardy, Littlewood, & Polya (1934). See their Observation 88 in §3.7 (p. 73 in 2nd edn.), showing that continuous functions are convex as soon as for each pair of arguments there exists an argument in between them for which the function is below the chord. Beautiful proof they give:

“Suppose that $PQ$ is a chord, and $R$ a point on the chord below the curve. Then there is a last point $S$ on $PR$ and a first point $T$ on $RQ$ in which the curve meets the chord: $S$ may be $P$ and $T$ may be $Q$. The chord $ST$ lies entirely below the curve, contradicting the hypothesis.”

The title of the paper expresses well the important empirical implication. For me it illustrates one more time: criticizing the dangerous role of technical axioms such as continuity.

Segal, Uzi (2020) “For All or Exists?,” working paper.


https://doi.org/10.1257/aer.20191136

Some puzzles IN retirement behavior can nicely be explained by plausible reference points.


conditional-preference-monotonicity] follow, but not [countable-partition-
conditional-preference-monotonicity]. %}


{%

{%
proper scoring rules: seem to show that no strict proper scoring rules exist for imprecise probabilities (sets of priors). %}


{%

{%
Reviews preference reversals. %}


{%
Nice references on history of St. Petersburg paradox.

Gives results and inequalities on the degree of decreasingness of outcomes for whether or not infinite EU can result. On p. 259 he does transformation of separate-outcome probabilities, normalizing by dividing by the sum of all probability weights. It is well known that this violates stochastic dominance. %


{%

{\% survey on nonEU: well, on EU it is \}
P. 208 brings up nice point that bisection may give better results than matching simply because participants spend more time. Conclusion: “The response mode bias exceeds the effect of probability dependence.”

**utility elicitation:** Extensive references are given. Certainty equivalents are compared to probability equivalents, using matching elicitation. Dependency of utility on the probability used is less for probability equivalents but does not disappear. *(PE doesn’t do well: well, here may be OK)*


{\% intuitive versus analytical decisions: consider combinations of analytic and intuitive decisions, and give many references on the topic. \%


{\% \%


{\% Give evidence that probability is the prominent dimension in risky choice. \%


{\% \%


Four revolutions in economics: (1) Mathemization; (2) Game theory; (3) Experiments assuming preference optimization; (4) bounded rationality. %


Christiane, Veronika & I: they pay in probabilities unit.

**linear utility for small stakes**: if payment is not in money but in probability for a prize, then by any rational theory with RCLA and stochastic dominance, participants should maximize expected probability. This point has often been observed under the assumption of subjective expected utility. It is a nice observation, which the paper starts with, that it in fact holds for every probabilistically sophisticated (meaning additive) subjective probabilities are used and decisions are based on only those; the paper does not use this term) agent under the minimal assumptions of preferring the highest probability at a good outcome and RCLA.

However, extensive violations have been found empirically that are farther apart from expectation maximization than for real money. Payments vary between 0 and 500 pfennig, which is between $0 and $2.50, with one loss gamble for about −$1 added. The common ratio effect, the “reference point effect” (I
assume loss aversion), preference reversals, and violations of stochastic dominance persist and seem to be even stronger.

Backward induction seems to be natural in the paper’s setup.

Goeree, Holt, & Palfrey (2003, p. 105 2nd para) also list evidence against paying in probabilities. %}


{\% revealed preference \%}


{\% \%


{\% P. 390 seems to have written, related to Arrow’s impossibility theorem: “armed with only an n-tuple of individual orderings, we can hardly expect to say much of interest on inequality.” (Arrow’s voting paradox \(\implies\) ordinality does not work) \%}


{\% Seems that he argued that in prisoner’s dilemma the players should confess because otherwise they’d be lying and one should not lie. If he wrote this (I did not check), then it would be similar to a PD where the strategies are not called “confess” or “not confess” but “push red button” and “push black button” and it is argued that buttons of color red should never be pushed. \%


{\% \%


**coherentism**

Argues that internal consistency conditions are unconvincing if not related to external criteria. While essentially true, I disagreee with the presentation in this paper. Internal consistency is never all of it, indeed, but still it is worthwhile to study it. The more so as, for any external consistency requirement, one can require further external justification (to every answer one can ask again “why”), so, external consistency need not be principally more sound.

P. 498: the necessity of bringing in something outside choice behavior is the
issue.

P. 500, fortunately, uses the terms contraction consistency and expansion consistency instead of Sen’s earlier unfortunate terms property $\alpha$ or property $\gamma$.

Many many examples of all kinds of violations of IIA etc.

§3 gives a long list of examples of context-dependence, always arguing for the one side of the coin that that can happen and never for the other side of the coin that then not much theory can be developed or predictions be made.

I also disagree with the use of the social choice theory analysis of the author. He first argues that for a social choice relation there is less reason for consistency than individual. Well, OK. Then he revisits Arrow’s impossibility theorem without imposing internal consistency conditions (such as transitivity) on social preference. He does impose Pareto optimality and some other conditions invoking individual preferences. He then says that the conditions invoking individual preferences are external consistency conditions for social preference. Under this heading he derives a few formal axiomatic variations on Arrow’s result. I think that taking the individual prefs as external and not as part of the internal system is ad hoc and the “external consistency” of Pareto optimality, for instance, is not more convincing than the internal consistency condition of transitivity of group preference in a fundamental way.

Gives nice example of violation of IIA: from $\{b,c\}$ you take c, from $\{a,b,c\}$ you take b. Reason: these are slices of cake and you were taught not to take the largest slice but only the second-largest. %)


{% Abstract last sentence shows enthusiasm that one often sees: “These differences have considerable relevance in studies of economic, social, and political behavior.”

P. 765: Buridan’s ass; paper gives further examples where basic principles of revealed pref. such as IIA are violated, and distinguishes many reasons for those violations. Term menu-independence is used as a nice alternative for Tversky’s context-dependence. Elementary results on revealed pref are given; they don’t seem to be new. Variation of the Luce & Raiffa restaurant example: $\{t, O\}$ where
t is take tea invitation from friend, O is going home. You’re inclined to take t. Then comes \{t,O,H\} where friend also offers H (heroin) ...

P. 759, Footnote 30 is quite favorable to EU.

P. 764 footnote 40 is quite against completeness (completeness-criticisms). %}


{% foundations of probability: well, its history. How Lewis Carroll and others struggled with the maths of Bayes law and the choice of noninformative priors in many calculation problems. %}


{% discounting normative: seems to argue against discounting. %}


{% %


{% foundations of statistics %}


{% Axiomatizes basically the same model as Klibanoff, Marinacci, & Mukerji (2005) (KMM), but assumes an extra stage with objective extraneous probabilities prior to the model. He thus also considers probability distributions over acts. In this respect he is as the original three-stage of Anscombe & Aumann (1963); they also assumed such a third prior stage. He assumes EU within the extra stage, as he does within all stages of his model (same as KMM), but he abandons RCLA so as to have deviations from EU and to have ambiguity and Ellsberg behavior (with multistage modeling). That is, he abandons the reversal-of-order axiom of Anscombe-Aumann. That reversal-of-order axiom justifies assuming the third
prior stage away and moving it into the afterwards-stage. (Most papers using the Anscombe-Aumann model since the 1980s take it, following Fishburn, in the latter sense, and have only objective-probabilities afterwards and not prior.) Seo can use the extra prior probabilities to calibrate, à la matching probabilities, the subjective probabilities over the states. In this way we can recover info about $\mu$, although $\mu$ need not be unique. (This is a problem: the prior $\mu$ cannot be uniquely separated from the utility transformation function $\varphi$.) Seo thus does not need the unobservable second-order acts of KMM, but in return is less general. He has the same parameters and modeling of ambiguity as KMM.

As regards the calibration procedure: if receiving some roulette lottery (that is how I refer to probability distributions over deterministic prizes resulting after the horse-race/states) under event $E$ is equivalent to receiving it over the whole state space with prior probability $1/3$, then the second-order integrated subjective probability ($\mu$) over $E$ must also be $1/3$.

Halevy & Ozenoren have a similar model with probabilistic sophistication instead of EU within each stage, where they put the calibration idea central. %} Seo, Kyoungwon (2009) “Ambiguity and Second-Order Belief,” *Econometrica* 77, 1575–1605.

{% A well-written survey. %}

{% }

{% Similar to the repetitions approach in Wakker (1986, Theory and Decision). %}

{% updating: discussing conditional probability and/or updating; foundations of statistics; ancillary statistics defined regarding “no information about theta” %}

{P. 251 writes: “I suggest, therefore, that when he contemplates this inner range of outcomes each of which carries no potential surprise, the entrepreneur does in fact concentrate his attention exclusively on the best and the worst hypotheses in this range.” However, it is only within a set of outcomes that are not at all surprising to occur. Too vague to be related to inverse-S. %}


{Introduces his idea of nonadditive probability (“potential surprise”). The derived decision model does not seem to be interesting (you should group, for a given act, all outcomes with same degree of surprise, and then consider of them only the highest????????).}

Ch. II insists on differentiating between gains and losses; says that sign-dependence: people first assess gains-part, then losses-part, then aggregate.

Seems to argue that statistical information is not relevant to single-shot decisions: *(principle of complete ignorance)*: P. 8 seems to ask as a meant-to-be rhetoric question: “Suppose the captains in a Test Match have agreed that instead of tossing a coin for a choice of innings they will decide the matter by this next throw of a die, and that if it shows an ace Australia shall bat first, if any other number, then England shall bat first. Can we now give any meaningful answer whatever to the question, “Who will bat first?” except “We do not know?” ” Shackle is making elementary mistakes!

Arrow (1951 Econometrica p. 419) criticizes Shackle’s theory for it being impossible to incorporate any sense of updating after repeated trials. It seems that Shackle was a student of Keynes. %


{Shackle was early to argue for using nonadditive probabilities and sign dependence (gains different than losses), ideas central in prospect theory, and deserves some credit for that. But he seems to suggest theories or formulas that are incomprehensible to me and, I guess, everyone, and, therefore, he does not}
deserve much credit I think.

Nonadditivity is taken to express amount of information, somewhat like belief functions. Says beliefs must sum to 1 but potential surprise need not. Draws sharp distinction between indivisible experiment (unique event) and divisible (repeatable).

P. 71 seems to argue that probabilities are irrelevant for single events

P. 72 claims as self-evident (“The reader will at once, I think, concede”) that, among a number of hypotheses with equal degree of surprise, only the one with the highest gain is of concern to the agent. That makes sense to me only if the hypotheses are choice options. Apart from this strange claim of max-only-concern, repeated several times, it always seems that hypotheses are uncertain events.

Shackle seems to favor a max-max approach to uncertainty, but discusses also an “integral” solution that he does not like. P. 72/73 argues that you cannot integrate over mutually exclusive hypotheses, which seems absurd to me. He describes an integral idea that was described by a Professor Svennilson, but only in Swedish, and was reported to Shackle by a Mr. Turvey. I thought for some time that maybe it referred to a rank-dependent form, but in Copenhagen in 1997, with the help of Jacob Gyntelberg who has Danish as his mother language and therefore can understand some Swedish, read in Svennilson’s work and came to conclude that he probably does not have it.

P. 73 l. -14/-10 seems to derive decision weights as differences between cumulative weights, bit similar to rank dependence. 


---


---


---


---


---

\% conservation of influence; This analysis of prisoner’s dilemma is nice illustration, there is apparently perceived to be influence on opponent’s choice prior to his strategy choice (“magical thinking”) but not after. P. 463 on quasi-magical thinking: Although people know they can’t influence things, they still act as if: Ao about Newcomb’s problem; show that people may cooperate in the prisoner dilemma if uncertain about the strategy choice of the opponent, but defect both if they know that their opponent defects and if they know that their opponent cooperates. In modified experiment, 35% chose both boxes, 65% only one. Funnily, subjects who committed at least two conjunction fallacies (so, were more irrational), chose only one box way more often than others. Also about Samuelson’s game, a fifty-fifty lottery for $200 or −$100 is done twice. Both if the first gives a win, and if it gives a loss, do people want to take
the second. But if they don’t yet know what the first will give they don’t want the second. Similar things for prisoners dilemma. %}


{% Consider repeated decisions with outcomes paid each time (experience). If human beings cannot discriminate well between different rewards, then they exhibit the certainty effect. If they can, they exhibit the reversed certainty effect. Animals that can discriminate exhibit the certainty effect. %}


{% revealed preference: show violations of revealed preference conditions for animals. %}


{% Subjects can sample from a distribution as in the experienced approach (DFE) by Erev et al., but in addition get the probability distribution given. Despite the latter, they still sample quite some. %}


{% Tested probability matching for four participants, using real incentives. No probability matching was found; i.e., three out of four participants did the rational thing of always choosing the most likely alternative. %}


{% equilibrium under nonEU; brings in prospect theory-like loss aversion. %}


{% Brings in prospect theory-like loss aversion; does assume invariance w.r.t. scale and location; game theory for nonexpected utility; endogenizes reference point. Its modeling of loss aversion is valuable (with an axiomatization by Peters (2012). March 20, 2014: Only now, when rereading Tversky & Kahneman (1991 QJE), a paper I read before around 1990, giving comments to Tversky, I realize that this basic modeling was already in TK91. In particular, their constant sensitivity (p. 1049) serves to keep curvature the same except for the moving of the kink when the reference point moves. %}


Probably the published version of:


{% cognitive ability related to discounting: Seems to be a review. When the authors discuss chacen, they mean random incentive system. When they mention reasons for RIS they only mention reduction of payments (p. 298), and do not understand apparently that the main reason is to avoid income effects. %}


{% P. 344: in multiattribute setting (jobs with attributes: salary, authority, interest, influence, status), tradeoffs are weighed more heavily when formulated as losses than as gains. %}


Dynamic consistency: in an optimization model, with Artzner et al. risk measures involved, time consistency is defined as optimization that does not depend on counterfactual options.

Restricting representations to subsets: Shows that characterizing SEU on finite structures is extremely difficult. Many people who, erroneously, think that this amounts to simply restricting Savage’s axioms to the finite case can learn from this paper that it is way more complex.

I like the opening in Sections 1 & 2, with good criteria specified: The axiomatization should be on finite sets and for incomplete preferences there. This is what one should do to really understand a model. Such an axiomatization is not yet available for subjective expected utility, so, we do not really know what this model means.
When I reread this paper March 2011 I was disappointed to see that the author involving artificial compound prospects (he calls them compound tickets) involving repetitions and extendability of the preference relation to these, e.g. in the theorem on p. 1295, no 6.0. Extendability arguments can be used to assume any desired structural richness, and are of limited interest only. Once you have compound prospects and sequences of outcomes, then easier axiomatizations become possible than provided in this paper. 


{% Consider a necessity and possibility measure. The ambiguity measure is the difference between the possibility and necessity measure. These can be taken as special cases of upper and lower probabilities. So, then the degree of ambiguity of an event is the difference between the upper and lower probability. Walley (1991) called this the imprecision spread. It satisfies all five axioms for ambiguity as a primitive of Fishburn (1993). The measure can similarly be defined for any set of priors other than necessity/possibility, but then not all axioms of Fishburn are satisfied. %}


{% Prior to a risky activity (such as sky diving), inexperienced people are more subject to immediacy effect. This paper studies more kinds of impact of risky decisions on intertemporal preference. %}


{% Seems to have written: “Lack of money is the root of all evil,” as a variation of the quote from the bible’s new testament: “Love of money is the root of all evil.” The quote is also sometimes assigned to Mark Twain. %}


{% survey on nonEU: more precisely, it does what title says, not delving very deep into risk and ambiguity theories themselves. %}


{% Use tradeoff method. %}

{% Find that risk aversion for losses correlates with risk aversion for gains. No relation with discounting. **losses from prior endowment mechanism**; do random incentive system but repeatedly with income effect. %}


{% **dynamic consistency**; survey of traditional economic discussions, Strotz, Peleg & Yaari, etc. %}


{% Ch. 26 gives a clear definition of Lopes’ SP/A theory. P. 429 last line, incorrectly, claims that probability weighting in SP/A theory would not be sign-dependent. Ch. 27 discusses it more. Unfortunately, there are several confusions. P. 453 2nd para, for instance, writes that in SP/A, with linear utility, risk attitude is captured by probability weighting, which is fine. But the preceding line writes that in prospect theory, where there is both probability weighting and utility curvature, it is different and risk attitude is captured by utility (**equate risk aversion with concave utility under nonEU**). Why probability weighting would suddenly stop to impact risk attitude under prospect theory, as is suggested here, whereas !the same! probability weighting does under SP/A, is hard to understand, and obviously untrue. There are several confusions of this kind. Never a tradeoff between parsimony and fit is tried. %}

risk averse for gains, risk seeking for losses: Coin the term disposition effect for the phenomenon described in the title. It suggests risk seeking for losses and risk aversion for gains. %}


Seems to show that individual stocks and underdiversified portfolios have positive skewness. %}


time preference %


cognitive ability related to discounting: extensive study showing that steeper discounters are more impulsive. Use hypothetical choice. %}


% %


measure of similarity %


measure of similarity %


They use Rohde’s (2018) index of time inconsistency, to measure it for both gains and losses. Confirm usual findings and find relations between gains and losses. Even, differences between gains and losses are nonsignificant. Remarkable is that the authors do not use choice lists but direct matching, discussed in §3.3 and §5.2. All choices are hypothetical. Whereas many experimental economist are strongly against that, I think it is better for losses and for intertemporal choice.

Positions prospect theory and behavioral findings in economics.

P. 1308: “Prospect theory [Kahneman and Tversky (1979), Tversky and Kahneman (1992)] has probably had more impact than any other behavioral theory on economic research. Prospect theory is very influential despite the fact that it is still viewed by much of the economics profession at large as of far less importance than expected utility theory. Among economists, prospect theory has a distinct, though still prominent, second place to expected utility theory for most research.” (PT/RDU most popular)


Surveys, asking people from firms in Japan and the US what they expected about the DJ and Nikkei indexes, and did so for several years. Compare expectations to real performance of indexes. Find that people are strongly more optimistic about their own homestock than the foreigners are. So, at least one group is considerably misjudging. P. 163 argues for importance of asking subjective probability estimates on top of seeing real markets.


Value of information: psychological investigation into value of information. One value is instrumental; i.e., when you can improve your future actions because of information. Another value is emotional. That is, also if there is no future action to be influenced by info (no control), still people have preferences or dispreferences over info for its own sake. Many different attitudes are described (coping (“secondary control”)...), and many many references are given.

Shiloh, Shoshana, Ronit Ben-Sinai, & Giora Keinan (1999) “Effects of Controllability, Predictability, and Information-Seeking Style on Interest in

{\% Dutch book \%}

{\% \%

{\% Discusses equilibria in games from perspective of trembling hand versus counterfactuals. \%

{\% \%

{\% \%

{\% \%

{\% \%
**updating under ambiguity**: the authors study dilation: receipt of info turns risk into ambiguity.

Assume that a fair coin is flipped giving H or T, 50-50. Also, a ball is randomly drawn from an unknown Ellsberg urn, containing R(ed) and B(lack) balls in unknown proportion, giving R or B as result. Assume the gamble is that one receives $1 if H and $0 if T:

<table>
<thead>
<tr>
<th></th>
<th>B</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>T</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The gamble is risk, not ambiguity. But assume one gets informed whether \{(HB), TR\} happened or \{(HR, TB)\}, so, which diagonal. After receipt of the info, there is ambiguity. (It could be increased by letting the draw of ball be done AFTER the toss of coins, but a different urn after H than after T.) For Bayesians, who are ambiguity neutral, the info has no value, and they will be indifferent to receiving it or not. But ambiguity averse people will dislike it and ambiguity seeking people will like it. Such info is called dilation, borrowing this term from statistics where it concerns the fact that extra observations can increase the variance of estimators.

This paper uses the above example in an experiment, but it interprets B as correctness of a signal, R as incorrectness, \{(HB), TR\} as signal “H” and \{(HR, TB)\} as signal “T”. The interpretation of signal makes it easier to remember for subjects but has the drawback of arousing nonneutral emotions. Results: ambiguity-seeking subjects evaluate the info positively and after like the gamble more, but ambiguity-averse subjects neither like not dislike these things.

The theoretical claims do depend on attitude to dynamic decisions. Under McClennen’s resolute choice, i.e. Machina’s (1989) dynamic consistency, one simply adheres to one’s preferences when born and is indifferent to info if worthless, i.e., the value of free info is never negative. The authors discuss this briefly on p. 16 middle.

At the end of the paper, the authors point out that their findings are negative for most current ambiguity models. %}

{\% Seems to give arguments against efficient market hypothesis. \%


{\% Lists many biases.

P. 1080: “The broad field of behavioral economics—perhaps the most important conceptual innovation in economics over the last thirty years—might not have existed without Kahneman and Tversky’s fundamental work.”

P. 1081: “My feeling is that the most profound influence of Kahneman and Tversky’s work on economics has been in finance, on what has now become the field of behavioral finance.”

P. 1081: “large and costly errors people make in important choices. Let me illustrate. First, individuals pay large multiples of actuarially fair value to buy insurance against small losses, as well as to reduce their deductibles (Sydnor 2010).” (small risks overinsured)

P. 1081: “Second, the standard economic view that persuasion is conveyance of information seems to run into a rather basic problem that advertising is typically emotional, associative, and misleading—yet nonetheless effective (Bertrand et al. 2010; DellaVigna and Gentzkow 2010; Mullainathan, Schwartzstein, and Shleifer 2008).”

“The second objection holds that market forces eliminate the influence of psychological factors on prices and allocations. One version of this argument, made forcefully by Friedman (1953) in the context of financial markets, holds that arbitrage brings prices, and therefore resource allocation, to efficient levels. Subsequent research has shown, however, that Friedman’s argument—while elegant—is theoretically (and practically) incorrect. Real-world arbitrage is costly and risky, and hence limited (see, e.g., Grossman and Miller 1988, DeLong et al. 1990, Shleifer & Vishny 1997). Dozens of empirical studies confirm that, even in markets with relatively inexpensive arbitrage, identical, or nearly identical, securities trade at different prices. With costlier arbitrage, pricing is even less efficient.”

P. 1086 writes that reference dependence is the most radical assumption of prospect theory. On the reference point of Kahneman & Tversky versus Köszegi & Rabin: “The reference point is thus left as a rather unspecified part of Kahneman and Tversky’s theory, their measure of “context” in which decisions are made. Köszegi and Rabin (2006) suggest that reference points should be rational expectations of future consumption, a proposal that brings in calculated thought.” This is exactly the point where Köszegi and Rabin (2006) deviate from earlier thoughts. \%}

{% They consider what happens in experiments on decision under uncertainty if subjects from their own initiative add assumptions about the experiment, as with experimenter demand. Of course, at first almost everything can then be accommodated. They give a theoretical model and look into restrictions. %}


{% Argue that Chen, Lakshminarayanan, & Santos’s (2006) finding of loss aversion in Capuchin monkeys may have a different cause, having to do with delay in consumption. Do experiments to confirm it. %}


{% Stevens, McCabe, & Brazier (2006) is criticized. %}

Shmueli, Amir (2007) “It Might be Premature to Reject the Assumption of a Power Curve Relationship between VAS and SG Data: Three Comments on Stevens, McCabe and Brazier’s “Mapping between VAS and SG Data; Results from the UK HUI Index 2 Valuation Survey”,” Health Economics 16, 755–758.

{% For a number of statements, proposes the ratio of the probability of their intersection by the product of their separate probabilities as index of coherence. It is 1 if the statements are statistically independent. The proposal gave rise to many reactions. %}


{% Finds overestimation of small probabilities for losses. Decreases with exposure to market. %}

{% Study, with usual mug-chocolate stimuli, but also health outcomes, the WTP-WTA discrepancy. Experimentally confirm Hahneman’s (1991) conjecture that substitutable goods, like mugs and chocolates that one can buy everywhere, the discrepancy is smaller than with health outcomes that are not substitutable. For mugs and chocolates, the discrepancy disappears in repeated markets. I did not check the implementations, how those generate reference points. %}


{% %}


{% Subjects do not take certainties provided by experimenter but replace them by their own probability estimates. See also Ryazanov et al. (2018). %}


{% Psychological study of optimism and pessimism, focusing on higher or on lower outcomes. Self-report questionnaires were used to classify the participants as pessimistic or optimistic. The paper studies which attitude leads to better performances for all kinds of tasks. Could possibly be a ref. for optimism and pessimism in rank-dependence. %}


{% %}


Propose **proper scoring rules** for multiple choice questions in teaching. Seem to have been the first to show that only the logarithmic proper scoring rule has the property that for more than two events its payment contingent on an event depend only on the subjective probability assigned to that event (pp. 136-137).


Loss aversion makes prices more rigid.


**discounting normative**: seems to write: “the time at which a man exists cannot affect the value of his happiness from a universal point of view; and […] the interests of posterity must concern a utilitarian as much as those of his contemporaries.”


P. 96 seems to explain that bookmaking was common term in British race betting.

{% information aversion

David Pearce pointed out the following reference:

Consider the decision whether to be tested for an incurable genetic disorder. A director of a genetic counseling program recently told the New York Times that “there are basically two types of people. There are ‘want-to-knowers’ and there are ‘avoiders.’ There are some people who, even in the absence of being able to alter outcomes, find information of this sort beneficial. The more they know, the more their anxiety level goes down. But there are others who cope by avoiding, who would rather stay hopeful and optimistic and not have the unanswered questions answered.” %}


{% P. 1340 suggests that reporting undiscounted results is also worthwhile. %}


{% risky utility u = strength of preference v (or other riskless cardinal utility, often called value) %}


{% real incentives/hypothetical choice: seems to write: “Because of our belief in the central importance of employing payoffs which are meaningful to subjects, rewards which in fact they covet, we have little confidence in experiments in which the ‘payoffs’ are points, credits, or tokens. Or perhaps it would be more accurate to say that we have little confidence in the use of the term payoff to label such trivia. The relevance of such experiments to any theoretical notions about reward, payoff, or utility seems to be dubious.” (p. 148) %}


{% foundations of statistics: criticizes hypothesis testing. %}
The authors did crowdsourcing analysis. It means that one same dataset is given to different teams that separately (or in communication) analyze it statistically. They did it with 29 teams, investigating the hypothesis that players in football with a dark skin get more red cards. 20 teams find the result significantly, and 9 teams not. The basic idea may be interesting. Problem is that the result found is unsurprising and uninformative. If one study finds something significant, and another study does not, then this is not a contradictory finding because finding H0 does not mean much and may be just coincidence (unless a good power analysis if added). Whereas for simple t-tests and the like (with simple monotone distributions) there is a clearly best test, for many more complex distributions there is no clearly best statistical test, and different tests have different pros and cons. Comes to it that always subjective choices have to be made in the data analyses, such as what to consider missing.

Of the version that I saw (undated, around October 2015) the opening sentence suggests that these authors restrict the scientific process and creativity to empirical/experimental studies: “In the scientific process, creativity is mostly associated with the generation of testable hypotheses and the development of suitable research designs.”

Silberzahn, Raphael, Eric Luis Uhlmann, Dan Martin, Pasquale Anselmi, Frederik Aust, Eli C. Awtrey, Štěpán Bahník, Feng Bai, Colin Bannard, Evelina Bonnier, Rickard Carlsson, Felix Cheung, Garret Christensen, Russ Clay, Maureen A. Craig, Anna Dalla Rosa, Lammertjan Dam, Mathew H. Evans, Ismael Flores Cervantes, Nathan Fong, Monica Gamez-Djokic, Andreas Glenz, Shauna Gordon-McKeon, Tim J. Heaton, Karin Hederos Eriksson, Moritz Heene, Alicia Hofelich Mohr, Kent Hui, Magnus Johannesson, Jonathan Kalodimos. Erikson Kaszubowski, Deanna Kennedy, Ryan Lei, Thomas Andrew Lindsay, Silvia Liverani, Christopher Madan, Daniel Molden, Eric Molleman, Richard D. Morey,

{\% Textbook on topology. Has an elementary chapter on connected spaces (copy in my archive). Seems to be well written. \%\}


{\% \url{http://dx.doi.org/10.1177/0956797611417632} \%

*foundations of statistics*

Didactical paper showing how one can maximize chance of getting significant results using inappropriate tricks, and giving recommendations such as that one should specify stopping rule beforehand. Something that is unverifiable (brings benefits to the dishonest people at the cost of the honest people), and that works differently in the Bayesian approach … \%


{\% Together with his ’56 paper the classics that introduce bounded rationality. On informational and computational limits on rationality. (calculation costs incorporated) \%


{\% \%

{\% \%}

{\% coherentism: seems to have that \%


{\% coherentism: seems to have that \%


{\%


{\% conservation of influence: seems to argue that a fundamental goal of science is to find invariants: constant mathematical relationships that hold between different variables (Simon, 1990). \%


{\%


{\% Although most replications of the uncertainty effect of Gneezy, List, & Wu (2006) did not find it, this paper apparently does. It also uses the uninformative term “uncertainty effect” for the phenomenon. The term internality, used by Luce and others, is better. The paper uses the term direct risk aversion to designate an aversion to risk irrespective of outcomes, putting that forward as the main explation. \%


{\% PT/RDU most popular for risk: PT is most cited in economics. \%}
Imagine that journals only accept significant results (publication bias), and other than that all rules are satisfied (no p-value hacking for instance). What is the real value of a p-value? If for all studies a single (containing only one parameter) null hypothesis $H_0$ is true, then there will be equally many p-values between 0.05 and 0.04 as between ... 0.01 and 0.00. So, their distribution is homogenous. The more the alternative hypothesis is true, the more skewed it will be. We can observe the distribution of p-values published in the journal, and then, making all kinds of distributional assumptions, can do simulations that reproduce that distribution of p-values, and then see what the real p-values are to correct for the publication bias. One problem is that this correction does not handle p-hacking and even may reinforce the distortions due to p-hacking.


Use Mazur (1987) discounting function, use hypothetical questions, assume linear utility, and fitted data at an individual level, for $N = 17$ subjects. Did two measurements separated by one week, and found stable results.

{\% Writes that EU is normative and nonEU may only be “shortcut,” so, not right to be used for policy making. \%
}


{\% \%
}


{\% Theoretical textbook on Bayesian statistics, with introductory chapters on decision foundation of Bayesian statistics. \%
}


conservation of influence: discuss intentionality \%
}


{\% Paper presented at FUR VII conference in Oslo, 1994 \%
}


{\% This paper assumes the Anscombe-Aumann model, where maxmin EU was axiomatized by Gilboa & Schmeidler (1989). What this paper adds is a necessary and sufficient condition for a prior to be contained in the set of multiple priors. Such a prior is characterized by the existence of a convex subset of acts such that on this convex subset EU is satisfied w.r.t. the prior, and such that there is no other probability measure with respect to which this holds. In the main result,
axiom 6 (no local hedging in the sense that for each sequence of acts converging to an act there is a subsequence of acts that, loosely speaking, provide no hedge against each other) characterizes the existence of a finite coverage of acts such that within each coverage, EU holds.

While this paper characterizes whether or not a single probability measure is contained in the set of priors, it does not provide a verifiable characterization of the set of priors. For the latter one would have to check for every single probability measure whether or not it is contained, which is an infinite task. The author formulates this point in Ghirardato & Marinacci (2012 p. 2832) as: “that plausible priors are identified individually, rather than as element of a set.”


“Ultimately, however, I think NW’s critique can be interpreted constructively by proponents of ambiguity. NW’s paper does show that it is difficult to debate the appeal of different approaches to dynamic choice under ambiguity from a purely abstract (“normative”) point of view. New empirical and experimental evidence concerning how individuals actually behave in dynamic situations under ambiguity may provide more effective guidance for theoretical development in this exciting field.”


\[ V(f) = EUP(f) + A\left(\left(E_P(\zeta_i(s)u(f(s)))\right)_{0 \leq i \leq n}\right) \]

where \( \zeta_i \) is a random variable, density of a signed measure if you want, with P-expectation 0, and the dot following \( \zeta \) denotes inner product. Because \( \zeta \) has P-expectation 0, the inner product gives the P covariance between \( \zeta_i \) and \( u(f(s)) \). Can simplify some by taking \( \zeta \) and P together as just one signed measure with
total measure 0. (Keeping absolute continuity w.r.t. P in the back of one’s mind, primarily to avoid violations of monotonicity.) The \( \zeta \) depend on the states and not only on their probabilities implying that we do not have probabilistic sophistication. A deviation from probabilistic sophistication is needed to accommodate Ellsberg. \( A(x) = A(-x) \) for all \( x \in \mathbb{R}^n \). So, A is a generalized Absolute value function. The idea is that each \( \zeta_i \) captures an informational interaction (ambiguity) between events. And that A is mostly negative and punishes for variance over ambiguous events. So, in Ellsberg 3-color with red know color and black and yellow the unknown colors, P assigns 1/3 to all colors, \( \zeta(R) = 0, \zeta(B) = 1, \zeta(Y) = -1 \), and A punishes for nonzero covariance with \( \zeta \).

Big descriptive problem of the model is that \( A(x) = A(-x) \) excludes inverse-S because, with outcomes in utils, for an unlikely event E the prospect 1E0 is undervalued as much as 1Ec0 is (turn 1E0 into \(-1E0\) and then use weak certainty independence to add 1 util to all outcomes, which does not affect A), whereas inverse-S implies that the former is overvalued but the latter is undervalued. This makes the model descriptively problematic (in addition to the problems of the Anscombe-Aumann model).

The \( \zeta \)s are not unique but become so if sharpness is imposed: then they are required to be orthonormal (linearly independence + orthogonality) and to assign value 0 to any crisp act (crisp means informally entailing no ambiguity or hedge against it, formalized by being replaceable in any mixture by its certainty equivalent).

The model can be related to anchoring and adjustment à la Einhorn & Hogarth (properly cited by the author on p. 802). The model chosen here with interaction captured through inner product with complementarity between positive and negative part of \( \zeta \)s primarily captures n “binary” complementarities in a natural way. If the urn contains k exchangeable ambiguous colors with \( k > 2 \), then I don’t see an easy way to model this. Maybe many \( \zeta \)’s must be defined (for each color one?) and A must capture the k-interactions? Not clear.

The axioms characterizing the model are some usual ones: weak ordering (A1), monotonicity (A2), continuity in outcomes (A3), nondegeneracy (A4), weak certainty independence (A5: only mixing with sure prospects to give independence under translations but not under rescalings), monotone continuity
(A6) to give countable additivity of P, a probably redundant Complementary translation axiom (A8; only needed to handle two-sided bounded utility), and the crucial axiom of Complementary independence (A7), which I reformulate:

Assume that f and f* are complete hedges (their sum is constant as is their 50-50 mixture; the author calls it complementary), and so are g and g*. Assume that f ~ f* and g ~ g*. Then for all mixture weights α,

$$\alpha f + (1-\alpha)g \sim \alpha f^* + (1-\alpha)g^*.$$  

Key in this model is pairs of acts that are perfect hedges (complementary) for each other, meaning that they sum to a constant act. Particularly useful are such pairs if they are indifferent (obtainable by adding constant utility to the worst of a pair of perfect hedges). Then their sum gives a constant act equal to the value of the two acts if EU were to hold; i.e., if A were 0. How much this constant act exceeds the certainty equivalent of the acts is how big −A is. Thus we can measure the EU functional and also A. Being able to measure EU means that we can also measure P. Complementary independence will ensure, I expect, that the P measured this way is additive.

The model holds together with CEU (Choquet expected utility) if and only if there is a probability measure P such that, with W the weighting function, W underweights each event as much as its complement: \(W(E) - P(E) = W(E^c) - P(E^c)\) for all events E. This property contradicts inverse-S.

More ambiguity averse results are derived implying same subjective probability P and utility u, characterized by one A function always dominating the other.

**biseparable utility violated**: The model is not biseparable utility, although it does intersect with the latter (see above intersection with CEU). The main reason is that the function A can be too general and nonlinear. For example, take \(S = \{s_1, s_2\}\), payment in vNM utility (for instance prizes are [0,100], u is the identity on prizes, and for known probabilities we have EV). \(p_1 = P(s_1) = p_2 = P(s_2) = 0.5\), and only one \(\zeta_0 = \zeta\), defined by \(\zeta(s_1) = 1/3 = -\zeta(s_2)\). \(A(\alpha) = -|\alpha| \text{ if } |\alpha| \leq 37/3\), and \(A(\alpha) = -|\alpha - 37/3|/2 - 37/3 \text{ if } |\alpha| > 37/3\). It means that, as long as outcomes within an act differ by no more than 37, then we have RDU with linear utility and \(\pi(s_j)^b\) (the decision weight of state \(s_j\) when having the best outcome) = 1/3 and \(\pi(s_j)^w\) (the decision weight of state \(s_j\) when having the worst outcome) = 2/3. In other
words, \( W(s_1) = W(s_2) = 1/3 \). If the difference in outcomes exceeds 37, then whatever the best outcome has more than the worst + 37, is weighted only half as much. Then (using stimuli of Wakker 2010, §4.1) we have, with \((x_1,x_2)\) denoting the act that yields vNM utility \( x_1 \) under \( s_1 \) and \( x_2 \) under \( s_2 \),
\[
(38,1) \sim (24,8) \quad \text{and} \\
(24,1) \sim (10,8)
\]
implying, in Wakker’s (2010, Eq. 10.5.2) notation, \( 38 \ominus 24 \sim_{tc} 24 \ominus 10 \).

However,
\[
(39,0) \sim (24,7) \quad \text{and} \\
(24,0) \sim (10,7)
\]
imply \( 39 \ominus 24 \sim_{tc} 24 \ominus 10 \). We have a violation of rank-tradeoff consistency (Wakker 2010 Def. 10.5.5), and RDU is violated by Wakker (2010, Theorem 10.5.6). 


{%
**dynamic consistency:** favors abandoning time consistency, so, favors sophisticated choice; %}


{%
Proposes a variation of sequential rationality in sequential games, involving trembling hand assumptions and the strategy method, also giving a new way to elicit preferences and beliefs off the equilibrium path. %}
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%
%
%
%
%
%}
interval I of “threshold” prices such that any agent should buy at a price smaller than every \( p \in I \), sell at a price greater than every \( p \in I \), and \textit{do nothing at any price} \( p \in I \). Indeed, since the buying or selling at any \textit{arbitrage-free price} could lead both to a loss or to a gain, the attitude of the agent toward risk must be taken into consideration to decide what he should do at any such price. Intuitively, the interval of threshold prices should depend on the investor and his initial wealth, and it should be contained in the interval of arbitrage-free prices. The classical approach in mathematical finance is to assume that the preferences of the agent are determined by the maximal expected utility \( u(x, q) \) that he can obtain by investing in the market an initial capital \( x \) if holding an endowment consisting of \( q \) illiquid contingent claims. Pricing rules derived from \( u(x, q) \) are called utility-based” [italics from original] \%


Already proposes, in §3, a variation of the symmetrical Choquet integral à la prospect theory. Here the 0 outcome plays a central role, with an integral symmetrical about it. The negative part is integrated with respect to the dual capacity; i.e., it is the PT functional with reflection that also appeared in Starmer & Sugden (1989). Lemma 6.(i) explains that this integral is a sum of the positive and negative part. Does not refer to Choquet, apparently did not know it? \%


\textbf{probability communication} & \textbf{ratio bias}: Reconsider Pighin et al. (2011), who argued that 1 in X is a bad way to communicate risk. This paper does a more extensive study and finds that the effect is weaker than in Pighin et al., but is existing. \%


**criticisms of Savage’s basic framework:** Takes acts and events as primitive, consequences are act-event pairs. In beginning of paper, value of consequence can depend on counterfactual consequence and context, leading to a general model (Theorem 1) that can accommodate regret, disappointment, and most other things. §4 considers additive aggregation that in itself does not yet seem restrictive but in presence of “separability” (which does not relate solely to global prefs so might better be called something like forgone-branch independence (often called consequentialism)) it becomes restrictive. It results from making the structure preferentially isomorphic to Debreu (1960). The appendix extends to infinitely many events. Because the model is in fact state-dependent utility, the probability measure, which is indeed used, is pointed out to identify only null events (Example 1, (a), in the appendix, p. 362)

The technique is as follows. A general model is assumed for DUU. A substructure is assumed, however, that satisfies the SEU assumptions (say; in fact, the paper does it for state-dependent SEU). Say the substructure concerns all acts with monetary outcomes and here SEU is satisfied. Let us call this substructure the canonical structure. Next, for a general act where all interactions whatsoever between outcomes are permitted, we make a corresponding canonical act that is such that for each state of nature it yields the monetary amount that is equally good for that state of nature as the outcome resulting there for the general
act. In this manner, the SEU representation from the canonical structure is extended to all acts, while permitting for all interactions thinkable. \%


\% **tradeoff method:** it builds on his 1997 Econometrica paper but restricts the additive (state-dependent) functional there further by means of an indifference tradeoff consistency condition (Axiom A10, p. 257), to obtain an SEU model. \%


\%


\% Has a nice variation of the Anscombe-Aumann framework with a finite roulette-event space and a finite horse-event space, and uncertainty joint. The resulting product structure of the state space can nicely be used. One can better discuss the order of resolution of uncertainty (done in final para of main text, p. 73). Assumes quasi-convexity/uncertainty aversion. Weak certainty independence now more clearly amounts to constant relative risk aversion. The paper examines the role of weak certainty independence in detail. The sure-thing principle together with weak certainty independence imply SEU with log-power utility. This is proved in Appendix B.1, but it had been known before (Blackorby & Donaldson 1982, *International Economic Review*; Corollary 1.1; Wakker 1989, Theorem VII.7.5). The main Theorem 5 (p. 65) embeds this in a maxmin EU framework.

Theorem 11 has an SEU representation with power utility both for horses and for roulette, but they are only linked through an ordinal monotonicity and CE substitution, so they can have different powers, leading to source-dependent SEU (event/outcome driven ambiguity model: outcome-driven). Can refer to this as Skiadas’ source-dependence CRRA model. The author assumes the usual (but restrictive!) monotonicity of Anscombe-Aumann, called R-monotonicity here, meaning that we condition on horses. This result can, therefore be taken as
recursive expected utility in the Anscombe-Aumann framework, which is the smooth ambiguity model but with the two stages exogenous.

**criticism of monotonicity in Anscombe-Aumann (1963) for ambiguity:** P. 63 penultimate para, l. 6 writes, appropriately on monotonicity in the Anscombe-Aumann framework, called R-monotonicity here: “This is not an innocuous assumption”


The paper is a variation of Epstein-Zin by having several sources of uncertainty and then “local” EU, within each source, with a source-dependent utility function. It is like Chew et al.’s (2008) source-dependent EU. **(source-dependent utility)** **(event/outcome driven ambiguity model: outcome-driven)** Time separability is assumed. This is like Abdellaouei et al.’s (2011 American Economic Review) source method, with local within-source but no global between-source probabilistic sophistication. The author assumes SEU within each source and captures source preference (my term) through source-dependent utility, as in the smooth model.

I regret that, if there is source-dependence of preference, the author calls it different risk attitude. If a first source has more concave utility than a second (so, lower certainty equivalents), the author says that the first source has more risk aversion. This same unfortunate terminology was used by Chew et al. (2008) and Kilka & Weber (2001). It may be easier to sell to noninitiated audiences at first acquaintance, but this terminology cannot survive. Risk attitude should only concern known OBJECTIVE probabilities. The difference between the unknown and the known Ellsberg urns is due to ambiguity attitude, and not due to changed risk attitude.

In the axiomatization, SEU within each source comes from separability giving state-dependent SEU, and then constant relative risk aversion which is known to then imply SEU (Wakker 1989-book Theorem VII.7.5), and give CRRA (logpower) utility.

This book follows Keynes (1937) (more than Keynes (1936) general theory, which is what Paul Krugman seems to prefer). Most of economics assumes that uncertainty can be reduced to risk, so that we can calculate expectations, correlations, and so on with certainty, and can use Lucas’ rational expectations. The efficient market hypothesis is based on it. A spokesman of Goldman Sachs’ (chief financial officer David Viniar ?), seems to have declared August 17 2007, at the beginning of the financial crisis, that events were occurring that according to the best models around should happen once in $10^{140}$ times. It shows that uncertainty isn’t like risk, a point raised forcefully before by Keynes (1921) (better than Knight 1921), and reiterated by Keynes (1937). The author even argues that macroeconomics should be dedicated to the study of uncertainties that cannot be reduced to risks. 


**conservation of influence:** Deviates from Watson’s behaviorism, who took living beings as no more than mechanistically reacting to stimuli, and added to that “operant gedrag” where the living being has influence. That is, Skinner added agent’s influence! 


% Seems to be last text he wrote, knowing he would die. It is a very opiniated text, arguing against the cognitive approach and favoring behaviorism. So, he wants to keep things simple at the level of directly observable phenomena and predictions directly in terms of them and their (cor)relations. Wants no abstractions such as cognitive concepts. I did not understand several parts, conjecturing that they are not clearly written. In several parts he puts up straw men. His expectations of neurology are naïve, and of a physicism-ubiquity-fallacy type. Thus, p. 293 end of para –3: “In a behavioural account the whole organism responds, and it responds to the world around it — for reasons which neurology, not cognitive science, will eventually discover.” P. 295: “What is happening inside is a question to be answered by neurology, with its appropriate instruments and methods.” P. 300: “Cognitive science is often only premature neurology.” *(ubiquity fallacy)*
P. 294 has a nice text: “Mrs. E. Craster (d. 1874) suggested that when the toad asked the centipede: ‘Pray, which leg goes after which?’ the centipede worked her mind to such a pitch/She lay distracted in the ditch/Considering how to run.”

P. 295: “A similar mistake is made when cognitive psychologists call operant behaviour purposive or goal-oriented. Features suggesting direction toward a goal are the products of consequences experienced in the past.” (conservation of influence) and p. 300: “I accuse cognitive scientists of reviving a theory in which feelings and states of mind observed through introspection are taken as the causes of behaviour rather than as collateral effects of the causes.”


{\% probability intervals: pp. 192-193 mentions the difference between multiple priors and interval probabilities. Unfortunately, it takes combinations of Dempster-Shafer belief/plausibility functions, and of convex-concave capacities, as an example of interval probabilities. This is not formally incorrect, but can be confusing because, if the concave capacity is to be taken as the dual of the convex one (similarly as a plausibility function is the dual of the belief function), then the convex capacity alone captures all the info, and this capacity can in turn be related uniquely to a set of priors. So, this is a case where the interval probabilities can be uniquely related to multiple priors, and the two models are not fundamentally different. Essential differences do arise if we relax some assumptions, such as allowing for nonconvex-nonconcave capacities. Full generality is achieved if we further allow the lower capacity not to be the dual of the upper capacity. \%}


{\% Seems to argue that the difference between known objective probabilities and unknown subjective probabilities is there but only so with updating, which is also my opinion. (updating: discussing conditional probability and/or updating) \%}


Skyrms distinguished the balance of evidence and the weight, arguing that the latter can matter, and it underlies the modern ambiguity theories. This paper seems to argue that that weight of evidence indeed plays a role, but only when it comes to the dynamic point of updating. This is surely my opinion. Weight of evidence plays no role in static decisions, but in updating. The term “resilience” seems to refer to this idea. (updating: discussing conditional probability and/or updating)

The authors observe that addition of ratio scales is not meaningful, but multiplication is, with one or two more observations of this kind. These observations are the contribution of this paper. It adds many nice, but basically unrelated, classical citations.


Patients will accept more risks to choose for chemotherapy than doctors/nurses will recommend. (Explanation I suggest: doctors & Nurses care more about costs/time which means, indirectly, interests of other patients.)


utility depends on probability: seem to argue that in sports the utility of a result depends on its probability.


real incentives/hypothetical choice: For gain-loss gambles, more risk aversion for real payment. Gives nice early references. Feather (1959), for one, preceded this study.

All gambles have one gain and one loss. Participants are more risk seeking for hypothetical lotteries than for real-payment lotteries. Not clear if this is caused by loss aversion or by other factors of risk aversion.

losses from prior endowment mechanism: Participants received $1.50 prior to participation but could lose more. Participants in real play did play several of the gambles, so there is an income effect.


Seems to argue against risk-aversion as a generalized characteristic of individuals, invariant over different settings.


Seems to argue against risk-aversion as a generalized characteristic of individuals, invariant over different settings.


Shows choice-matching discrepancy. Introduces prominence effect. Argues that probability is the prominent attribute in lotteries with one nonzero outcome.


Factor analysis and review of introspective perceptions of riskiness. P. 282 l. 4: people are willing to take 1000 times greater risk if due to voluntary activities...
than involuntary hazards, given same benefits. (violation of risk/objective
probability = one source) %}


{%- Easy, accessible review of preference reversals and constructive viewpoint; cites
Maclean (unpublished) for medical decision making who argues that preference
measurement should be more involved and interactive than the normal approach.

P. 369 writes, on the prescriptive purpose of preference construction:
“truth ultimately resides in the process, rather than in the outcome.” %}


{%- %}

Earthscan, London.

{%- risk averse for gains, risk seeking for losses. Find that stating a problem with
risky losses as an insurance question, changes risk seeking attitudes into risk
aversion attitudes. (insurance frame increases risk aversion) %}

Slovic, Paul, Baruch Fischhoff, & Sarah Lichtenstein (1982) “Response Mode,
Framing, and Information-Processing Effects in Risk Assessment.” In Robin M.
Hogarth (ed.) *New Directions for Methodology of Social and Behavioral Science:
Question Framing and Response Consistency* no. 11, 21–36, Jossssey-Bass, San
Francisco.

{%- PE higher than CE: Study 5 shows that probability equivalent method gives
higher utility than certainty equivalent method

Pp. 22-23 suggest that probability is a “prominent dimension” in choices
between one-nonzero-outcome-gambles: “In terms of the prominence factor, the more
important dimension (i.e., probability) is expected to loom larger in choice than in either matching
procedure... both compatibility and prominence are present in the data.” This is contrary to


Seem to say that small probabilities can be ignored. Seems to have: insurance frame increases risk aversion


survey on nonEU

Perhaps the most important of these activities is problem structuring.

ubiquity fallacy: p. 674: “Perhaps the most important of these activities is problem structuring, in which the decision maker specifies the possible actions, the states of the world relevant to the decision, and the outcomes contingent on both the chosen action and the states of the world that can occur.” Although the authors suggest that this is a text on general decision making, they only consider decision under uncertainty, and, narrowing further, then only the Savage way of structuring it. criticisms of Savage’s basic framework: it is the opposite here. The authors do not even know that Savage’s framework is not the only one.
P. 675 lists some experimental studies into subjects’ structuring of a problem.
P. 699 lists falsifications of moment-based decision theories.
P. 699 discusses a forgotten nonEU theory, developed by Coombs: Preferences are determined by two things. 1. EV; 2. a perception of riskiness (seems to be assumed single-peaked in some sense)
lists falsifications of moment-based decision theories.

**risky utility** \( u = \text{strength of preference} \ v \) (or other riskless cardinal utility, 
**often called value**): p. 714 and many other parts follow this idea.

Pp. 717-726 have a nice line: first models called algebraic. Then models with the term process contained. P. 718 top discusses paramorphic modeling.

P. 628: “Deeper understanding of framing effects, which used car salespeople have had for a long time and psychologists are beginning to acquire, …” McFadden (2006 p. 12) has a similar text on people from hotelling. %}


{% No real incentives, only hypothetical.

In Allais paradox (also Ellsberg paradox), the authors present participants with arguments for/against Savage/Allais. Some more are convinced by Allais’ arguments than by Savage’s. The authors conclude that Savage’s sure-thing principle is not as generally convincing to people as has been thought before. The authors never state explicitly what their own personal opinion is on the normative status of the axiom. This paper reacts to a similar study by MacCrimmon (1968) that did find most participants convinced by Savage’s axioms.

Curley, Yates, & Abrams (1986) also gave subjects arguments for and against ambiguity aversion, after which 80% wanted to be ambiguity averse. %}


{% Stigler (1950) is enthusiastic about this paper.

**coherentism**: p. 1 (where “it” refers to economics) “we must make it completely independent of psychological assumptions and philosophical hypothesis.”
According to Stigler, §V, just above A., with Slutsky’s development, introspection no longer plays a significant role in utility theory. He, obviously, makes this claim for economics. 

Slutsky, Evgeny E. (1915) “Sulla Teoria del Bilancio del Consumatore,” Giornale degli Economisti series 3, 51, 1–26. Translated into English by Olga Ragusa (1952) as:


As nice as its title says. Expectation is projection on constant functions, so, special case of conditional expectation, etc.


People give more donations to dramatic castrophes such as earth quake than to bigger catastrophes such as malaria because they, because of reference point effects, perceive the former as bigger than the latter.


Seems to be the first publication explaining Smet’s pignistic transformation and giving its justification.


{P. 44 seems to argue for diminishing marginal utility. %}


{coherentism: They argue/show that preferences can be predicted from neurodata. P. 2 writes: “Furthermore, since there may also be stable relationships between real choices and a much broader class of nonchoice variables, there is no a priori reason to limit a prediction exercise to elicited preferences.” They use the nice term nonchoice variables. This general point was also central in Abdellaoui, Barrios, & Wakker (2007). %}


{Has the concept of utility, between Bernoulli (1738) and Bentham (1789).

Put forward the famous water-diamond paradox; i.e., the paradoxical difference between value in use and value in exchange. Water exceeds diamond as regards the former but not the latter.

**equate risk aversion with concave utility under nonEU:** Smith does not do this but clearly distinguishes.: Book I, Ch. X, §1 on risky choices between “lotteries” is interesting. Bréban & Lapidus (2019) nicely argue that Smith assumes diminishing marginal utility (1759-1790) “The Theory of Moral Sentiments” [1976 edn., p. 44 seems to be clear on it) but risk seeking, which is a good motivation for RDU. Smith clearly ascribes the risk seeking to overestimation of chance of good fortune. “The chance of gains is by every man more or less overvalued, and the chance of loss is by most men undervalued.”

**inverse-S** (although it does not specify small probability as relevant to inverse-S) P. 210 seems to write: “That the chance of gain is naturally over-valued we may learn from the universal success of lotteries … The vain hope of gaining some of the great prizes is the sole cause of this demand. The soberest people scarce look upon it as a folly to pay a small sum for the chance of gaining ten or twenty thousand pounds.”

Smith nicely distinguishes probability overestimation from overestimating own abilities, and seems to write: “The over-weening conceit which the greater part of men
have of their own abilities, is an antient evil remarked by the philosophers and moralists of all ages. Their absurd presumption in their own good fortune, has been less taken notice of. It is, however, if possible, still more universal. There is no man living who, when in tolerable health and spirits, has not some share of it. The chance of gain is by every man more or less over-valued, and the chance of loss is by most men under-valued, and by scarce any man, who is in tolerable health and spirits, valued more than it is worth.” (pp. 124-5)

On other-regarding preferences, seems to write: “How selfish soever man may be supposed, there are evidently some principles in his nature, which interest him in the fortune of others, and render their happiness necessary to him, though he derives nothing from it except the pleasure of seeing it.”


dynamic consistency: Examines errors induced by failing to account for possibilities to borrow and lend in risk analyses of cash flows. It is a nice case where the timing of the resolution of uncertainty can rationally matter because of intermediate decisions.


Assume the usual QALY model, but add that in addition to health quality per se, there are other things, being consumption of commodities. The model is L-QALY = \( \sum q_i u(c_i) \), where \( q_i \) is quality of life index, \( u(c_i) \) utility of consumption of commodity bundle \( c_i \), and the person can enjoy the latter only partially, part \( q_i \), if in impaired health state. L-QALY designates life-QALY as opposed to health QALY. Analyze some optimization problems under this model.

Figure 14 has decision tree for aneurysm. Maybe: simple decision analysis cases using EU %


Conservation of influence: flexibility is future influence.

They use a consultancy with an oil/gas company to compare standard option pricing techniques (where often a discount rate higher than the risk-free market discount rate is used to reflect extra risks borne) and decision analysis techniques, and show how to integrate them.

P. 15 endnote 6: discusses as-if risk-neutral evaluation by market in presence of risk aversion.

The paper illustrates several points for applied decision analysis:

(1) The major issue in practice is to get the right model.

(2a) One should pay attention to future decision options (“flexibility;” (P. 1 1st column l. –4 and throughout).

(2b) The finance techniques of pricing the future choice flexibility of options can be useful to evaluate future decisions.

(3) One has to trade off completeness of a model and tractability. (P. 3 2nd
column 2nd para, that Figure 2 is much too large. 3rd para about 52,500 end points in simplified tree. P. 4 2nd para, discussing for instance getting amount of computer programming).

(4) When to use market expectation and when own subjective (p. 9 2nd para penultimate para). P. 9 l. –3: option valuation for market risks and DA for private risks.

(5) Iso lognormal distributions assumed in finance, here mean-reverting distributions were better (p. 6 2nd para). This reduces the impact of incorporating flexibility (p. 7 1st column l. –3). %}


{\% %}


{\% P. 570: 60% of decision analysis applications is in health. %}


{\% When choosing a best option, its expected utility is usually overestimated (the optimizer’s curse), so that usually some disappointment will follow. %}


{\% Made brain scans of participants (N = 9, all medical students) while doing Ellsberg paradox etc. These participants had electrodes in themselves and got radio-active liquids injected every two minutes ...}

**risk averse for gains, risk seeking for losses:** This they find, the participants are risk averse for gains and risk seeking for losses when probabilities are known. Figure 2 shows more risk aversion for gains than risk seeking for losses.

**ambiguity seeking for losses:** They do find less ambiguity avoidance for losses than for gains, but participants are still ambiguity averse also for losses.
The reason may be, first, the contrast effect, the choice is directly between known and unknown probability. There is a second reason: Participants cannot choose their color in the unknown urn, so they may be suspicious (suspicion under ambiguity). This also occurred in Lan, Cherng-Horng, Peter Ayton, & Nigel Harvey (2010).

reflection at individual level for ambiguity


To what extent desires (motivated or not, normative or not) are causes of acts.


Is Regret Theory an Alternative Basis for Estimating the Value of Health care Interventions?


P. 324 & 325: Considers EU to be normative. But does not want to qualify deliberate violations to be mistakes.

event/outcome driven ambiguity model: outcome-driven: The title already indicates this. Further, p. 325 writes: “But I do not care for the probabilistic interpretation of the violations. To me probabilities are probabilities in the sense of nonnegativity, additivity and the property of the unit measure over the whole event space. I grant the right of a man to have systematic and deliberate preferences for rewards based on dice game contingencies over the same rewards based on Dow-Jones stock price contingencies. But if he insists also that he is less than certain that the Dow-Jones average will either rise or not rise by five points or more tomorrow, then so far as I am concerned he is now making a “mistake.” He does not understand what is (or should be) meant by probability. He is entitled to his tastes, but not to any new definitions of probability.”

P. 325, on Ellsberg-like situations: “…, there may be real or imagined elements of skill which increase or reduce the subjective value of the outcomes “lose” or “win.”” So, he thinks that in, say, Ellsberg two-color paradox, the utility of an outcome can be lower if it results from a color from the unknown urn than from the known urn. I find this a very very weird idea. In the same way as Smith writes on p. 325 l. 6: “probabilities are probabilities” I will say “a dollar is a dollar” where “is” is in
the sense of giving the same utility. You can do the same with a dollar if you have it after a black ball from a known urn as after a black ball from an unknown urn. Then he brings in, on p. 325 2/3, the competence effect, with social effects of being blamed brought in.

**second-order probabilities to model ambiguity**: p. 329 closing para, suggests that ambiguity is the same as 2nd order probability. %


---

{% real incentives/hypothetical choice

Kachelmeier & Shehata say: the “dominance postulate” has induced incentives in the economics literature (clarified in Smith & Walker, 1993). %


---

{% https://www.jstor.org/stable/1812014

Quite frequently cited, and sometimes given a sort of bible status. But I think a weird paper. It formulates conditions for microeconomic experiments:

- **saliency**: rewards should be linked to actions of participants;
- **Payoff dominance**: reward structure dominates (subjective) costs of participation (e.g., calculation costs).

The paper is best understood from an historical perspective. Smith wanted to convince mainstream orthodox classical theoretical economists that experiments are to be taken seriously. So he wanted everything to look solid and strict. This is why he had an obsession for calling experimental economics “science” rather than research. And this is why this paper puts up formal observations and theorems. And precepts. I do not find them useful. In many situations, a precept is trivially satisfied and then no need to think about it. In other situations, the precept is violated, but then it just is no good. For instance, Precept 1, nonsatiation, requires monotonicity of utility in payoff. But if we study a payoff that is not monotonic, such as amount of wine drunk per day (utility first increasing, then decreasing), then it is just not satisfied. No reason to forbid studying such. Or privacy, where subjects are supposed not to know the payoffs...
of others. Well, in game theory we usually want all payoffs to be common knowledge. Or we want to study reactions to repeated payoffs given to others. %}

American Economic Review 72, 923–955.

{% P. 159, footnote 8, argues for a behavioral preference assumption (constant relative risk aversion) that market data are not well suited to refute it because they are too complex:

I have been asked: “How do you react to criticisms which say that from market data we can reject the assumption of constant relative risk aversion? We can look at how individuals change their portfolio with wealth, and it does not conform even to a much looser specification of the utility function? Why test a theory which has been rejected by market data?” Here are my reactions. (1) We can’t reject the theory from this kind of market data. The data tells us how portfolios change with some measure of “wealth,” confounded with changes in time, income, expectations, information, unmeasured probability assessments, and so on ad infinitum. We can’t learn what we want to know from this sort of exercise independently of some rigorous tests, although market evidence and experimental evidence can illuminate each other. (2) … (3) [(2) and (3) describe two empirical findings that do support constant relative risk aversion] (4) Constant relative risk aversion need not be valid over the entire interval of positive income to yield predictive accuracy over the relevant range of observations. Probably no functional form will be satisfactory everywhere.

P. 164 argues that the vNM axioms do not speak to what the outcomes are, apparently taking EU as branch of abstract mathematics rather than as an empirical science:

“The axioms of the theory do not tell us what the prizes are.” %}


{% real incentives/hypothetical choice; advances the experimental-economics arguments. Is sometimes highly critical of psychologists, in particular Kahneman & Tversky. For instance, footnote 5 cites a referee saying: “It seems to me that the psychologists have not done their homework.” Such aggressive and unworthy texts have
contributed to the inefficient animosity between experimental and behavioral economists that arose in following decades. %}


{\% Discusses, a.o., the Duhem-Quine problem: result of experiments can always have been distorted because of confounds due to other assumptions presupposed. %}


{\% %}


{\% real incentives/hypothetical choice: paying participants reduces variance %}


{\% %}


{\% A pop singer and movie star.

conservation of influence: seems to have written on twitter: “If you got a problem, try to fix it. If you can’t fix it, it’s probably not your problem.” %}

Smith, Will

{\% Conflicting evidence is if two experts give different probability estimates. I want to add that special attention should be given to a case where one expert estimates an extreme probability 0 or 1. Say one expert says p = 1 and the other p = 0.8. Then it is natural that subjects give more weight to the sure expert, and taking the probability-midpoint 0.9 as representative of this state of info is not reasonable. Provided subjects with hypothetical info in the form of interval estimates, and
asked them to judge introspectively what constituted conflicting evidence, what ambiguity, what uncertainty, and so on. %}


intuitive versus analytical decisions; computer program outperforms professional purchasing managers in predicting likelihood of purchasing transactions. %}

{\% anonymity protection \%


{\% Some theorems where ambiguity averse people will like reduction of ambiguity and the info that generates it, but ambiguity seeking people may not like info that reduces ambiguity. Uses KMM model.

P. 134 considers only complete info when discussing info for risk. The claims presented in this paper only consider particular forms of info. For example, for each violation of EU there are situations of ambiguity aversion, but those are not considered in this paper (cf. footnote 5).

P. 136 2nd para: Note that p. 1863 of KMM only writes that their measure $\mu$ is subjective and not objective, and not in general. The concluding sentence argues that for banking policies such as the recent appointment of Ben Bernanke, the direct effect on welfare is determined by the value of changing ambiguity and that we can infer this from the mathematical formulas of this paper. \%


{\% The author uses recursive expected utility. P. 30 argues that Choquet expected utility cannot separate ambiguity from ambiguity attitude, but this is not so. There are similar discussions of related models. \%


{\% Seems to find violation of RCLA. \%}

{% Use data on bets on US horse races between 1992 and 2001 to test whether utility curvature alone, or probability weighting alone, better fits the data, and find that it is the latter. More precisely, for merely the data from win bets, both models can fit data equivalently, but for predictions in wider sets probability weighting does better, confirming prospect theory.  

**dynamic consistency & RCLA:** They are well aware of the problematic nature of this for nonEU. They argue empirically for backward induction and violation of RCLA. %}


{% cognitive ability related to discounting: they have it in tables, but do not discuss it much.  

cognitive ability related to risk/ambiguity aversion: they have it in tables, but do not discuss it much.  

Impressively big experiments. n ≈ 800, 90% of all CalTech students, n = 97 self-selected student sample, a n = 1000 representative sample from the US population, and an n = 995 MTurk sample. Measure many decision attitudes, e.g., risk aversion (from choices and introspectively), discounting, overconfidence, altruism, over-precision, attitudes towards race and gender, several games, cognitive measures (Raven matrices & cognitive reflection). Compare between-sample differences and correlations.  

This paper focuses on between-group comparisons. Many other interesting things can be studied in this beautiful data set. I trust that that will come in follow-up papers.  

They usually find the student populations and representative samples most extreme opposite, and M-Turk in between, closer to representative sample. Students are less noisy,  

Although averages between groups are different, correlations and comparatize
statics usually are the same, though sometimes insignificant due to noise.
No observer effect (students in lab versus being observed by experimenter). Other
studies on accountability did find differences.
Self-selected students are slightly less generous, more risk averse, more likely
to lie, and better in cognitive tests. These differences are statistically significant
but small in size.


of Mind and Behavior 14, 145–154.


Sobel, Joel (2005) “Interdependent Preferences and Reciprocity,” Journal of
Economic Literature 43, 392–436.

Microeconomics 1, 60–67.

Microeconomics 1, 60–67.

{\% Considers Newcomb’s problem. %}


{\% %}


{\% %}


{\% foundations of statistics %}


{\% Parody on nonsensical bluffling texts. %}


{\% Nice that the author knows Theorems 7.1 & 7.2.2 in Luce & Narens (1985), showing that RDU is the most general interval scale for two states of nature. Many further results are given, using the n-point homogeneity and n-point uniqueness of Luce & Narens. Related results are in Ghirardato, Maccheroni, & Marinacci (2005) but they don’t state them as clearly. %}


{\% %}

{\em \% crowding-out:} seems he cannot believe what Titmuss claimed on payment for blood. \%


{\em \%


{\em \% This paper derives analytical results for regret theory, and tests them empirically. The authors decompose the risk premium (taken in the feedback situation) into two premiums: (1) the resolution premium, which is how much the agent would pay for uncertainty not to be resolved (\textit{information aversion}). The rest is the regret premium, which is what he pays extra relative to an expected utility maximizer. In the absence of transitivity, such concepts are tricky to interpret. The experiment confirms earlier findings on regret aversion, but other findings are less clear. \%}


{\em \% \hspace{1cm} \url{https://doi.org/10.1007/s11166-022-09394-9}

\hspace{1cm} \textbf{inverse-S:} confirmed

\hspace{1cm} \textbf{decreasing/increasing impatience:} find both, with decreasing not prevailing though

As the title says, this paper studies the interaction between risk and time. It cites much preceding literature, and adds many refinements. It confirms the general finding that adding time reduces many risk-attitude effects and vice versa.
They find no time dependence of utility, but strong time dependence of probability weighting. In general, they find that models that allow for time-risk interaction fit better (with AIC) than models that have no such interaction. %}


Sonnemans, Joep & Theo Offerman (2001) “Is the Quadratic Scoring Rule Really Incentive Compatible?,” CREED, Dept. of Economics, University of Amsterdam, the Netherlands.


Show that subjects prefer simple prospects more than complex ones. Complexity here is a broad term, where number of timepoints plays a role.

Their first experiment is single-period, and may speak to event splitting. The authors have one preference switch that they claim supports complexity aversion. However, the result is only marginally significant, with 17 switches (of 97 subjects) supporting their hypothesis but 7 going opposite, then have $p = 0.065$. (Footnote 14 writes: The hypotheses that the probability of switching from choosing A in problem I ($I = b, 1, 2$) to choosing B in problem j ($j = 3, 4, 0$) is equal to the probability of switching from B to A is similarly rejected at $p \leq 0.05$.) They claim that “generalized prospect theory” with overweighting of small probabilities cannot explain it, but never define generalized prospect theory, and I guess it is separable OPT. The lotteries are quite different and there can be many explanations. I guess that CPT can accommodate the results.


**free will/determinism**: Subjects could at will push one of two buttons. Whenever they made a decision to do it they indicated so; however, brain activities showed the decision to come some 8 seconds before subjects said they took the decision.


**probability triangle**: Test fanning out in probability triangle. Find that on the border it happens, but inside the triangle, EU is good.


**Argue that observed intransitivities in Loomes, Starmer & Sugden is only random error.**


**Seem to find evidence for quasi-convexity w.r.t. probabilistic mixing, supporting convex probability weighting in RDU.**

{% decreasing/increasing impatience: find constant discounting
real incentives/hypothetical choice: for time preferences: seems to be. %}


{% Newcombs problem; my handwritten notebook p. 407 %}

{% %

{% %

{% %

{% Discusses minsum functions; i.e., multiattribute utility functions that are constructed by min and addition operations, such as min{ x₁, x₂} + x₃. %}

{% Shows how theorem of Kolmogorov is of use for additive conjoint measurement. %}


Spalt, Oliver G. (2011) “Small Chances and Large Gains: Why Riskier Firms Grant more Employee Stock Options,” Dept. of Finance, Tilburg University, the Netherlands.


{% Utility independence is mostly verified. %}


{% %}


{% probability elicitation %}


{% probability elicitation; referaat Rene Eijkemans, april '94 %}


{% This paper seems to give an alternative justification for Jaffray’s updating rule. (updating under ambiguity) %}


{% %}


{% The authors take data from six other empirical studies on decision from description (DFD) and decision from experience (DFE). They do data fitting with a mean-variance-skewness model (MVS), and with prospect theory (PT), the latter with power utility and the Goldstein-Einhorn probability weighting family. %}
The authors point out that PT can also capture preference for skewness. For simple prospect, with 1/2 outcomes, they find for both DFD and DFE that a mix of PT and MVS does best. For complex prospects (2-3 outcomes) in DFD 100% PT is best, and in DFE 100% MVS is best. In DFD, the authors take the observed empirical frequencies as probabilities. They do not discuss that this involves ambiguity.

Note that Hertwig always uses the term “statistical probability” for probability that is not objectively known, and always cites Knight (1921) for this, whereas Knight contributed less to this than Keynes in quantity, and much less in quality.


This paper examines decisions under risk and uncertainty. Decision under risk is done the usual way, what is also called decision from description. Uncertainty is implemented with what is called decision from experience (DFE). It should be noted that the subjects then know that the gambles have objective probabilities (even that those are multiples of 0.05), only those are unknown to the subjects. It is not clear to me whether subjects also know that their samples are IID samples. The authors consider choices between simple lotteries, with no more than two outcomes per lottery, and what they call complex choices, where the two lotteries to be chosen from together involve more than four outcomes. They properly (e.g., p. x+1 bottom) point out that complexity can involve other things, where I add that many outcomes also triggers other emotions such as spit-event effects.

For uncertainty they use what I call the source method, i.e., they assume what I call a-neutral probabilities (have to be additive!) over events and then apply probability weighting functions to these. The authors call it the two-stage model of Tversky and co-authors but this is not correct. They are instead using Abdellaoui et al.’s (2011) source method. Both models consider a decomposition w(P). However, in the source method ambiguity is captured through w, which can be source dependent, and P is additive capturing nothing of ambiguity. In the two-stage model, to the contrary, P can be nonadditive capturing ambiguity, and
w (surely as Tversky intended) is the risky-probability weighting function, not capturing ambiguity. This difference is crucial. This paper captures uncertainty attitude through w and not through P, as in the source method and not the two-stage model.

P. x+11 properly explains that most of the popular ambiguity models in the economic literature are too general, involving for instance sets of priors or 2nd order distributions over 1st order probability distributions. Big question for the source method: where get a-neutral probabilities from? For DFE, the authors consider three candidates: (1) the true objective probabilities (unknown to subjects); (2) subjective introspective assessments of beliefs; (3) relative frequencies observed in the sampling that the subjects did. (2) has been used in what Tversky and co-authors called the two-stage model, apart from (non)additivity as discussed above. They find that (3) works best. (P. x+15 1st para) P. x+10 1st para points out that taking a-neutral probabilities as subjective parameters may be too general and give identifiability problems.

It is remarkable that these psychological authors distinguish between statistical significance and economic significance.

The decision theories that the authors consider are expected utility (EU), new 1992 prospect theory (CPT), separable prospect theory (N-CPT), a three-moment model which is a linear combination of expected value, variance, and skewness, and Blavatskyy’s (2018) generalization of the latter in terms of utility rather than money. Mean-variance is popular in finance but never worked well in decision theory, for one reason because it violates stochastic dominance.

P. x+4 end of 2nd para, to my joy, suggests expected value as normative.

P. x+9 2nd para has a strange text: “If the prospect with a desirable (undesirable) rare outcome is chosen more (less) often in description than in experience, this indicates a description-experience gap. This corresponds to an “as-if” overweighting of rare events in description and an “as-if” underweighting of rare events in experience with respect to the objective probabilities.” [italics added] The italicized part is out of the blue. I think that this was overselling by the field of DFE.

For parametric fitting, the authors use the commonly used power utility and, for probability weighting, the Goldstein-Einhorn family. (They also consider a cubic family but that does not perform well.)

P. x+11 properly points out that most models of ambiguity in the economic
Theoretical models of decision-making under uncertainty (often referred to as ambiguity in the economics literature) are typically extremely complex, for instance, requiring multiple priors over first-order beliefs (e.g., Ghirardato et al., 2004; Gilboa & Schmeidler, 1989) or second-order beliefs over priors (e.g., Klibanoff et al., 2005). These would be computationally expensive in complex decisions from experience as a large set of beliefs would have to be updated dynamically and simultaneously with sampling. Furthermore, to experimentally compare these models is particularly challenging as the multiple priors and/or second-order beliefs need to be inferred or elicited and a learning process stipulated—even the elicitation of first-order beliefs is already relatively daunting. Therefore, we are not optimistic that, in a sampling paradigm of complex lotteries, multiple priors and second-order beliefs can be reliably and soundly elicited or are strongly identifiable if estimated as latent variables. For this reason, we focus on a model that does not raise such complex measurement issues, the two-stage model of decisionmaking under uncertainty (Fox & Hadar, 2006; Fox & Tversky, 1998; Tversky & Fox, 1995). According to this model, decision makers first form subjective beliefs from the experienced evidence before transforming them through a rank-dependent nonlinear PWF that is typically subadditive, as is the case in CPT.

P. x+2 2nd para is misled by Bernheim & Sprenger (2020) to erroneously claim that rank dependence had not been tested extensively.

P. x+12 describes separable prospect theory (N-CPT). It defends against my criticism of it in Footnote 13 but I disagree: they write that a counterexample put up by me can be avoided by allowing the functions in N-CPT to depend on the number of outcomes. However, this generalization is not a minor modification but a drastic generalization making the whole theory to general and worthless, as pointed out in the literature several times in history, e.g. by Kahneman & Tversky (1979). Probably the authors were again misled by Bernheim & Sprenger (2020), who also tried to push this idea in ways that I think are very wrong. They also have some remarks on normative-descriptive that are irrelevant because Wakker’s criticism is descriptive. True that they test independence of number of outcomes empirically, but testing independence of A from B is a far cry from having an interesting theory on dependence of A on B.

P. x+12 top of second column discusses reference dependence supporting some claims in the literature on utility of income that I disagree with. However, because this experiment has no variable reference point, this discussion is irrelevant for this paper.

The authors find that allowing for different parameters in simple choices than in complex choices does not help much (p. x+17 - x+18). I interpret this as
negative evidence for dependence on number of outcomes.

The authors sometimes mention that ranking outcomes, as required for rank dependence, takes much calculation power. (p. x+12 1st column 2nd para & p. x+21 2nd column 1st para), thanking Bruhin for this in footnote 12.

Psychologists, including the authors, are inclined to go for context dependence, and the main conclusion of this paper is that there is not one theory that works well in all contexts. Economists like me rather go for context independence. My reading of the results is that CPT is best. In most contexts considered it is best or second-best. Further, EU and N-CPT (p. 16) perform poorly. Good to see that separable prospect theory, with I think is not viable anyhow, also performs poorly empirically. One reason why I prefer CPT is that besides EU there is no serious decision-theory contender. Contrary to the authors’ Footnote 13, N-CPT can be disqualified beforehand, and the moment theories don’t work well for decision theory for one reason because of their violations of stochastic dominance. %)

Spiliopoulos, Leonidas & Ralph Hertwig (2023) “Variance, Skewness and Multiple Outcomes in Described and Experienced Prospects: Can One Descriptive Model Capture It All?,” Journal of Experimental Psychology: General, forthcoming.


Seems that Spinoza does not think that God is an outside power, or something personalized, but rather than God is everything and not personalized, which may not be far from my atheist view that God does not exist. Third part of Ethica (De Origine et Natura Affectuum - about the origin and nature of emotions) is relevant for decision theory, and the fifth part (De Potentia Intellectus, seu de Libertate Humana - about the power of mind; i.e., human free will).

Seems that Spinoza takes the world as deterministic, but still sees a role for our free will. That it is something like confirmation of what will happen anyhow. We suffer from wrong ideas and get happy if right ideas. Every being wants to prolong its existence (sound like Darwin’s evolution) and will is where our mind
is aware of us trying to do so. Gladness and sadness (positive and negative utility I economist would say) drive our actions/signal to us if actions are good. So, there is no good or bad but just being closer to your real nature or not. }\)

Spinoza, Baruch (1678) *Ethica.*

{% http://dx.doi.org/10.1016/j.jmateco.2012.09.005 %}


[Link to paper]

{% Give criteria that must be fulfilled by an optimal quality of life test (most important: simple, clear meaning, adequate range of dimensions of quality of life, valid and acceptable to the patient) %}


{% R.C. Jeffrey model: seems to argue that one cannot assign a probability to one’s own choice. %}


{% Newcomb’s problem %}


{% A short evaluation, documented below: This paper finds more risk aversion in probability equivalents (PEs) than in certainty equivalents (CEs). This is not new, has been known since the 1980s, and has been extensively documented since. Positive is that the experiment is done with great care here. Further positive is that the paper points out, interestingly, that this discrepancy can be accommodated by the Köszegi-Rabin (2006) model. The latter one-sentence %}
contribution is, frankly, all that I learn from this paper. So, it is very very thin. There are many weak points, revealing theoretical weakness. The citation of preceding literature is very incomplete. There have been many alternative good explanations of the discrepancy, not cited. The claim that prospect theory would assume just one fixed reference point is very incorrect. Prospect theory can well accommodate the discrepancy and is not violated here. The discrepancy found violates every reference-independent transitive theory. This can be said in one sentence, and does not need pages of analyses for each theory separately, putting one of them (Gul’s disappointment aversion), arbitrarily chosen, central. The writing is repetitive. Below, I document the claims in detail.

DETAILS:

The experiment in this paper has been done particularly carefully, with between- and within-subject comparisons, many controls, and of course real incentives, as is common by the high experimental standards of experimental economics. The finding can be accommodated by the Köszegi-Rabin model if we make the plausible assumption that in the PE question the certain outcome is chosen as reference point and in the CE question the lottery. Under reference dependence, the reference outcome is favored relative to others (whose cons are overweighted and pros are underweighted) and, hence, choosing the lottery as reference point, as in CE questions, brings more preference for the lottery and more risk seeking. The observation similarly holds for any theory that allows the (noncertain) lottery to be a reference point, such as the PT3 theory cited for this by the author.

I have two MAIN difficulties with this paper:

(1) P. 1463 last para claims that prospect theory would assume the same reference point for CE as for PE and, hence, would be violated by the discrepancy between PE and CE: “A similar argument can be made for cumulative prospect theory, which establishes loss-averse utility relative to some fixed referent and relaxes the independence axiom’s implied linearity in probability … Under such a utility formulation, certainty and probability equivalents again yield identical risk attitudes as the reference point is fixed at some known value.”. This is absolutely not true. Bleichrodt, Pinto, & Wakker (2001 Management Science; received the Decision Analysis Society Publication award of 2003) gives detailed experimental and numerical analyses showing that prospect theory can explain the discrepancies between PE and CE because it
assumes different reference points here. It shows that this works for the commonly found parameters for PT.

This para cites Kahneman & Tversky (1979) to show that variability of reference points is a crucial component of prospect theory. In their Problems 11 & 12, K&T carefully choose a framing that generates different reference points in their subjects’ perception, whereas in terms of final wealth the two problems are identical. The difference found must have been caused by the different reference points. It is only from that that the authors conclude: “the carriers of value or utility are changes of wealth, rather than final asset positions” (p. 273) [italics added here]. The novelty is in the second part of the sentence, explicitly breaking the relationship with final wealth. A more detailed discussion of changes of reference points is in Kahneman & Tversky (1979 pp. 286 ff.).

(2) The paper cites some initial papers that reported the CE-PE discrepancy before in the early 1980s, but only does so at the back, p. 1494 2nd para. I am glad that the author, unlike experimental economists such as Holt & Laury (2002), took note of papers written by others than experimental economists. But it would have been more proper had this work been cited up front to show to the readers that the discrepancy reported here is not new. Also there is much more literature on this, with satisfactory alternative explanations for the discrepancy already long available. If I may start with papers written by my students, besides the paper cited under (1) above, there is Bleichrodt (2002 Health Economics) who offers a careful explanation of the discrepancy using prospect theory, and van Osch, van den Hout, & Stiggelbout (2006) who let subjects do speak-aloud to investigate what reference points they used. For other literature, my bibliography here, sometimes using the term standard gamble (SG) iso PE, has some keywords: PE doesn’t do well, PE higher than CE, PE higher than others, CE bias towards EV, giving some 40 references on the topic. The author calls the topic a “long-standing issue” in the literature and writes: “The present results and use of the KR model may help to resolve this longstanding issue.” This is incorrect because it ignores the explanations provided before. Similarly, p. 1462 writes “the KR preference model, under the assumption of an alterned referent, outperforms leading alternative explanations in terms of predictive power.” Again, the author is simply ignoring the explanations provided before.

Some further details that I found problematic:
p. 1460 writes: “Given the potential confounds of prior experimental methods, it is important to move away from hypothetical choice, physical endowments, and ownership-related language. Hence, I opt not to follow the prior endowment effect style literature and choose a design without an explicit form of endowment.” This is misleading. There is nothing wrong with inducing reference point by prior endowment, for instance. (The preceding citation of Plott & Zeiler is too gratuit.)

P. 1462 writes: “Fourth, the KR preference model, under the assumption of an altered referent, outperforms leading alternative explanations in terms of predictive power.” This overstatement is solely based on the author ignoring most preceding explanations.

p. 1472: Although I did not study in detail, I did not understand something in Table 1 on p. 1471. In this experiment, it is crucial whether subjects are risk neutral or not. Choice lists are usually most refined in the area of maximal interest. However, choice lists here are least refined around risk neutrality. See, for instance., the last column. There is also a tendency for subjects to just always switch in the middle of the choice list, the middle-switching tendency. It seems that the midpoints are different for different stimuli. Could middle-switching explain the findings of this paper? I did not inspect in detail. %}


{\% foundations of statistics \%


{\% three-doors problem; criticizes Baumann and defends the commonly accepted solution, defending the relevance of probability theory in single cases. \%


{\% inverse-S?; argues so on the basis of French, Spanish, and Mexican lotteries. \%


{\% \%}


The author replicates the Ellsberg tasks. He finds much noise in the data, and a bit ambiguity aversion. In the Ellsberg task, a coin toss decides what the winning color is, thus à la Raiffa (1961) explicitly making the ambiguous option quite a 0.5 probability option. Inspired by the theoretical literature on ambiguity, he assumes EU and even EV for risk.


Safe is a journal for clients of Robeco investment Engineers and the Rabobank.


Link to paper

PE doesn’t do well: in the TTO and PE (if I remember well, he calls it SG) measurements, subjects do not sufficiently adjust responses if the best outcome perfect health is replaced by a lower outcome not-perfect health. That is, subjects give too much the same p answer in PE and too much give up the same proportion in TTO. Closer inspection of the data (p. 62 top) shows that about 25% of subjects does not trade off at all, which seems to suggest appropriate normative adaptation which is then zero, but in fact reflects total insensitivity. Among the other 75%, 3/5 (so, 45% of the total) does not change the answer at all
if the best outcome perfect health is replaced by a worse outcome.

P. 55 3rd para of first column suggests insufficient numerical sensitivity of subjects, judging a variation in risk of 0%-8% as equally important as a variation in risk of 0%-4%.}


{%

risky utility \( u \) = strength of preference \( v \) (or other riskless cardinal utility, often called value): this paper gives beautiful support for the hypothesis that risky utility = riskless utility.

Measure utility, of health outcomes (# days migraine), through direct strength-of-preference and through CE (certainty equivalent). Correction for probability transf. reconciles partly but not completely, CE utility remains more concave. They propose that this is caused by framing + loss aversion. They then strongly frame outcomes as losses so that loss aversion plays no more role. In the latter case, indeed, the discrepancy between risky and riskless utility disappears.

They let participants write down probabilities and outcomes in a figure to verify that the participants took notice of probabilities/outcomes. Do few participants (8 + 6), but very thorough treatment, several session, hours, repeated measurements, of each participant, videos to show the participants effects of migraine etc.

inverse-S: they find that probability weighting is inverse-S.

P. 19 bottom of version of October 1998: “Thus, it appears that a prescriptive choice needs to be made as to which framing effect is desired …”

Seems to find, as do Hershey & Schoemaker (1982), that in standard gamble choices people focus on the sure outcome as their reference point. %}


{%

% %}

[https://doi.org/10.1037/0096-1523.23.4.1196](https://doi.org/10.1037/0096-1523.23.4.1196)


Show the exponential growth bias: People do not understand how quickly constant discounting weights become smaller over time and, hence, overestimate the future discount factors. This can be one explanation of decreasing impatience. People, similarly, underestimate the compounding effects of interests on savings, taking exponential growth too much as linear. %}


Seems to be good book on Möbius inverse. %}

real incentives/hypothetical choice: uses random incentive system;

violation of certainty effect: set 1, Questions 4 and 1 give it.

For five probabilities not denoted here, the paper considers choices between $S = (c,b,b,b,a)$ and $R = (c,c,b,a,a)$ for outcomes $c > b > a$. Thus, it can test all kinds of violations of (comonotonic) independence within the probability triangle. This study was done more or less simultaneously with Camerer (1989), but the processing/rewriting with RESTUD went slowly.

P. 817: I do not understand the choice of $A =$ for PT.

Paper tests PT only for convex probability weighting $w$, not for inverse-$S$ for instance. P. 818 top erroneously suggests that Kahneman & Tversky (1979) had suggested that $w$ be convex. This is a widespread misunderstanding. Tversky told me that they drew their 1979 curve loosely by hand, and that people paid too much attention to the particular shape in the middle. The convexity in the middle indeed is not at all pronounced or important, but the jumps at 0 and 1 are. The jump at $p = 0$ entails a violation of convexity. %}


Considers approach where subjects do not maximize a transitive preference, but based on some cognitive dissonance model. Pp. 185-186 discuss the Shackle model. %}


Constructive view of preference. Presented at the conference on Incommensurability and Value in Caen, April 1994. %}


Like it or not, economists have a bad reputation for being relatively unmoved by facts about the world."

P. F7: “Good news it seems, but here is the rub: further testing suggests that regret theory is not the correct explanation for the new phenomena whose discovery it prompted.”

Paper ends with suggesting that maybe in the end economics and market-behavior is not seriously affected by all the biases that empirical studies in the lab find, but that, at present, we do not know and that, therefore, we should continue to investigate these things. %}


{Pp. 1-2: Many nice citations of people arguing that controlled experiments are difficult in economics. Argues for the usefulness of experimental economics. %}


https://doi.org/10.1023/A:1004930205037

real incentives/hypothetical choice: uses random incentive system;

PT falsified: when OPT (1979-prospect theory) predicted particular violations of transitivity and monotonicity (if no editing), the theory was widely criticized for it. This paper, however, tests such violations of transitivity (or monotonicity) and finds them confirmed. It, thus, gives empirical support to OPT.

Details:

Prospect A = 140.200; Prospect B = 80.300; Prospect C = (0.15:8, 0.15:7.75, 0.70:0). By monotonicity, B > C, but by subadditivity of probability weighting under OPT (which does not amount to event splitting here because lotteries are always collapsed) we can have C > B. OPT predicts C > A > B (including C > B) because the evaluating function implies these prefs. It, however, predicts B > C because of monotonicity and editing, and thus intransitivity results.

Testing number of cycles C > A > B > C versus number of reversed cycles C < A < B < C would not be very satisfactory because simple error theories could predict fewer errors in B > C because of salience of monotonicity, and thus predominance of former cycles, without genuine intransitivity underlying it. This
paper, therefore, tests only frequency of A > C versus A > B, and finds the former dominating. This is enough, under any plausible error theory, to ensure that either monotonicity or transitivity must be violated. Data find few violations of monotonicity and, hence, transitivity must be violated. These data were found for many stimuli A,B,C similar to the above ones. %}


survey on nonEU;

P. 347: “One of the best-known models of this type is rank-dependent expected utility theory, which was first proposed by John Quiggin (1982). Machina (1994) describes the rank-dependent model as “the most natural and useful modification of the classical expected utility formula” and, as testament to this, it has certainly proved to be one of the most popular among economists.” (PT/RDU most popular)

P. 348 1st para: drawback of rank-dependence is drastic change of decision weight when rank-ordering changes, and no change at all otherwise.

P. 350: “The most widely discussed of these is Kahneman and Tversky’s (1979) prospect theory.”

P. 358: “A second general lesson in the data seems to be don’t impose betweenness.” %}


Well-organized and accessible discussion of the normative/descriptive debate about the Allais paradox, with nice references and citations, focusing on Friedman & Savage (1948) arguments. Starmer argues that normative appeal need not imply descriptive plausibility. P. 297 bottom: his paper takes EU axioms as normatively appealing, only for the sake of argument.

Pp. 281-282 give the formula \( \text{SUM}w(p_j)U(x_j) \) as “This is essentially the type of value function assumed in prospect theory of Kahneman and Tversky (1979)”. For two-nonzero-outcome prospects K&T79 used a different formula, and there have been many misunderstandings about it. The above formula has sometimes been called separable prospect theory.
P. 287 has Raiffa argument that prescriptive theory would have nothing to offer if no descriptive violations.

On two points I disagree with the author.

1. We may be DEScriptively interested in the behavior and preferences of people only at a level of thinking where, what we have chosen to designate as elementary mistakes, are avoided. (Starmer calls our choosing a precommitment to a descriptive viewpoint.) We may think that preferences and value system are per definition transitive so that, if we observe a violation, it is a mistake and not preference or value. This point is propagated by many experimental economists. Then normative considerations do enter a purely DEScriptive enterprise. Savage did Allais paradox upon first acquaintance but not after thinking. If we want to know descriptively what Savage would do from some time in history on, then it is: not violating EU in the Allais paradox!

2. I think that normative status of something does make it empirically plausible. Only in very exceptional situations such as the Allais paradox are what I consider mistakes likely to arise and a majority may deviate from what is normative. This is a very exceptional situation that does not invalidate the descriptive plausibility implied by a normative status. Starmer seems to implicitly focus his attention to those very exceptional situations. %} Starmer, Chris (2005) “Normative Notions in Descriptive Dialogues,” *Journal of Economic Methodology* 12, 277–289.

{% real incentives/hypothetical choice: random incentive system, explained on p. 93; this is same experiment as their 1989 JRU paper, so see there for further explanation.

PT falsified: They find a necessary condition of PT and RDU violated. The necessary condition, explained on pp. 86-90, was found by accident (explained on p. 95 bottom), but actually is really clever.

Define the cumulative prospect theory functional (so, rank- and sign-dependent utility) for decision under risk, in the appendix. Preceded Tversky & Kahneman (1992) and Luce & Fishburn (1991). Well, they don’t take a general probability transformation for losses but the dual of the one for gains (as reflection would have it), but still it is clear that the rank- and sign-dependent
idea is there. This paper was, in turn, preceded by Šipoš (Sipos) (1979) who also defines the symmetrical integral. %}


{% coalescing; part-whole bias

**real incentives/hypothetical choice:** random incentive system, explained on p. 166-167; also for losses (though there subjects had a prior choice of whether or not they wanted to have the random incentive system actualized, with the loss gambles surrounded by more gain-gambles; virtually all subjects preferred to really play.) They received prior endowment (losses from prior endowment mechanism) but not enough to compensate all potential losses.

They don’t report raw data, and not even all of the stimuli they used. They show that with juxta-position manipulation they can confirm predictions of regret theory.

**inconsistency in repeated risky choice:** about 26% %


{% backward induction/normal form, descriptive;

Shows, in reaction to Holt (1986, American Economic Review), that the isolation effect works for the random incentive system. Shows that RCLA is violated more than compound independence. Thus, gives evidence in favor of backward induction; also positive evidence for isolation effect.

They consider a standard test of the common consequence effect. That is, a choice between (0.2: 10, 0.75: 7, 0.05:0) versus (1:7) and a choice between (0.2:10, 0.8:0) versus (0.25:7), 0.75;0). Several subjects got only one choice. Others got both, knowing it was fifty-fifty which one would be implemented for real (RIS). Under single choice the authors found, between-subject of course, significant violation of expected utility, with the common Allais paradox (AP) pattern more frequent than its reverse. Under RIS they found the same (so, isolation). Complete RCLA would predict as many AP patterns as their reverses.
So, they significantly reject complete RCLA to the favor of isolation. Other violations of isolation are not ruled out of course, the more so as confirmation of isolation is only a H0 not-rejected.


Found that a prospect generally becomes more attractive when an event that yields a positive outcome is unpacked into two components. They thus undermine the regret-theory explanation of violations of monotonicity, and cast doubt upon regret theory.


The paper investigates various explanations for the preference cycles, originally explained by regret theory. Somewhat surprisingly, it finds that event splitting (coalescing) does not do much, and does not explain things. It is not clear what the degree of event splitting is (maybe unless one studies the data in detail). They find more agreement with regret theory for matrix-presentations than for other presentations, and argue that framing is doing much.
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equilibrium. So, the equilibrium should be robust against such distortions of beliefs. %}

{% Beginning has nice discussion, and references, on counterfactual reasoning underlying backward induction. The paper considers the approach where deviations from BI (also to be analysed if BI is satisfied) are due to “crazy types” who choose completely randomly. This is taken as ambiguity, and then à la maxmin he goes by the worst scenario. Then probability of crazy types is taken to tend to 0, and the resulting equilibria are considered. Those need not satisfy subgame perfectness, for instance. %}

{% They wrote a computer program that generates ambiguity. So, it produces random numbers, but with ambiguity, so, not with probabilities. If one has observed 10,000 numbers generated by the program, one has no clue what the next number or future distribution will be. The drawings are not IID or independent. Still no convergences within sight. The program keeps changing “regime.” They heavily use Cauchy distributions throughout the generating process. A very original idea!

Here is a website to use it:

[http://ambiguity.typesofnote.com](http://ambiguity.typesofnote.com)

Stecher emailed, Oct. 2017: “There are links to source code on a GitHub site, which is all in Haskell and therefore should be free of side effects. The GitHub site also has the MIT license, which was the most permissive one we could find.” %}

{% Use Brouwer’s view on maths to explain puzzle in finance. %}


{% Chance neutrality: Tastes are independent of beliefs. May be similar to state independence. In their model (I assume with some dynamic principles implicitly) it leads to linearity in probability, i.e., EU for risk. The authors argue that the latter need not be rational and, hence, chance neutrality is not. %}


{% measure of similarity %}


{% This paper points out that in lottery choices, as in fact in all choices, there is a winner’s curse going on. Not only will the lottery be good, but also the error probably was favorable. So, one should lower one’s evaluation of one’s preferred choice somewhat. Note that this can only reduce the lead of the most-preferred option over the others, and never reverse the ranking, and in this sense it is choice-irrelevant.

For every first bias/error, one can imagine situations where other errors occur and such that the first bias/error reduces the others. Then the first bias/error happens to be useful there. This paper shows that, thus, under particular errors in observations, the overestimation of small probabilities can mitigate the consequences of those errors. One reasoning is that for the most preferred
prospect the probability of a good outcome is probably high so that overweighting the small probability lowers the evaluation (p. 1603 2nd para). The result of course depends much on the errors assumed. (Here, as in the formal model, the authors implicitly assume the same support of outcomes so that a good lottery cannot result from having better outcomes but only from having better probabilities.) If an agent knows about an error in observation, may also mitigate the error there rather than overweight small probabilities. The authors often link their result to evolution (e.g. p. 1604 mid).

The two observations above were provided before in the same journal by van den Steen (2004), not cited here, which seems though to be a thorough work. Benoît & Dubra (2011 Econometrica) also describe situations where probability distortion can be rational.

P. 1608 middle: The small corrections considered here only matter for decisions that are perceived close to indifferent. (But then the change of choice does not matter much.) From this the authors come to a most remarkable conclusion (P. 1620 end of Section V): “Put differently, debiasing may be beneficial in certain circumstances, but only in those that, from an evolutionary perspective, rarely result in a tie.” Wow! Every biologist ever working on evolution (and still alive) should be informed about this insight, as should be every still-living person who ever worked on debiasing. Note how evolution is used here as when putting sugar in every dish because, supposedly, sugar makes everything taste better.

P. 1617: the choice problem considered is that from a set of options a fixed fraction $\kappa$ is chosen. %}


{% Discusses problems with conveying statistics, based on group observations, to individual patients for treatment decision. At the end of p. 619 author seems to mix up things himself: “How many patients are sufficiently committed to the health of the population that they will take medications for years, knowing that some will benefit if all comply?” %}


Argue that a cubic function better fits the relation between VAS and PE (they call it SG) than a power transformation. Shmueli (2007) criticizes the paper.


use power transformation from VAS to PE (if I remember well, they call it SG).


Argues that instead of Fechner’s logarithmic law, often power functions fit data better, citing data from 14 different perceptual continua.

*standard-sequence invariance*: p. 159 discusses subjective standard sequence measurement of loudness where first hearing highest sound or first hearing lowest sound gave different results, citing Garner (1954).

*standard-sequence invariance*: p. 166 cites J.C. Stevens on tradeoff comparisons (taking multiplicatively, as ratios) to measure subjective loudness.

*just noticeable difference*: in several places, e.g. p. 172, Stevens argues against using just noticeable differences/ratios as basis of cardinal or ratio scales. He writes:
“It is improper simply because it is wrong.”

P. 173 2nd para discusses adding a little term to power functions, similar to one of the solutions to defining negative powers at 0.

P. 176 1st para discusses that measuring equalities \( a/b = b/c = c/d \) will not identify the whole ratio scale, similar to Bleichrodt, Rohde, & Wakker’s (2009) time tradeoff sequences identifying discounting only up to a power.

P. 178 2nd para: “One occasionally gets the impression that there are more people with a method who are looking for a problem to use it on than there are searchers with a problem looking for a method.”

The paper throughout criticizes Fechner, e.g. in final para. %}


{% decreasing ARA/increasing RRA: gives psychological arguments for power utility. %}


{% https://doi.org/10.1126/science.161.3844.849 %}


{% ratio-difference principle: seem to have it. %}


{% Prothetic continua are scales that are perceived in a concave manner, e.g. duration, loudness, etc. Their perceptions are usually power functions, less curved than the logarithm (so, power between 0 and 1). Metathetic continua can in principle be perceived in a linear manner, e.g. visual position. %}

P. 388: “Despite pride of ownership, at least one of the authors is prepared to admit that this function is probably too steep to be representative.”
Pp. 389-390 has two nice paras on validity being difficult and subjective that I reproduce below:

“The question of validity.—An equation such as the one proposed above may be expected to hold under some set of “standard conditions,” e.g., lifting weights of standard, uniform size under a standard method of lifting. It will not necessarily hold for the lifting of weights that differ in size, or weights presented in different ways. As in all scientific endeavor we have to start with some set of “standard conditions,” determine the empirical rules, and then explore the problem of the invariance of the rules under transformations of the conditions. Contrary to what some authors seem to imply, the failure of invariance to hold does not invalidate the rules or the equations that hold for the standard conditions. Our aspiration, of course, is to formulate rules of wide invariance, for that is the chief aim of the scientific enterprise. The demonstration that the outcome of an experiment depends on “conditions” is a way of showing that invariance is limited, but this fact has no necessary bearing on the problem of validity.

The validity of a subjective scale, or of any other scale, is always a matter of opinion. Valid is what makes sense to the scientific community in terms of the problems before it, and, unfortunately, when we push the problem back to where we have to make fundamental choices, there are no external criteria to guide the ultimate value judgments that have to be made. Reliability is a tempting criterion, but sometimes we find that agreement among experimental results is due to the operation of factors that force agreement, as when all Os give identical ratings to the three weights shown by the squares in Fig. 4D. Predictive power is another tempting criterion, but it occasionally happens that prediction succeeds for wrong reasons, as when Fechner’s law predicts the outcome of some types of category judgments. What we consider to be valid measures of things is subject to constant revision because we are always up against the uncertain task of deciding, without firm external criteria, that the given measures do or do not assess the things we are interested in.”

P. 390 2nd para describes history how Stevens run into nonlinear subjective perceptions.

P. 397: the oldest subjective category scale available is judgments of brightness of stars by astronomers. %}


{% time preference; discounting normative: interprets positive time preference as an implicit risk value in lotteries with one nonzero outcome. %}


SEU = SEU: p. 688 2nd para lists Savage (1954) as one of the nonEU theories for risk.

PT falsified: This paper gives further evidence on the theories of Stewart et al, that decisions, utility, and so on are influenced by stimuli seen before. The authors use pessimistic words such as “there is no stable mapping between attribute values and their subjective equivalents.” I have a different DESCRIPTIVE opinion coming from the NORMATIVE view (not central among psychologists) that such subjective equivalents should exist for rational decisions, and then the descriptive goal to find them as good as possible despite the big biases and noise that exist. 


The MINDACT trial, published in NEJM (2016), was a big trial with N=6693 patients with early-stage breast cancer. A 70-gene signature (Mammaprint) was used to estimate genomic risk, and clinical risk was estimated, suggesting positive value. This paper adds a decision analysis, estimating the risk distributions and benefits individually. Then the value of the mammaprint turns out to be much lower.


three-doors problem


P. 122 about idea that policy making can do expected value maximization because it is like repeated games, giving ref to Elstein & Chapman (1994).

{% questionnaire versus choice utility: survey on QALY etc., many references to people who empirically relate utility measurements to psychometric measurements and people using power transformations to relate VAS to TTO.

P. 303: “Many authors have assessed the relationship between descriptive (or psychometric) methods for the assessment of quality of life and preference-based (or valuation) methods.” %}


{% P. 221 discusses whether policies should be based on patients’ utilities or general public’s utilities, bringing the pros (public should decide in the end) and cons (public does not know disease well) as I like them. P. 228 3rd para discusses the same issue but claims that for meso decisions patients’ utilities are to be used, for individual level individual utilities prior to the decision. Here the nuances that I like are missing.

P. 221 2nd column gives short discussion of EuroQol and its transformation to utilities.

risky utility $u = \text{strength of preference } v$ (or other riskless cardinal utility, often called value): p. 222 first column penultimate para equates the two without further ado, as commonly done in medical decision making.

P. 222 Fig. 1 gives a decision tree of laryngeal cancer, 65 year old man with T3N0M0 cancer.

P. 224 criticizes the PE (if I remember well, they call it SG) for probability distortion plus ceiling effects (PE doesn’t do well).

P. 226/227 reviews the effect of experience with health state on evaluation.

P. 228 bottom of first column, on utility measurement: “For decisions for the individual patient, the methods are not sufficiently reliable,” %}


In the Netherlands the price of one QALY is between 25,000 and 50,000 Euros.

Stiggelbout, Anne M. (2000), Interview in Cicero.

PE higher than CE: p. 87 argues for it through indirect data (direct PE (they call it SG)) for health states is higher than TTO-with-utility-correction-for- CE (certainty equivalent) %}


People mention attributes most important for their quality of life, score them, and then determine weights to aggregate them into an overall value. The scoring is sometimes done with direct weighting (DW), i.e., direct subjective assessment, but this does not work well. Judgment analysis (JA) does not ask for direct assesement but uses simple binary choices to assess decision weights. Still the method has many drawbacks. This paper proposes adaptive conjoint analysis (ACA) as a more sophisticated method, with more elaborate choices between n-
tuples, based on conjoint analysis of marketing (and mathematical psychology), and asking for direct scalings of strengths of preferences. Although problems remain, it works considerably better. 


This is a highly impressive work that I enjoyed immensely and spent much time on. I have one major criticism. Stigler is often overly negative on others. It seems that he does not try to understand what others did, but rather seeks to ascribe mistakes to others, to show that he understands things better.

Here are some examples of points where Stigler did not seem to be accurate.

1. In §I (first citation of Bentham) he cites Bentham and thinks that it is about interpersonal comparison. I think it isn’t. When Bentham speaks about two individuals it is only his way of expressing dependence on one individual. I think that Bentham is discussing consequentialism there, properly pointing out that one cannot incorporate “everything relevant” because then the model becomes intractable. (Note: Becker goes in the opposite direction.)

2. In §V (p. 94) he cites Fisher on ordinal nature of utility and criticizes Pareto for being inconsistent in using cardinal utility elsewhere. However, in the cited part of Fisher, Fisher does not say utility is ordinal. He says: Utility is ordinal if! we only seek ... Similarly for Pareto, his commitment will depend on context and antecedent assumptions. It seems that Bruni & Guala (2001) point out this mistake of Stigler.

3. On p. 77, footnote 82, he suggests that §VII will demonstrate that Slutsky had seen something on quasi-concavity versus concavity of additively decomposable utility. However, I think §VII does not give that. (I didn’t check very carefully.)

4. §VIII C argues that people do not gamble and that this should have been used to ... For this purpose, the claim of no gambling is armchair.

Outline:
- §I on Bentham and others who posited utility.
- Then the Ricardians who did not adopt Bentham’s utility.
- Then §II on people who stated diminishing marginal utility but did not do anything with it.
- Gossen was nice, first to derive optimality condition (marginal utility divided by price should be same for all commodities).
- §III on marginal-revolution people (Jevons, Menger, Walras) who used utility and did things with it and to measure it in ways not-too-convincing.
- §IV on shape of utility, additive decomposability, concavity, competing and completing commodities, here also the earlier Bernoulli is mentioned. Also just noticeable difference.
- §V on (non)measurability, Fisher and Pareto, and Slutsky who banned psychology from economics
- §VI on complementarity (saying it’s hard to reconcile with ordinalism)
- §VII more on utility versus demand; Part A does abandonment of utility.
- §VIII, the final one, does general comments on parsimony versus generality and empirical reality.

Beginning of §II refers to several people who assume: **marginal utility is diminishing**

**utility families parametric**: §IV.C: “The precise shape of the utility function received little attention in the main tradition of utility theory.”

Mentions many people who, on the one hand, say interpersonal utility comparisons are impossible, but on the other hand do need and use them in their analysis.

§IV describes much of assumption of additively decomposable utility function among economists in the preceding section.

§V, ascribes to p. 11 ff of Fisher (1982) a reasoning that is not present in Fisher’s work in this form. Stigler’s reasoning reflects the idea of **tradeoff method** measurement in the additively decomposable MAU context, and of a standard sequence, but Fisher’s original text does not:

“Select arbitrarily a quantity of any commodity, say, 100 loaves of bread. Let the marginal utility of this quantity of commodity be the unit of utility (or util). Grant the ability of the individual to order the utilities of specified amounts of two goods, i.e. to indicate a preference (if one exists) or indifference between the two quantities. Then it is possible to construct the utility schedule of (say) milk. Start with no milk and
find the increment of milk ($\delta m_1$) equivalent to the hundredth loaf of bread, i.e. the minimum amount of milk the individual would accept in exchange for the hundredth loaf of bread. Find a second increment ($\delta m_2$), given the possession of $\delta m_1$, equivalent to the hundredth loaf, etc. We obtain thus a schedule (or function) such as that given”

The procedure described gives a sequence $0, \delta m_1, \delta m_2, \delta m_3, \delta m_4, \ldots$ of amounts of milk that are equally-spaced in utility units, a “standard sequence,” based on indifferences $(100,0) \sim (99,\delta m_1), \ldots, (100,\delta m_i) \sim (99,\delta m_{i+1}), \ldots$ etc.

Fisher (1892) only shows that marginal utilities can be compared under additive representation (even, more restrictively, independence of marginal utility of a commodity from the levels of other commodities) by assuming that in optimum chosen the marginal utility of money for each commodity is the same (so, Gossen’s 2nd law), but he does not construct a standard sequence. And Fisher never considers direct tradeoffs between bread and milk.

Blaug (1962), §9.2 ascribes to Fisher (1927) what Stigler ascribes to Fisher (1892). I spent many hours checking out the two Fisher works, and the idea is not there. Blaug (Feb. 12, 2002, personal communication) explained that he had taken the reference from Stigler (1950) without checking the original.

§VII, on Marshall, discusses assumptions of linear utility for money.

P. 381 seems to ascribe to Pareto, incorrectly, that strengths of preferences cannot be measured (Ellingsen 1994 footnote 18).


{\% \%}


{\% Seems to point out that it makes little sense to cite separate texts from works that are ambiguous or self-contradictory. \%}


P. xiv, about the risk/uncertainty distinction assigned to Knight: “Fortunately this is an extreme caricature of his work, because modern analysis no longer views the two classes [risk and uncertainty] as different in kind.” It is not clear whether Stigler means here that risk is a special, extreme, case of uncertainty (the interpretation that I like) or that he means that people should satisfy the Savage axioms and then wants to interpret subjective probabilities as objective probabilities (SEU = risk). The latter is an, I think unfortunate, interpretation of the term risk that deviates from the traditional and still most common terminology. People who use the deviating terminology may write things such as “Savage showed that we need not distinguish between risk and uncertainty.” In the common terminology, risk refers to objective probability, and Savage’s SEU model with additive subjective probabilities is uncertainty and not risk. I prefer the traditional common terminology because I prefer that whether something is decision under risk or under uncertainty does not depend on the decision attitude of the agent.


Can be cited for strict ordinalist view of economics.

U(x) depends on past consumption y and, hence, that should be added in the formula. Many people add past consumption as an index to U and then have the utility function U_y(x) depending on past consumption. This paper adds past consumption as an index to x, U(x,y) and then has nonchanging U: voilà! I don’t think that the paper, often considered a classic, really has more to say than this.

“Market good” is the tangible object you consume, “commodity bundle” is the consequentialist thing that simply comprises “everything relevant” such as your secret admiration of your wife etc.

P. 76: “tastes (do) neither change capriciously nor differ importantly between people ... one does not argue over tastes for the same reason that one does not argue over the Rocky mountains - both are there, will be there next year, too, and are the same to all men.” P. 89: “Indeed, given
additional space, we would argue that the assumption of time preference impedes the explanation of life cycle variations in the allocation of resources, the secular growth in real incomes, and other phenomena."

P. 78, discounting normative: Uses formula with discounting, but footnote 4 says that “A consistent application of the assumption of stable preferences implies that the discount rate is zero; that is, the absence of time preference” It seems that they do not distinguish between ageing effect and discounting: DC = stationarity. When they say somewhere that discounting means that your taste for 1984 consumption changes as you move closer, they are confusing a number of things. (For example, tradeoff between 1984 and 1980 remains constant, also between 1984 and 1981, but ‘present’ is not well defined if you assume it moving.)


Stigler, Stephen M. (March 26, 1999) lecture honoring Willem van Zwet’s 65th birthday, Leiden.


Z&Z: shows that adverse selection can be detrimental for competitive markets.

{% Uses differentiability assumptions along the diagonal. %}


{% %}


{% %}


{% Gives references to Savage’s probability measure not being countably additive in lotteries with one nonzero outcome. %}


{% First version 2010 %}


{% The author repeatedly emphasizes that we should not reduce uncertainty to risk, i.e., to single additive probabilities, citing Knight. I as Bayesian think that in the end uncertainties should be expressed in terms of probabilities. But this happens only in the last five seconds before the final decision is taken by the ultimate agent. I agree that in the preceding years of analyzing the situation, subjective probabilities do not play much of a role. I do not agree that in the last five seconds of the final decision one should go violating the sure-thing principle, and I see no role for ambiguity decision theories for rational decisions. %}


authors investigate further details and combinations of numerical/graphical, where graphical is by pie charts in experiment 1, and pie charts and bar graphs in study 2. %}


{% probability communication %}


{% Showed that every algebra is isomorphic to an algebra of subsets. The same isomorphism cannot be obtained for σ-algebras. %}


{% Dutch book %}


{% Dutch book %}


{% real incentives: random incentive system. Average outcome in experiment was £2130, but when paying subjects it was divided by 1000 (brr!) (p. 113 top).-error theory for risky choice: central; inverse-S: Almost not found, Prelec’s one-parameter family fits best with parameter 0.94, which is very close to linear and has almost no inverse-S. (Utility $x^{0.19}$ is very concave.)

Data are nonrepresentative because it is always a choice between two two-
outcome prospects where one of the two has one outcome equal to 0 (p. 112 3rd para). Birnbaum, Slovic, and others have shown that the 0 outcome generates many special biases.

Is impressive data fitting using PT. The data-fitting uses Akaike’s method to discount for the number of parameters used.

P. 104 bottom: error theories always have choice probability depend only on preference value, and not on other aspects such as monotonic configurations.

90 prospect choices were elicited from N=96 subjects, combining several parametric families for utility, probability weighting, and error theory.

P. 112 middle has discussion of interactions between parameters in parametric fitting (“multicollinearity”), and P. 121 ff. (Subsection 5.3) has results on it.

BEST FIT: power utility $U(x) = x^r$ for $r = 0.19$, Prelec’s one-parameter family

$$w(p) = \exp\left(-(-\ln(p))^r\right)$$

for $r = 0.94$ (very close to linear),

and a logit error function using Luce’s (1959) probabilistic choice theory.

$(V(f)\varepsilon/V(f)\varepsilon + V(g)\varepsilon)$ for $\varepsilon = ?$ (I did not find it).

P. 102, and p. 123 top: the mean-variance model behaves very poorly in fitting data.

P. 101 last para claims that to fit one parameter, the others must be assumed. This need not be so for specially constructed data sets. For instance when using data from the tradeoff method for parametric fitting, the parameter of utility can be fit irrespective of what weighting-function parameter is taken. Arguments in favor of nonparametric fitting will be given on p. 125.

The author uses the term “nonparametric” to refer solely to the approach where the utility of each outcome considered and the probability weight of each probability considered is taken as a separate parameter, without the stimuli targeted much to optimally give the parameters (p. 107 6th para). Then it will not perform well because it has too many parameters (each charged by Akaike’s formula) that, accordingly, mostly pick up noise.

The author is a psychologist and theoretical parts sometimes deviate from economic conventions. The author uses the term normative to indicate that a preference foundation (“axiomatization”) has been given, irrespective of whether this foundation is supposed to have a normative status.

**equate risk aversion with concave utility under nonEU**: as do most
economists, in absence of EU as working hypothesis he confuses risk attitude with utility curvature, writing for instance on p. 106 that linear utility reflect risk neutrality.

P. 106: The HARA family in Table 2 is not correct. The formula for Luce’s theory in Table 4b \( \frac{V(f)^\varepsilon}{V(f)^\varepsilon + V(g)^\varepsilon} \) is the probability of prospect \( f \) being preferred to \( g \), the one found to perform best, is unacceptable for zero or negative values of \( V \), and will already misbehave for positive \( V \) values close to 0.

P. 108, top: The author incorrectly suggests that power probability transformation could not satisfy quasi-concavity and quasi-convexity. Wakker (1994) and Wakker & Yang (2021 IME) prove that quasi-concavity holds if and only if \( w \) is convex, and quasi-convex if and only if \( w \) is concave, which shows that these things go together well with power utility. The 2nd displayed formula on p. 108 has probabilities not summing to 1.

P. 111 middle has a strange claim that indifference data cannot be used to investigate choice functions (i.e., error theories). Glenn Harrison also has sometimes written so (e.g., Harrison & Rutström 2009 p. 139 end of §2). Indifference data is way more informative than choice data. It is only that these authors use statistical techniques that only work for binary choice.

P. 114: \( e^{-64.2} = 0.49 \)


{% dynamic consistency (?)%} biconvergence and tail insensitivity resemble truncation-continuity of Wakker (1993, MOR) but are more restrictive because they require that after some time point the tail is cut down to either 0 or some other value, à la de Finetti.

Unfortunately, some notation such as \( \mathbb{1}_c \) is not defined; is as in Koopmans (1960, 1972). Takes production function \( F \), programs start from \( c_1 \) and then at each time \( t \), the capital available, say \( x_t \), is divided into \( c_t \), consumption at \( t \), and \( F(x_t - c_t) \), the capital left for \( t+1 \). The whole paper is conditional on this process, with some fixed \( F \) assumed.

Theorem G shows that for time-additivity, discounted utility is bounded in the domain considered if and only if bi-convergence holds. The result depends on the production function \( F \) assumed, which determines the domain.


{% Extends the results of Gorman (1968) to countable product sets. A node is a separable set that is not overlapped by any other separable set. There are simple,
complex, and envelope nodes. Assumes, like Gorman, arcconnected
topologically-separable components. The main condition driving the extension
from finite to infinite separability is continuity with respect to the product
topology, which given the weakness of this topology is a very restrictive
assumption. Basically, continuity w.r.t. the product topology entails that for every
open set R in the range we need to specify open domains for only finitely many
coordinates, and can leave all other coordinates completely free, to already be in
the inverse of R. So, it lets tails be unimportant. %}

on a Countably Infinite Product Space,” *Journal of Mathematical Economics* 24,
407–434.

{% %}

Orientation and Perceived Control as Determinants of Risk-Taking,” *Journal of
Experimental Social Psychology* 2, 143–151.

{% risky utility u = strength of preference v (or other riskless cardinal utility,
often called value): p. 84: utility is “as a psychological entity measurable in its
own right” %}


{% dynamic consistency: favors abandoning time consistency, so, favors
sophisticated choice, because he considered precommitment only viable if an
extraneous device is available to implement it.

First to note the problem of time inconsistency (called the “intertemporal
tussle”).

P. 165 bottom & p. 167 bottom distinguish between time distance and calendar
time.

Mistake in derivation of optimal path was pointed out by Pollak (1968):
According to Epstein & Le Breton (1993) beginning of changing tastes literature,
which provides a number of ways to describe dynamic inconsistent approaches.

P. 165 describes two solutions to myopic (called “spendthrift”), firstly,
precommit future behavior (“resoluteness,” in the terminology of McClennen),
secondly, take account of future disobedience (in modern terminology, “sophisticated choice”)

P. 168 1st para again discusses the difference between calendar time vs. stopwatch time in discounting.

Sentence on p. 170-171 clearly favors sophisticated choice as the rational thing. P. 173 penultimate para expresses amazement that precommitment devices are not more wide-spread than they are. Time-inconsistency is accepted without further ado by Strotz.

P. 177 writes: “Special attention should be given, I feel, to a discount function ... which differs from a logarithmically linear one in that it “overvalues” the more proximate satisfactions relative to the more distant ones.”

Takes commitment for the future in sense of committing to debts

discounting normative: argues that only constant discounting is DC (dynamic consistency): p. 178, footnote 1 gives tongue-in-cheek text argument against zero discounting.

P. 177:

“There is a rationale for discounting at a constant rate of interest.”

Olson & Bailey (1981, p. 20) claim that Strotz calls positive time preference “myopia” and that he argues for zero discounting, and that “consumer sovereignty has no meaning in the context of the dynamic decision making problems” (p. 179).


This paper takes the variational model of Maccheroni, Marinacci, & Rustichini (2005) as point of departure. It thus uses the Anscombe-Aumann model. It adds Savage’s sure-thing principle to the pure horse-race acts. This gives exactly enough extra separability to reduce the variational model to a version of the robust Hansen & Sargent model, where the relation is if and only if. A pretty result!

§3.3 relates the model to recursive expected utility (called SOEU), for which I think that Kreps & Porteus (1978) is the primary reference. I guess that in general Savage’s s.th.pr. in itself only gives a state-dependent generalization of recursive expected utility, but that the additional axioms, primarily certainty independence which is similar to constant absolute risk aversion, then reduce it to really recursive EU. This is similar to the one-stage models where constant absolute risk aversion, if added to state-dependent expected utility, not only implies linear-exponential utility but also, as an extra bonus so to say, implies state independence (Wakker 1989 book, Theorem VII.7.6).

On several occasions (e.g. Section 4) the paper uses Tversky’s source idea. It mostly cites Chew & Sagi (2008), Ergin & Gul (2009), and Nau, but not Tversky, for this idea, although it is Tversky’s idea.

P. 62 top points out that KMM’s axiomatization of smooth ambiguity aversion is not behavioral and gives an alternative condition (quasi-concavity type) that is.

biseparable utility: satisfied if we focus on purely subjective acts, in which case we even have SEU (p. 57 footnote 10). %


For variational preferences, probabilistic sophistication <= EU if there exists an event for which independence holds. Extends Marinacci (2002). %
Studies recursive decision under uncertainty. The author takes a convex set of outcomes $X$ with an affine $u$ on it. So, this can be Anscombe-Aumann, if $X$ is let of lotteries, but the author does not commit to it. He refers to Anscombe-Aumann as one possible interpretation in §7.3. So, it can also be monetary outcomes with linear utility which, for moderate outcomes, is fine and is preferable to Anscombe-Aumann. §7.2 does suggest that probabilistic mixtures are treated fundamentally differently than uncertainty mixtures, which may suggest Anscombe-Aumann type work, but I did not study enough to be sure. He does define ambiguity aversion in the Schmeidler (1989) mixture way, which can only be interpreted that way (rather than as pessimism) if one commits to the Anscombe-Aumann framework.

The author considers several kinds of ambiguity models that are popular today: Maxmin EU (Gilboa & Schmeidler 1989), recursive EU (Neilson), smooth (KMM; which he does not equate with recursive), variational (Maccheroni, Marinacci, & Rustichini 2006), multiplier preferences (Hansen & Sargent 2001), Strzalecki 2011), confidence as he calls it (Chateauneuf and Faro (2009). Footnote 10 suggests that RDU is a subclass of maxmin EU, referring to their overlap under convex weighting function, but I disagree, because convex weighting function is not the main subclass of interest in RDU.

The main finding is that only maxmin EU can be neutral to the timing of the resolution of uncertainty, through the independent product class of Sarin & Wakker (1998) and Epstein & Schneider (2003). In all other cases, ambiguity attitude interferes with timing attitude. %}


a famous poet from Song dynasty. Wrote the romantic sentence: “Although I am thousands of miles away from you, I will watch the same moon as you do.” In Chinese it seems to be:

但愿人长久，千里共婵娟

The title of the poem is below. The author is also known as Su Dongpo. 

Su, Shi (1037–1101) “When Will the Bright Moon Come?”


{% Assumes relations R and R₁, ..., Rₙ given on a set X and then considers conditions such that the set X can be considered an n-fold product set with the Rⱼs coordinate orderings and independence (so, monotonicity) satisfied. Continues on Suck (1990). %}


{% confirmatory bias People prefer like-minded advisors with coarse info. If info is costly, bias can become perpetual. A theoretical model and simulations illustrate the point. %}


{% %}


{% Gives examples of context-dependence leading to violations of revealed preference conditions. For example, regret theory. Uses term contraction consistency. Context-dependence is nicely explained through sports that are interactive or noninteractive. Uses term basic utility for utility without regret incorporated. %}


{% %}


---

**Nash equilibrium discussion;**

P. 752: “within economics ... received theory of rational choice: expected utility theory.”

Game theory can/cannot be viewed as decision under uncertainty:

Sugden’s paper says that it has been generally accepted that Savage’s SEU, with strategies as states, is appropriate for game theory. I think that this may be so in Aumann’s papers but doubt if it is elsewhere. Sugden himself points out difficulties in that assumption, e.g. at the end of §V and also end of §VII. Seems to point out that opponent strategies cannot be modeled as extraneous states of nature because a player, when thinking about his own strategy, thus also affects his probabilities over opponents’ strategies. §XI, p. 782 bottom, states the point in a crystal-clear manner.

P. 754, footnote 4: how indifference is a problem of revealed preference

P. 755 free will/determinism: on Kant who says humans are part of physical world and have physical explanations. But when we reason we cannot do other than conceive ourselves as autonomous ... Kant wants categorical imperatives, which are normative (more in ethical sense) principles to agree upon by reason with no concern of desires or Hume’s passions.

Paternalism/Humean-view-of-preference: p. 757: I regret that Sugden puts Savage forward as representative of the consistency view of rationality (also called coherentism). The consistency view says that rationality should require no more than consistency, i.e., consistency is sufficient for rationality. Savage, unlike his more narrow-minded colleague de Finetti, never committed to that, but only has consistency as necessary for rationality.

P. 758: that the interpretation of preference as binary choice, and nothing else, is in Sugden’s opinion standard in economics.

P. 760: I disagree with the reasoning. It takes reason as fixed, and then says
that it is an empirical question whether our passions, desires/beliefs, are such that reason can always maximize them. I take reason not as fixed. Whatever the passions, reasons/desires, are, reason must be such as to optimize them.

P. 760/761 says he finds it hard to formulate rationality of Savage’s theory; I wonder if it is in the sense that Savage’s conditions can at most be necessary for rationality, never sufficient. This is well understood!

Completeness-criticisms: §IV pp. 760–761 gives criticism of completeness axiom as sort of indecisiveness, the argument I find unconvincing. Then discusses regret and transitivity. Assigns normative status to intransitivities resulting from regret.

“Savage’s theory, of course, tells us nothing about how we should form probability judgements about states of nature; that is not its function.”

P. 763 top claims that regret is just yet another passion in Hume’s sense, but I disagree. Regret can be a silly, “nonfundamental,” emotion.

The discussion on rationality in game theory centers around the paradoxes if infinite hierarchies of beliefs and common knowledge, but also brings in the view I like, that there is a meta-dependence generated by rationality (if a rational players decides on something it automatically implies that his rational opponent decides the same, bringing a meta-dependency). See also conclusion p. 783 top.

Conservation of influence: §§I-IV give many nice refs etc. {%


{% Preference axioms invoke complicated utility elicitation procedures %}

{% paternalism/Humean-view-of-preference: seems to cite Hume for anti-
paternalism. %}

{% Presented in Amsterdam on March 12, 1998.
Takes descriptions of outcomes in game theory as referring to physical objects,
takess utility as self-interest-valuation of those elicited through vNM utility or otherwise, at any rate referring to things outside the game. A similar explicit reference to utility measurement to get the utility in game theory is in Luce & Adams (1956). Then allows players to do other things than just maximize utility, e.g., consider moral considerations and, thus, cooperate in prisoner’s dilemma.

He, thereby, explicitly disagrees with Binmore (1993). %}

Sugden, Robert (1998) “Convention and Courtesy: A Theory of Normative Expectations,” School of Economics and Social Studies, University of East Anglia, Norwich, UK. Published as:


{\% Reference-dependent subjective expected utility evaluates, at reference point h, an act f by

the expectation of $v(f(s),h(s))$.

Imposing Savage’s axioms for each separate h gives expectation of $v(f(s),h)$ as representation with probability P depending on h. Having more-likely-than independent of h gives P independent of h. Separability of $(f(s),h(s))$ implies that $v(f(s),h)$ depends only on h through h(s), so that the above representation results. It constitutes a desirable and appealing extension of classical models.

Theorem 2 considers the case $v(f(s),h(s)) = \varphi(u(f(s)) - u(g(s)))$. This is obtained by ordering the separable pairs $((f(s),g(s))$ and imposing preference-difference axioms on this ordering. Sugden’s axioms S1-S4 amount to the axioms of Debreu (1960, Theorem 2), Köbberling (2003, “Preference Foundations for Difference Representations”), and Shapley (1975). In particular, Sugden’s S4 is the crossover axiom.

$u$ is called a satisfaction function and is interpreted as a riskless component, and $\varphi$ is a gain/loss evaluation function. Risk attitude is composed of these two. It seems to me that $\varphi$ affects more of risk attitude than only gains versus losses. For example, if we restrict attention to the subdomain of one fixed reference point and only gains, then the model $\varphi(u(x)-u(0))$ coincides with the value-utility
model that was popular in decision analysis in the 1980s and 1990s (Dyer & Sarin 1982, etc.), where $u$ is taken as riskless value function and $\phi$ adds risk attitude (and loss aversion plays no role). More concave $\phi$ generates more risk aversion in this domain where loss aversion plays no role.

If we consider variable reference points and reference-independence, then $\phi$ must be linear (so, “absent”) and $u$ governs all of risk attitude. Pp. 178 and 180 write that $u(x)$ may reflect satisfaction from $x$. The interpretation can, for reference independence, be maintained only if vNM utility is taken as a riskless $u$, an interpretation that I am sympathetic to (risky utility $u = \text{strength of preference } v$ (or other riskless cardinal utility, often called value)) although the common terminology in the field today deviates and it is too late now to change.

Schmidt (2003) also considers reference-dependence, but only for constant (riskless) acts.

P. 173, para 2, incorrectly claims that prospect theory would have utility independent from the reference point. Footnote 2 weakens the mistake, but does not correct it. Kahneman & Tversky (1979, pp. 277-278) gives the right nuances.

P. 173, para 3, incorrectly claims that prospect theory has no states of nature. The ’92 version of prospect theory does have states of nature.

P. 175 1st para, $f > g | h$ is interpreted as: if the agent is in $h$ and can choose between $f$, $g$, and $h$, then he rather takes $f$ than $g$. This interpretation is unrealistic if $h$ is most preferred. Would be better not to leave the option of staying at $h$, or not to have his completeness axiom R1 and instead restrict the analysis to the acts preferred to $h$ (requiring considerably more difficult proofs).

Savage (1954) used the term sure-thing principle in an informal sense, comprising his P2, P3, and P7. In its modern use, it refers only to Savage’s P2. Sugden’s verbal text on p. 177 relates it, however, to Savage’s P1 and P2.

Presenting so many valuable and sophisticated results in such a short space is an impressive achievement. The proofs then have to be concise, and many details must be skipped. Indeed, the latter happens in this paper, and many of the more complex technical steps in the proofs are claimed without justification. This makes it hard for the readers to verify correctness of the results. At some places, there are inaccuracies. Theorem 1 claims necessity of the preference axioms, but
the richness axiom of state-space continuity, R.8, can never be implied by the
representation. (Counterexample: SEU with two states of nature, equally likely,
real outcomes, and expected value, so that also Sugden’s uniqueness
requirements are fulfilled.) The last sentence of the proof of Theorem 1, p. 188,
suggests an assumption of atomlessness that is, however, neither claimed nor
defined in the main text. Atomlessness is complex under finite (contrary to
countable) additivity as here. I conjecture that a convex-rangedness condition as
in Gilboa (1987) and Savage (1954) (that I prefer to call solvability) can work,
but this remains to be proved.

P. 178: in Def. 10, the domain of \( \varphi \) varies as \( u \) varies (discussed at the bottom
of p. 188).

P. 179, Consequence-space continuity, S2, is hard to read because most of the
“for all” quantifiers are in the wrong place. In Definition 13, it is not clear what
“distinct” means for acts. I guess that acts that differ only on a null event are not
distinct. No proof of Theorem 3 is given so that the confusion cannot be clarified.


*conservation of influence*: opportunity = potential influence;

*paternalism/Humean-view-of-preference*: Assigns an intrinsic value to
opportunity sets; i.e., the very fact that one can choose from available options. So,
will be against paternalism. Reminds me of intrinsic value of information in
papers by Grant, Kajii, & Polak (1992). Sugden’s work is in the spirit of liberty-
of-choice literature. He says that, rather than getting optimal option, having
opportunity set is central. Develops a model where arbitrageurs present choice
sets and the economy benefits from competition between arbitrageurs.

{conservation of influence: Agent identifies herself with past, present, and future own decisions, as “locus of responsibility,” also called “responsible agent.” Sugden writes “she identifies with her own actions, past, present and future” Sugden’s set of opportunities is like my potential influence. Section 9.1 discusses Aristotle’s telos (goal). Happiness (*eudaimonia*) comes from serving the goals.%


If I am among the most paternalistic workers in decision theory, Sugden, Bob henceforth, is amongs the least, and is the most anarchistic (my term) decision theorist I can think of. Famous is his and Loomes’ regret theory that goes as far as just giving up transitivity. Every few years Bob and I have enjoyable email exchanges on it, although the many years haven’t brought any convergence.

This paper shows how Bleichrodt, Pinto., & Wakker (2001), BPW henceforth, can be reinterpreted subtly and then reconciled with Bob’s views (though not endorsed; see end of §1) by avoiding any allusion to anything like true preference. Instead, it does what Bob calls regularization. There is a policy maker (PM) having to take policy decisions that affect persons, and seeking only to do best for the persons. The PM takes expected utility (EU) as normative for her decisions without any assumption that this would be best for the persons or about what true preferences for the persons are. This is the idea of regularization. First of all, it is not my opinion because I think EU is normative also for the persons, and I like to use the concepts of true preference and bias/error. But, second, even without that, I see little interest in assuming EU normative for the PM but not for the persons. If the PM does not consider the persons’ deviations from EU irrational or bad, how can she defend changing them? I could be more sympathetic to a pragmatic interpretation, where the PM would say that nonEU is just (too) difficult to implement.
Further comments.

I disagree with the last sentence of the 2nd para on p. 772: “I conclude that the supposed normativity of the EU axioms does not justify the claim that behaviour that contravenes those axioms is evidence of error or bias.” As I see it, if two choices are inconsistent with EU, then this proves that THERE EXISTS a bias. Only, EU does not say which or where. My preceding sentence makes me agree with all text preparing for the criticized sentence. But I disagree with that sentence. Bob’s p. 781 end of 1st para, claiming misleading, follows from this, and I disagree with the qualification of misleading there too.

P. 776: I do not equate normative utility with experienced utility, but this does not affect any other point here.

Regarding the point starting the second half of p. 776, Bob is right. Diminishing sensitivity of utility is a reference-dependent bias that BPW ignore. To prepare my defense, I have been fully aware of this point since my youth. Kahn & Sarin (1988) discussed it nicely. We only did not write about it because it is too far from the current state of the art in the field. I think that intrinsic utility should be concave throughout. The convex-concave shape found empirically is due to yet another bias, which may be general numerical (mis)perception. We did not mention it because no theory exists yet. Our phrase referring to the current state of the art may justify. Our phrase that Bob cites on pp. 777-778 was deliberately written to avoid this issue. I discussed the issue with Köbberling for Köbberling & Wakker (2003) and we decided to stay out of it. There is an empirical paper on it, Köbberling, Schwieren, & Wakker (2007), but this paper never received much attention.

P. 781 end of 1st para: I disagree with the “misleading” qualification about showing systematic biases, as explained before. %)


{% %}


Use hypothetical choice, with delays of several years. Consider intertemporal choice with SS (small soon) versus LL (large late). But add additional common payments at other times, before, between, or after. The extra payments always reduce discounting. The authors ascribe this to the SS and LL payments becoming less salient. Although the authors do not seem to discuss it, it means
that intertemporal separability is violated (intertemporal separability criticized).}


{% Simpler proof for Jaffray’s and Fagin & Halpern’s result. %}


{% %}


{% %}


{% %}

Sunstein, Cass R. (2016) Lecture at SABE/IAREP.

{% %}


{% %}


{% %}


Takes strength of preference as primitive, and then axiomatizes expected utility. Does in fact something Anscombe-Aumann like by allowing for fifty-fifty probabilistic (subjectively through) mixtures.

P. 63 writes, on small worlds: “since we are usually dealing with what Savage calls small-world situations, and not the fate of the whole universe.”

P. 68 writes: “By way of summary my own feeling is that Savage’s postulates are perhaps aesthetically more appealing than mine, but this fact is balanced by two other considerations: my axioms do not require an infinite number of states of nature, and their intuitive basis derives from ideas which have proved experimentally workable.”


Text of plenary lecture for statistical society.

**criticizing the dangerous role of technical axioms such as continuity:** §2 discusses the status of axioms, with what I would call intuitive versus technical axioms. The latter are about richness with existence quantifiers, such as Savage’s (1954) P6. There are some interesting claims, but much is half-baked with nuances lacking. The para on p. 162-163 argues that, when a patient has to decide on a risky treatment with subjective probabilities involved, comparisons with objective probabilities (as in the Anscombe-Aumann framework) will not be useful. I think it depends too much, and sometimes it will be useful. But I agree with him that often it will just not be of use. As I argued on several occasions, for 999 out of 1000 diseases, decision theory is of no use at all. But for 1 out of 1000 diseases it is, and that is a good thing.

P. 164 points out that the Archimedean axiom is not first-order.
P. 167 3rd para, that axioms be about the appropriate degree of crudeness, comes out of the blue and is apparently an attempt to sell his axioms yet to come. The axioms consider the case of n equally likely events with crisp probability 1/n for calibration, which are used to provide upper and lower bounds for the probabilities of the other events in the obvious way. As regards the axiomatization, this is not very interesting.

§4 compares to geometry and quantum mechanics. An argument that can be advanced against upper and lower probability models (as against multiple priors) is that not only about probabilities, but also about anything else such as length, we can have uncertainties, so, if we should work with upper and lower probabilities should we then not just as well work with upper and lower lengths instead of deterministic lengths? Suppes argues that subjective probabilities are to be treated differently than physical length, and that subjective probabilities should rather be treated as physical scales in quantum mechanics, where often locations and so on are not deterministic but probabilistic. More precisely, they are intrinsically probabilistic. The physical laws of quantum mechanics require that sometimes location is probabilistic and not deterministic, and the laws would be invalid otherwise. So, it is not just probabilistic in the sense of not well known or having inaccurate measurement instruments, but it is intrinsically probabilistic. Heisenberg’s uncertainty principle describes this. Suppes points out that the source of uncertainty—that any measurement will distort location/etc—also holds for subjective probability, where each measurement will distort it. Unlike most social scientists, Suppes does not start writing silly and exaggerated comparisons with quantum mechanics but keeps control and credibility, writing on top of p. 172: “I do not mean to suggest that the exact theoretical ideas of quantum mechanics carry over in any way to the measurement of belief, but I think the general conceptual situation does.” I personally do not believe that the analogy holds. I think that the measurement of beliefs through certainty equivalents and so on does not meet the fundamental impossibility of quantum mechanics to reach high degrees of precision, but this is a matter of taste. Suppes is in fact favoring the constructive view of preference here!!! Nice. Interestingly Suppes compares not only with quantum physics, the standard example of a probabilistic theory, but also with memory from psychology, also well known for being affected by measurement and being constructive (probabilistic?).
P. 174, final para of paper, compares the indeterminacy of subjective probability with the impossibility to do perfect meteorological measurements. The latter cannot be done because of complexity, which is a different point than for the indeterminacy in quantum mechanics. Suppes ends, poetically, with: “Our beliefs, it seems to me, are rather like the leaves on a tree. They tremble and move under even a minor current of information. Surely we shall never predict in detail all of their subtle and evanescent changes.”


strength-of-preference representation: representation uses absolute differences though.

All attempts to make strength of preference observable from actual decisions that I know are a special case of the following:

We consider two-attribute \((x_1,x_2)\) and assume additive representation \(V_1(x_1) + V_2(x_2)\). Under minimal continuity assumptions, \(V_1\) and \(V_2\), and their sum, are interval scales, and their ordering of differences is meaningful. We can then for instance observe:

\((a_1,G_2) \sim (b_1,g_2)\) and
\((c_1,G_2) \sim (d_1,g_2)\)

to conclude that the strength of preference of \(a_1\) over \(b_1\) is as big as that of \(c_1\) over \(d_1\), with \(V_1\) differences correspondingly. That is, improving \([a_1\to b_1]\) offsets the same gauge \([g_2\to G_2]\) as improving \([c_1\to d_1]\). The additive representation means that there is no interaction between first and second coordinate, and this is necessary for things to work.

The authors consider on p. 260 the special case where the second coordinate \(x_2\) refers to money, \(g_2 = 0\), and \(G_2\) is a positive side payment. The authors next consider the special case of a housewife who chooses between combinations of appliances. Say, starting from \((a_1,a_2)\), that \((b_1,a_2)\) is a better improvement than \((a_1,b_2)\). Can we conclude that \([a_1\to b_1]\) is a better improvement than \([a_2\to b_2]\)? One again needs absence of interaction between the 1st and 2nd coordinate goods to derive strength of preference. If interactions then the improvement \([a_1,a_2]\to [b_1,a_2]\) can be different than the improvement \([a_1]\to [b_1]\) (which we interpret as the improvement \([a_1,0]\to [b_1,0]\)). The improvement \([a_1,a_2]\to [a_1,b_2]\) can be different than the improvement \([a_2]\to [b_2]\) (which we interpret as the improvement \([0,a_2]\to [0,b_2]\)). We could try to give more status to the improvement \([a_1,a_2]\to [b_1,a_2]\) by assuming that \((0,a_2)\) iso \((0,0)\) is the initial endowment, and we could give more status to the improvement \([a_1,a_2]\to [b_1,a_2]\) by assuming that \((a_1,0)\) iso \((0,0)\) is the initial endowment, but the two cannot be combined into one consistent initial endowment.

On p. 259 they consider the special case where \((x_1,x_2)\) concerns a gamble yielding \(x_1\) under one event and \(x_2\) under its complement. Absence of interaction
between the two coordinates holds under expected utility and is needed here.

On difficulty to disentangle different parameters, they write: “The interaction between probability and utility makes it difficult to make unequivocal measurements of either one or the other. The recent Mosteller and Nogee experiments (1951) may be interpreted as measuring utility if objective probabilities are assumed or as measuring subjective probabilities if utility is assumed linear in money.” (p. 259)

P. 259 2nd para points out that measurements of utility under risk are distorted by interaction with probability weighting (they use the term subjective probability to indicate probability weighting), using this as argument to use introspective-based strengths of preferences.

questionnaire versus choice utility: p. 261 penultimate para of §1:

“It is also our opinion that many areas of economic and modern statistical theory do not warrant a behavioristic analysis of utility. In these domains, there seems little reason to be ashamed of direct appeals to introspection. For example, in welfare economics there are sound arguments for adopting a subjective view which would justify the determination of utility differences by introspective methods.”

(risky utility \( u = \) strength of preference \( v \) (or other riskless cardinal utility, often called value))


{\% probability intervals; deal only with prospects that are sums of indicator functions of events, meaning they are simple prospects taking only nonnegative integer values. \%}


{\% A formal exposition of measurement theory, fundamental versus derived measurement, meaningfulness, and other things. The presentation is abstract and the examples are not very interesting I found. The definition of scale types in §1.3 p. 11 is not very accurate. \%}

PT falsified; probability weighting depends on outcomes: they investigate this. They confirm that affect-rich outcomes give more pronounced insensitivity (inverse-S). On one point my interpretation is different than the authors’. I think that probability neglect is an extreme form of insensitivity, and not something different as the authors think, expressed in their title (“versus”), and what they have as a central theme throughout their paper. Figure 7.1.1, p. 205, of Wakker (2010) shows the point, with to the left perfect sensitivity, in the middle partial sensitivity, and to the right extreme insensitivity which means probability neglect. Thus, what the authors take as evidence against inverse-S, in my opinion is strong support.

They also find higher elevation of probability weighting for affect-rich outcomes. It was not clear to me from the text and the formulas if higher elevation was coupled with more or with less risk aversion. Also, with only one nonzero outcome, elevation may be determined only up to one joint power for utility and probability weighting. This need not affect inverse-S but it does affect elevation. Adding assumptions about (the power of utility makes the power of probability weighting also indentifiable. %)


Show that category rating scales have been subject to the same internal inconsistencies as the standard gamble in lotteries with one nonzero outcome. %


Seems to have introduced MET (maximum endurable time) %


Small probabilities: This paper explains, and references (p. 183 last para), that people can as well overweight unlikely events as fully ignore them. The latter is
referred to as the low probability, high consequence events bias (the paper, unfortunately, never defines the latter, but p. 186 following Eq. 6 states it casually). They investigate how house prices react to tornado risk. A 1/million extra annual chance of dying increases the house price by 3%.


{Shows that in Gneezy & Potters (1997 QJE) the myopic loss aversion is reduced if people work in teams.}


{N = 661 children aged 10-18.}

**real incentives/hypothetical choice: for time preferences:** Use real incentives for time preferences, as for all preferences. In a school they pay on a prearranged future time. They use choice lists to observe indifferences.

They estimate risk aversion from one observed CE (certainty equivalent) of a fifty-fifty prospect, referring to the known Ellsberg urn. For ambiguity aversion, they observed the CE for the unknown two-color Ellsberg urn, and took the normalized difference between the risky and ambiguous CEs (certainty equivalents) as index of ambiguity aversion.

**gender differences in risk attitudes:** women more risk averse than men. (P. 517.) Gender is only demographic that correlates with risk aversion. For example, age does not. No demographic variable correlates with ambiguity aversion.

**gender differences in ambiguity attitudes.**

Time preference: They fix a near and remote time point, fix the payment at the near time point, and determine the remote payment to generate indifference. Did so 4 times, where two have early time right now and two have early time later (upfront delay). Find mostly constant impatience, but once decreasing impatience.

**correlation risk & ambiguity attitude:** There is a negative relation, but it is
not written in the paper. Is pointed out in survey chapter by Trautmann & van de Kuilen (2015).

P. 510 cites seven studies that relate risk/time preferences to actual behavior. This paper does it for 661 children age 10-18. More impatient children smoke more, drink more, have higher BMI (body-mass index), save less, violate more school codes, and have lower maths grades. Risk and ambiguity aversion do not correlate with much. Risk averse subjects have lower BMI, ambiguity averse smoke less. P. 511 cites literature that children are more risk averse and more impatient than adults. More risk aversion then more patience.

P. 527 mentions that intertemporal attitude correlates better with other things than risk/ambiguity attitudes, in agreement with what has been found more often I think. A little bit this may also be because they used four questions to measure intertemporal attitudes, and only one to measure risk attitude and only one to measure ambiguity attitude. %}


{\% %}\n

{\% revealed preference %}\n

{\% Ch 4 and p. 41 seem to be on probability. %}\n

{\% Kirsten&I: shows that for the countably-infinite consumption streams of Koopmans (1960) symmetry (such as in zero discounting) is possible in combination with continuity if the topology w.r.t. which continuity should hold is taken sufficiently coarse. %}

{% Seems to be: decision under stress, with models of rational decision. %}


{% “An optimist is just a misinformed pessimist.” %}


{% On history of conflicts between experimental economists and heavioral economists. How behavioral economists and experimental economists, Vernon Smith, Plott, Kahneman, and others, discussed and how some hostilities came. Sidney Siegel initiated, independently of and simultaneously with Smith, the principles of experimental economics, emphasizing real incentives and no deception. Unfortunately, Siegel suddenly died at young age. The author’s writings on deception are shaky. P. 279 writes: “In general, deception in experiments occurs when the actual purpose of an experiment differs from the purpose announced to the test subjects.” This is not the definition of deception commonly accepted. It is usually taken as giving false, untrue, information to subjects. For one thing, this is broader than just about the purpose of the experiment. For another, it allows for incomplete info. Often, subjects are not given complete info on an experiment and the purposes of the experimenter, e.g., “proving that theory X is superior to theory Y,” or “showing that subjects overestimate probabilities.” P. 290 l. 4 erroneously writes: “the former group [behavioral] advocated allowing deception and hypothetical choices in economic experiments; the latter [experimental economists] avoided such experiments.” I do not think that behavioral decision theorists just allow for deception. I don’t remember that Kahneman & Tversky ever wrote about it, but I also do not remember any case where they used deception. Although I do not remember ever discussing deception with Tversky, I would be very surprised if he would not have thought that it should be avoided. Another strange claim is on p. 288: “the emerging behavioral economics became less and less reliant on experimentation and was equally embracing other empirical as well as modeling approaches.” I do not understand in which sense behavioral economics
would care less about experiments. The author may think that psychology-type experiments are not to be called experiments?


{% ubiquity fallacy: the title of this book expresses it. %}


{% Bibliographic info about the issue of the journal is essential, because each issue renumbers from zero.

Nice, enthusiastic, empirical study of utility functions, very well suited for students to understand what utility measurement is about.

Use CEs (certainty equivalents) of 50-50 gambles to measure utility, for both gains and losses.

P. 128, 2nd para brings the known claim of those days that choices from paradoxes (Ellsberg in this case) are exceptional laboratory findings, not very relevant to practical applications.

**concave utility for gains, convex utility for losses:** pp. 132-133: Utilities nicely exhibit the prospect-theory shapes of concave for gains, convex for losses, loss aversion, underlying prospect theory. These were incorporated in Fishburn & Kochenberger (1979). They are, however, not representative because they were a subselection chosen by the authors according to choice criteria not specified.

P. 134, 4th para, finds clear loss aversion.

**utility elicitation: different EU methods give different curves:** posed as a research question on p. 134 last para.)

P. 135, penultimate para, that utilities for losses are more erratic (**losses give more/less noise**).%


{% A nice intermediate between compensatory and noncompensatory tradeoffs.

Subjects set thresholds but, then, violations of the thresholds are allowed and are
evaluated smoothly as losses of utility. It looks a bit like prospect theory with several reference points.\}


\{ Existence of God is derived using Bayesian reasoning. \}\}


\{ Existence of God is derived using Bayesian reasoning. \}\}


\{ small risks overinsured; \}

Point out that according to traditional EU analyses, the commonly found insurance decisions regarding deductibles for home insurance would imply absurd degrees of risk aversion. The author has real data on these insurance decisions.

P. 178 puts some criticisms of Rabin (2000) right: “part of the importance of this insight rests on the assumption that people are significantly averse to moderate risks, a point which some have questioned (Richard Watt 2002; Ignacio Palacios-Huerta, Robert Serrano, and Oscar Volij 2006) There is extensive evidence that people do display risk aversion over small stakes in laboratory settings … Outside of laboratory settings, … “

P. 183 penultimate para: By taking $1000 deductible iso $250 or $500 deductible, people could on average have saved $100 per year! The price people pay extra for having $500 deductible iso $1000 is five times its average value! P. 187 bottom: $4.8 billion per year can the saved by all house-owners in the US by taking $1000 deductible. One individual can on average gain $6,300 until age 65.

P. 184 mentions consumer inertia, of people keeping insurance even though price has become much worse. Hence better to estimate only for new customers (p. 189 end 3rd para).

P. 192 ff: for measuring relative risk aversion, proper level of initial wealth is discussed in detail.

P. 193 penultimate para: People have to overestimate probability of loss by factor 5 (18.3 iso 3.7) to come to single-digit relative risk aversion index. P. 195-
196: Common degrees of probability weighting thus neither can explain it well. Traditional loss aversion plays no role because insurance is all about losses. P. 196: if we take premium paid as reference point (which is psychologically plausible), then loss aversion can explain it. The Köszegi-Rabin (2006) model also leads to this. %}


{\% foundations of probability \%


{\% foundations of probability & foundations of statistics: special issue dedicated to the memory of Henry Kyburg. \%

*Synthese* 186, 2012, Number 2.

{\% Shows that every partial order can be extended to an order, which is an easy application of Zorn’s lemma.


{\% utility elicitation?; decreasing ARA/increasing RRA: seem to find constant RRA (consequently, decreasing absolute). \%


{\% \%}


utility depends on probability: seems to argue that in sports the utility of a result depends on its probability. 


utility depends on probability: seems to argue that in sports the utility of a result depends on its probability. 


equity-versus-efficiency 


equity-versus-efficiency 


tests many discount families, both for group average and individual. Finds that generalized hyperbolic is best, with unit invariance second. Assumes linear utility.

Eq. 6 proposes the unit invariance discounting family, with the nice interpretation that this is constant discounting with, however, Stevens-type power perception of time.


Let people choose, hypothetically, between an amount received immediately with certainty, and a risky amount received with delay. With general probability weighting one then cannot determine the power, but they assume EU and use a random-choice model with constant discounting and power utility to fit data. They find usual powers of utility (around 0.8) and usual discount rates (around 6%). They correlate with smoking, drinking, and two kinds of gambling. Smokers and gamblers are more impatient and less risk averse. For drinkers it is, overall, opposite. But the opposite is only for moderate drinkers (p. 615 bottom). Extreme drinkers are again more impatient and less risk averse. The authors defend rationality of moderate drinking (p. 615, jokingly: “Sake is the best medicine”). The writing and self-praising is sometimes naïve, with English-language limitations as likely excuse.


Seems to retest book-making tests of Tversky & Kahneman (1981), showing that it disappears if subjects have to justify.

{\text{% Seems to retest book-making tests of Tversky & Kahneman (1981), showing that it disappears if subjects have to justify, adding in this paper that it also gets less if they get more decision time.\%}}


{\text{% On endogenous state spaces.\%}}


{\text{% nonconstant discount = nonlinear time perception: this point was stated nicely in the working paper version but, unfortunately, as the author explained to me in personal communication, a referee had him take it out in the published version.}}

\text{decreasing/increasing impatience: finds counter-evidence against the commonly assumed decreasing impatience and/or present effect.}

First part of paper tests stationarity qualitatively as often done before, which can be called utility free because it needs not know utility. Second part first uses decision under risk and the standard gamble method to measure utility, assuming expected utility, and then measures discounting in utility rather than in money. The author suggests that this part does not measure utility at all (p. 460, §2.2, 2nd sentence), but measuring the standard gamble probabilities is equivalent to measuring utility. All of this conditional on assuming expected utility, which the author does. Similar things have been done by Andersen et al. (2008, *Econometrica*) and partly by Chapman (1996). The author calls his method utility-free because it works, given his assumptions, whatever utility is. The idea to pay in probability and then under EU have linear utility has been used before (Allen 1987; Anscombe & Aumann 1963; Berg et al. 1986 *QJE*; Roth & Malouf 1979; Cedric Smith 1961). Its drawbacks are that EU is extensively violated, with Selten, Sadrieh, & Abbink (1999) finding that the deviations from EU are bigger than those from linear utility, and that cardinal utility under risk need not be the same as cardinal intertemporal utility, as established after the ordinal revolution.
Given the assumptions made, the author can in fact measure a model 
$D(t,x)u(x)$, with discounting $D(t,x)$ outcome dependent, as he points out on p. 
457.

The experiment finds quite some future bias.

P. 471 “When does the future really start?” (Italics from original.)

Takeuchi, Kan (2011) “Non-Parametric Test of Time Consistency: Present Bias and 


**% PT, applications: nonadditive measures, sunspot equilibria %**


**% Using nonadditive measures and belief interpretations of those. Knowing $E$ 
negative means that $E^c$ has belief zero but $E$ need not have belief one. %**

Tallon, Jean-Marc (1998) “Asymmetric Information, Nonadditive Expected Utility, 
and the Information Revealed by Prices: An Example,” *International Economic 

**% games with incomplete information %**

Tan, Tommy Ch.-Ch. (1988) “The Bayesian Foundations of Solution Concepts of 

**% real incentives: Average payment was $11, roughly 7-day labor wage for casual 
unskilled labor. Random incentive system with one choice played for real. 
Use prospect theory, power utility and 1-parameter Prelec weighting function, 
and loss aversion, with same parameters for gains and losses. So, then the unit of 
payment assumed does not matter for the definition of loss aversion. 
Choice stimuli: No sure prospects. Find indifference by choice list: 
$400.3010 \sim x_{0.105}; 400.9030 \sim x_{0.705}$. The third choice list was more complex, with**
losses involved for both options. So, basically, three indifferences are used to fit three parameters. They use the first two indifferences to elicit utility power and probability weighting, and the third, given the first two, to elicit loss aversion. Find power 0.61 and weighting-function parameter 0.74.

real incentives/hypothetical choice: for time preferences: They implemented using again random incentive system. Future payments for subjects were left to one of the subjects, a specially chosen “trusted agent,” who was asked to deliver the money on the days promised. I find it hard to believe that this would work well. Actually, I think that it would be immoral for the trusted agent NOT to deliver the money immediately. He is then causing money (interest and opportunities) to be lost for the people in his village just because some American told him so, with no use for the research (already over) or anything else, other than tribute to an abstract ethical principle of “never break a promise also if completely useless and to someone you will never see again.”

The stimuli for intertemporal choice concerned immediate rewards versus rewards delayed by 3 days up to 3 months.

For discounting they use a 3-parameter discount function, combining generalized hyperbolic discounting with also presence-effect à la quasi-hyperbolic. I regret that the two parameters besides exponent overlap in generating decreasing impatience, but they cannot fit increasing impatience which will surely be found for part of the subjects. It is like fitting risky data allowing only for risk aversion for every individual. The families by Bleichrodt, Rohde, & Wakker (2009, GEB) can handle increasing impatience.

Subjects invited had participated in a demographic study 3 years before, so that things could be correlated.

Richer villages are less loss averse and more patient. Richer households are more patient but no risk attitude effects.%


{\% Discuss interpretations of loss aversion. Put forward the most common interpretation, that losses are felt more intensively than gains. One aspect of this they question in a way that I did not understand. They say that, contrary to the common view that gains reduce loss aversion and losses increase it (this I already do not understand), gains and losses may work in the same direction and both increase loss aversion. They seem to instead favor a sort of holistic evaluation. Peeters & Czapinski (1990) is a nice discussion of different interpretations of loss aversion. \%}


{\% foundations of probability & conservation of influence: discusses teleological theories of belief, and the role of objective and subjective probabilities in those. \%}


{\% \%}


{\% https://doi.org/10.1093/lpr/mgv008 foundations of statistics: pp. 6-7 takes the subjective view of probability and discusses other views. This paper argues in fact for the likelihood principle, where statistical info is completely captured by the likelihood ratio. It argues against p-value-type info. It does all these things in the legal context. There are two comments and a rejoinder in this issue of the journal. \%}
They use an American life panel that contains many measurements of time preference and risk attitude from many studies. Big limitation: They measure risk attitude only by fitting EU with CARA or CRRA utility. So, they only have an estimation of risk aversion and not of insensitivity and all the violations of EU are bugging this study.

They see how those are related to other variables and real-life decisions. They find that one choice-list type (actually, adaptive titration) works well and predicts much, quite suggesting that time preference is quite driven by one factor. For risk attitudes it does not work so easily, and risk attitude consists of several components it seems. Not measuring decision risk attitude, but direct introspection, predicts real-life behavior much better, something also found and emphasized by Dohmen et al. (2011). As I wrote on some occasions, this is not very surprising or interesting because, first, it is like twice asking the same and, second, the introspective measure, unlike attitude questions, is not related to normative concepts useful for cost-effectiveness studies and so on. %}


They use an American life panel that contains many measurements of time preference and risk attitude from many studies. Big limitation: They measure risk attitude only by fitting EU with CARA or CRRA utility. So, they only have an estimation of risk aversion and not of insensitivity and all the violations of EU are bugging this study.

They see how those are related to other variables and real-life decisions. They find that one choice-list type (actually, adaptive titration) works well and predicts much, quite suggesting that time preference is quite driven by one factor. For risk attitudes it does not work so easily, and risk attitude consists of several components it seems. Not measuring decision risk attitude, but direct introspection, predicts real-life behavior much better, something also found and emphasized by Dohmen et al. (2011). As I wrote on some occasions, this is not very surprising or interesting because, first, it is like twice asking the same and, second, the introspective measure, unlike attitude questions, is not related to normative concepts useful for cost-effectiveness studies and so on. %}
others it makes no difference. Overall, there is no significant difference between risk aversion in real and hypothetical choice.

The author seems to think that Holt & Laury (2002) invented the price list to measure risk aversion, citing a handful of studies that used it after in footnote 8, and not citing the 100s who used it before. %}


{% Reconsiders Grossman and Eckel’s (2015, JRU) study of skewness while correcting for loss aversion. It dampens but does not remove the effects. %}


{% Seems to survey studies of optimism. %}


{% Argues that for optimal mental health it is often good not to be realistic, but to be (“too”) optimistic and self-confident, and so on. In my diagonal reading, I saw no pros mentioned of being too pessimistic and overdoubting oneself, although in my amateur view those should also often be beneficial. %}


{% intuitive versus analytical decisions; replicate findings of Snijders, Tazelaar, & Batenburg (2003); add puzzling finding: purchasing managers predict worse the more experienced they are; %}


{% EU+a*sup+b*inf: Uses Choquet expected utility with this model. Leads to recommendations for negligence and against liability in unilateral accident cases. %}


{% updating: discussing conditional probability and/or updating %}


{% Gathered 154 quality of life measurements, %}


{% Measures utility, assuming EU, through hypothetical choices under risk, conditional on having two legs paralized or being healthy. This is entirely state-dependent utility à la Karni, with Anscombe-Aumann too. %}


{% Deviations from subgame perfect Nash equilibrium are independent of size of stake, and are of an omission-commission type. The errors do increase with the difficulty of the task. In my words, this means that cognitive rather than motivational factors cause the deviation from rationality here. (cognitive ability related to likelihood insensitivity (= inverse-S)) %}


{% Considers evaluation of prospect (act) if there is only a probability measure on some subalgebra and the prospect is not measurable with respect to it, using a model for this by Lehrer, taking either expected utility of Choquet expected utility
as point of departure. It considers such a preference for each time point and then analyzes continuity properties with time going to infinity, which is called time continuity. %}


proper scoring rules: For many years he interviewed many politicians etc., asking them for probability judgments. Then he evaluated it all through proper scoring rules. Much in the spirit of Hofstee (1980).

The book also shows that specialists do not perform better than others because specialists want to impress using bold estimates. %}


*Organizational Behavior and Human Decision Processes* 122, 22–35.

Many nice real-world examples about endowment effect, e.g. pp. 45-46.

P. 50 suggests that Weber-Fechner law says that **just noticeable difference** is proportional to the absolute value, leading to logarithmic evaluation.

ratio-difference principle: People do more effort to save $4 on a $25 radio, than on a $500 tv. P. 51 footnote 15 describes nice add where man takes $37 from $5000, says “It may not seem like a lot here” pointing to the pile of $5000, and then says “but it will feel like a lot here” pointing to his wallet.
Many more on precommitment, billiard player who subconsciously follows sophisticated mathematical laws.

Thaler extended Kahneman & Tversky’s loss aversion to riskless choice, and has been extensively praised for this by Kahneman and others. But I must say that I find this a straightforward move.

A citation: ‘Until recently, credit card companies banned their affiliated stores from charging higher prices to credit card users. A bill to outlaw such agreements was presented to Congress. When it appeared likely that some kind of bill would pass, the credit card lobby turned its attention to form rather than substance. Specifically, it preferred that any difference between cash and credit card customers take the form of a cash discount rather than a credit card surcharge. This preference makes sense if consumers would view the cash discount as an opportunity cost of using the credit card but the surcharge as an out-of-pocket cost.”


{\% dynamic consistency; time preference; seems to also find sign-dependence of discounting, with smaller discounting for losses than for gains. 
\textbf{DC = stationarity:} some texts may suggest so, but p. 202 ll. 12-14 put things exactly right: “[Dynamic inconsistency arises if (B.2) is selected now and when the choice is reconsidered in 364 days (B.1) is selected.]”


{\% Argues in favor of value function of prospect theory, for one reason because it captures the psychophysics of quantity. P. 201: “… captures the basic psychophysics of quantity. The difference between $10 and $20 seems greater than the difference between $110 and $120, irrespective of the signs of the amounts in question.” The paper distinguishes between acquisition utility (intrinsic utility) and transaction utility (process utility).}


{\% real incentives/hypothetical choice: p. 96 seems to suggest that there is little improvement of rationality when real monetary rewards are introduced.}

{% P. 138 writes: “illusions demonstrate the need for rulers” %}


{% %}


{% A general discussion arguing for the importance of behavioral economics.

Unfortunately, the author desires too much to show that other researchers are dumb and wrong, with the implicit implication that he himself is more clever. And, unfortunately, he does not try to properly position views other than his own, but he tries to make them look ridiculous using puns (p. 1579: “explainawaytions”), which does not advance communication and exchange of ideas, even if primitive readers (the type that enjoys watching violent movies) may enjoy it. It is good in writing and for clarity to skip some nuances, but this paper does it too much. P. 1579 beginning of §II: “In the process of making economics more mathematically rigorous after World War II, the economics profession appears to have lost its good intuition about human behavior.” P. 1579 footnote 1 is characteristic of the sense of humor of the author.

In the beginning of the paper, and in several other places (p. 1578 middle: “Indeed, Ashraf, Camerer, and Loewenstein (2005) convincingly document that Adam Smith, often considered the founder of economics as a discipline, was a bona fide behavioral economist.”), the author tries to argue that the behavioral approach means simply returning to the preordinal period. I will explain that I disagree. First I note that, unfortunately, the author never uses the term ordinal or refers to the ordinal revolution, but this is the crucial dividing line. P. 1580 seems to confuse the ordinal and the marginal revolution, apparently putting the marginal revolution in the 1940s. The marginal revolution was in the 1870s. He sometimes refers to
“after World War II.” Now to why I disagree. It is for the same reason that I disagree with the idea expressed in “Back to Bentham” (elsewhere). The ordinal revolution added much good, giving a clear and firm basis to economics. The behavioral revolution (using this term, also sometimes used in this paper) does not mean throwing these ideas away. It means extending these ideas, keeping the formal concepts but extending the empirical domain (a) by incorporating irrational phenomena studied before in psychology; (b) relaxing the restriction to revealed-preference data. Those extensions should be linked to the firm basis thanks to the ordinal revolution. Fortunately, in one place the author puts this right, being p. 1592 1st para: “A second general point is that we should not expect some new grand behavioral theory to emerge to replace the neoclassical paradigm. We already have a grand theory and it does a really good job of characterizing how optimal choices and equilibrium concepts work. Behavioral theories will be more like engineering, a set of practical enhancements that lead to better predictions about behavior. So far, most of these behavioral enhancements focus on two broad topics: preferences and beliefs.”

Unfortunately, in the conclusion p. 1597 the author returns to the unnuanced statement: “Rather, behavioral economics should be considered simply a return to the kind of open-minded, intuitively motivated discipline that was invented by Adam Smith and augmented by increasingly powerful statistical tools and datasets.”

P. 1581, l. –4 presents EU as normative: “Prospect theory was intended to be a descriptive alternative to von Neumann and Morgenstern’s (1947) expected utility theory, which is rightly considered by most economists to characterize how a rational agent should make risky choices.”

P. 1582 l. –3 lists Thaler’s 1980 paper together with the work of Kahneman & Tversky.

P. 1583 2nd para shows how the desire to show others wrong (end of 3rd para: “So critics can’t have it both ways. Either the real world is mostly high stakes or it offers myriad opportunities to learn—not both.”)

blinds the author: his point that decisions with large stakes usually cannot be repeated much is irrelevant and in no way weakens the argument that both large stakes and repetition/learning increase rationality.

real incentives/hypothetical choice: p. 1585 end of 2nd para: “In the nearly 40 years since Grether and Plott’s seminal paper, I do not know of any findings of “cognitive errors” that were discovered and replicated with hypothetical questions but then vanished as soon as significant stakes were introduced.” Many studies, also some with me as co-author,
find more noise with hypothetical choice (and less risk aversion). This usually means that any pattern is weakened and, hence, also violations of preference conditions. Still, it is clear that real incentives, other things equal, gives higher quality of data.

P 1585, §C, can be briefly summarized as:

“market mechanisms will often but not always reduce irrationalities.”

The play with words of “invisible handwave” p. 1585 3rd para is typical of this paper’s style.

P. 1591 bottom: Theory and empirics ALWAYS go hand in hand, so, things are way more universal than in the following citation: “Some might worry about basing theories on empirical observation, but this methodology has a rich tradition in science. The Copernican revolution, which placed the sun at the center of our solar system rather than the earth, was based on data regarding the movement of the planets, not on some first principles.”

P. 1592 footnote 9: utility of income has more to do with reference dependence than with mental accounting.

P. 1597 last para: “If economics does develop along these lines the term “behavioral economics” will eventually disappear from our lexicon.” The ambitious idea is that everyone will be doing behavioral, so, no more need to use the adjective.%


{The authors got some firms to implement a program, called SMarT, to automatically make their employees save each month, in a percentage that they could influence. It led to considerably more savings.

People save too little (p. 166 2nd para: As can be inferred from their answers if asked. A lternative explanation of their answer can be social desirability.). Four biases are advanced to be underlying this (summarized and listed briefly on p. 170 2nd para (“In summary … these households.”)):

1. Bounded rationality. People cannot calculate what is optimal for them.
2. Lack of self-control (time inconsistency/hyperbolic discounting).
3. (Much like 2): procrastination.
4. Loss aversion (the authors also involve money illusion).

This lead to the following aspects of the SMarT program (§III pp. 170-1st para of 171):
Because of 1, SMarT does not ask the clients but determines itself to what level it tries to make clients increase payment, and then stop there. Because of 2 and 3, clients are asked to commit to payment way before the first payment comes. Because of 4, let payment be raised only after salary rises. Further loss aversion and the implied inertia (which will be generated much by incompleteness of preference rather than loss aversion) should serve to imply that clients do not opt out of the program once being in. Relying on this, clients at each stage had the possibility to opt out if they wanted.

**paternalism/Humean-view-of-preference**: All actions stay within the boundaries of libertarian paternalism, of not doing anything people do not want by their gut feelings.

P. 167 last para: DC = stationarity;

P. 169 penultimate para: Loss aversion underlies inertia which, in turn, underlies why people don’t save enough. P. 185: “One reason why the SMarT plan works so well is that inertia is so powerful.”

P. 170 end of 1st para: The authors suggest that a 7 percent wage cut under no inflation should be as fair as a 5% salary raise under 12% inflation. This is not correct because 12% inflation means that the economy is doing badly, making it more “fair” to get worse off by oneself.

**paternalism/Humean-view-of-preference**: Conclusions on p. 185 ff. discuss it. Refer to Thaler & Sunstein (2003) on libertarian paternalism. P. 186: “we plead guilty to the charge of trying to be paternalistic. ... we have used behavioral principles to design a plan to increase savings rates and tested the ideas in the real world.” 


{ Subsections 5.1 and 5.2: house money effect: A prior gain increases the willingness to accept gambles, as long as they do not risk loosing the entire recent winnings. So, it is a kind of decreasing ARA (absolute risk aversion). (In a casino you are then gambling with the money you already won, so, with the “house money.”) A prior loss decreases the willingness to gamble (so, again decreasing ARA), except if it can generate breaking even (or turn losses to gains). Subsection 6.1 discusses some alternative explanations.
They give evidence against the isolation effect; i.e., prior gains etc. can matter. It’s a kind of income effect.

**real incentives/hypothetical choice**: p. 652 beginning of Subsection 4.1:

“However, an experiment in which subjects can lose money creates some ethical dilemmas.”

P. 653: participants who lose money can pay by hours of clerical work, if they want.

**utility concave near ruin**: seems that they have a quasi-hedonic editing rule that suggests this. %}


{%
Christmas and diet clubs to help self-control %}


{%
https://doi.org/10.1257/000282803321947001
%

**paternalism/Humean-view-of-preference**: Libertarian paternalism means not trying to change preference held by clients. Only in situations where it is all the same to the client and the client has no preference (as with situations where default has so much impact), libertarian paternalisms takes it the way the analyst thinks best for the client. So, libertarian paternalism plays in the space left by incomplete preferences.

**paternalism/Humean-view-of-preference**: “we clearly do not always equate revealed preference with welfare.” %}


{%
P. 6 seems to write, defining a nudge: “an aspect of choice architecture that alters people’s behavior in a predictable way, without forbidding any options or significantly changing their economic incentives” Here the “without forbidding:” part expresses libertarian. Changing economic incentives can trivially change people’s behavior but is not a nudge. Later on the book seems to write that a nudge should “make people better off as judged by themselves.” %}}}


---

PT, applications, loss aversion
decreasing ARA/increasing RRA: use power utility. %}


Opening sentence: “Economics can be distinguished from other social sciences by the belief that most (all?) behavior can be explained by assuming that agents have stable, well-defined preferences and make rational choices consistent with those preferences in markets that (eventually) clear.”

Discuss biases in bets and lotteries, where sometimes one can even have positive expectation if knowing the biases.

inverse-S: The favorite-longshot bias in horse racing: People underestimate the winning probabilities if they are high and overestimate them when they are low. So, they bet too much on outsiders and too little on favorites, to the extent even that for favorites with 0.7 probability or more of winning the expectation of gambling is positive. P. 171 Reason 5 lists that people gamble on horses for reasons such as name etc., unrelated to the winning chances. This looks like likelihood insensitivity.

P. 172: Lotteries only became popular when New Jersey let people choose their own numbers, speculating on illusion of control.

Dutch book: p. 167 discusses and references cross-track gambling where different bookmakers had dramatically-different odds.

In lotto 6/49, they list numbers that are overchosen (7 most) and those that are underchosen.

P. 170 discusses the problems of the Friedman & Savage (1948) utility curve.

{Alphabetisch onder “T”

Describes the result of Rabin & Thaler (2001, JEP 15), arguing against expected utility and in favor of loss aversion.}


{On loss aversion.}


{Updating: discussing conditional probability and/or updating: Bayes formula. Describes research by Griffiths & Tenenbaum on updating. Text is overly simplistic about Bayes formula simply working well with negative statements about frequentists.}


{ }


{That Keynes and Knight pointed out that uncertainty is really different than risk. Then goes into rent policies when market does bad.}


{Foundations of statistics}


{ }

{% Detailed discussion of many aspects of axiomatizations for game theory and resource allocation. The paper is mostly oriented towards applications in other economic theories, so, with theoretical requirements such as continuity, and less towards empirical or practical prescriptive applications, in which continuity plays no role. There are some comments on operationalism in §10.1, and p. 372 point 4 of §12.2 has a nice discussion.

§4.1.1 argues that axioms should be independent. Related to this is the principle that axioms should be as weak as possible. This need not hold in descriptive studies that want axioms to be as strong as possible so as to test theories as much as possible.

**criticizing the dangerous role of technical axioms such as continuity:**

§4.1.3 p. 338 penultimate para discusses the point that continuity can add empirical content to other axioms, but is completely optimistic and positive about it without seeing dangers. For instance, Pfanzagl (1968 §6.6) discusses this point but is more negative on there being dangers, and I agree. See also §9.1 of Krantz et al. (1971).

I like §4.3, that axioms should be conceptually compatible. As I see it, in Arrow’s voting paradox IIA and group-preference-transitivity are conceptually incompatible, the former requiring that a choice between two alternatives have no info about a third, and the latter requiring that all choices between pairs of alternatives be made in same states of info.

§4.4 is strong on it not being bad to have many axioms, a point that I don’t really understand.

A point that I missed in the discussion is that axiomatizations can give empirical meaning to theoretical constructs, and justify the use of the latter, for instance in the way that de Finetti justified subjective probabilities. %}


psychologist. He was criticized for using hypothetical choice rather than real incentives by Mayer (1933), among others.


**information aversion**: For genetic diseases such as Huntington’s disease people can have themselves tested but there is no cure for the disease. For example, if your father has it you have .5 probability of also having it. Some want to have that test, others really do not want to know if they have the bad gene.


**three-doors problem**: shows that many empirical studies of cognitive dissonance are simply making the known three-prisoners mistake in their statistics. Very funny!


**con. probability; Formula of Bayes etc. in legal affairs. Many discussing contributers, a.o. Ward Edwards.**


*Abstract.* The author believes in the measurability of welfare (also called satisfaction or utility). Measurements have been made in the United States (D.W. Jorgenson and collaborators), France (Maurice Allais), and the Netherlands (Bernard M.S. Van Praag and collaborators). The Israeli sociologists S. Levy and L. Guttman have shown that numerous noneconomic variables are among the determinants of welfare. The determinants are numerous; the author proposes a list of about fifty. Various mathematical functions have been proposed, of which the logarithm of the determinants shows the highest correlation with welfare, as measured.


Tinghög, Gustav, David Andersson, Caroline Bonn, Harald Böttiger, Camilla Josephson, Gustaf Lundgren, Daniel Västfjäll, Michael Kirchler, Magnus


Crowding-out: Seems to have argued that monetary incentives could undermine the sense of civic duty. The example of blood donation seems to have been given in Titmuss (1971).


Crowding-out for blood donation.


Cites a man called Buffon who argued that all probabilities smaller than the probability for a man of sixty-five to die on a given day (was .0001 then) should be ignored (says Stigler).


Asset-pricing models are examined assuming fat-tail rather than normal distributions.


https://doi.org/10.1007/s10838-022-09608-3


“All happy families are alike; each unhappy family is unhappy in its own way.”

Tolstoy, Leo

Losses from prior endowment mechanism: Unfortunately they paid three choices (from each of three scanning runs) and not one, so that there is some income effect. Seems that some subjects received the prior endowment earlier than others, and then integrated less, but I should check this out.

Consider acceptance of rejection of 50-50 prospects such as $200.5−$10. Gains range from $10 to $40 and losses from −$5 to −$20. Subjects are asked if they find the prospects very acceptable, a bit acceptable, or very/a bit unacceptable. Acceptability rates (not distinguishing between very or a bit (un)acceptable, so, revealed-preference based) suggest, with linear utility, $\lambda = 1.93$ as median. So, in this sense no risk seeking for symmetric fifty-fifty gambles.
They do not have decisions immediately followed by payment, aiming to generate decision utility and not experienced utility. They find no activation of negative emotions in the brain such as fear (amygalda), but activation of parts of the brain associated with evaluation. %}


EU+a*sup+b*inf: Takes RDU for uncertainty as given. Then adds preference conditions, mainly strong null event consistency and extreme outcomes sensitivity (sure-thing principle for intermediate outcomes), which axiomatize the neo-additive case. %}


ratio bias: if subjects are asked to produce sequences of equal distances (differences) or of equal ratios, they produce roughly the same sequences. P. 203: “It appears that the subject simply interprets this single relation in whatever way the experimenter requires. When the experimenter tells him to equate differences or to rate on an equal interval
scale, he interprets the relation as a distance. When he is told to assign numbers according to subjective ratios, he interprets the same relation as a ratio.”%


{% Proposes EU with $U(x) = x(1+k(x/(x+K))^2)$. The function is concave for losses, tending to $-\infty$ as $x$ approaches $-K$ ($K$ is total wealth). It is convex for gains, starting with derivative 1 at $x=0$ tending to derivative $(1+k)$ as $x$ tends to $\infty$. The author does so to accommodate risk seeking for lotteries. This preceeds Friedman & Savage (1948) in seeking to use utility curvature to model risk attitudes, and not just do concave utility to have risk aversion. It has convexity for gains to accommodate gambling, and concavity for losses so as to accommodate insurance. It does not have a concave part for gains, as Friedman-Savage does.

**risky utility** $u = $ **strength of preference** $v$: clearly uses this interpretation. %


{% Risky utility $u = $ strength of preference $v$ (or other riskless cardinal utility, often called value): p. 132; utility elicitation;

Compared TTO, standard gamble, and category scaling.

**PE doesn’t do well**: it is only done with the high education group, because it was too complex for the other members from the general public.

Category scaling behaves strangely, deviates from others, is judged difficult.

%}


{% utility elicitation: relates PE (if I remember well, he calls it SG) to TTO?;

introduces adaptive method. Takes EU as gold standard with respect to validity.

%}

utility elicitation

P. 596 refers to dependence of health state utility on prognosis.

P. 599: PE *doesn’t do well*, author recommends using either VAS or TTO, but not PE (if I remember well, he calls it SG).


utility elicitation; risky utility $u = \text{strength of preference } v$ (or other riskless cardinal utility, often called value): use vNM index for interpersonal aggregations.

questionnaire versus choice utility: they transform direct judgment questions into vNM index by nonlinear transformation, and use the latter for interpersonal aggregations etc.


PE gold standard; p. 560 takes EU normative and PE (if I remember well, they call it SG) as gold standard.

Survey of QALYs; use MAUT techniques to combine dimensions in Health utilities index (vision, hearing, speech, dexterity, mobility, cognition, emotion, pain) and others into a QALY index; favor use of standard gamble.


{% I thought for some time that they introduced QALYs, together with Patrick, Bush, & Chen (1973). Later I found that Fanshel & Bush (1970, p. 1050) preceded them. 

P. 121 points out how prognosis about future health affects the current quality of life. %}


{% utility elicitation; Introduces Time Tradeoff; explains standard gamble for measuring health states. (Although Fanshel & Bush (1970, p. 1050) preceded them.)

P. 120 has the nice example where, for one day, you prefer bed confinement to kidney dialysis, but for five years your preference switches. %}


{% random incentive system between-subjects (paying only some subjects): One of 100 subjects is paid one choice. Given that system is adaptive, it means that in principle it may not be incentive compatible. But for subjects it is totally impossible to recognize that it is adaptive, let be to see how to exploit it. So, theoretically it is not incentive compatible, but practically it is.

Use an adaptive system, well known in marketing, for measuring risk and time attitudes, which are measured through choice lists and indifferences derived from those. Adaptive means that for each subject, for each new question, it is calculated from the preceding questions what the most informative new question will be according to some minimization of some correlation-matrix’s determinant
or so, and that is asked as next question to the subject. The authors find that people with big debts on their houses discount more than others, but are not different in risk attitude.

They also do a traditional nonadaptive measurement in which they find no significant relation, but here they measured only two indifferences for time and two for risk (where it is not clear to me how they could calculate loss aversion from only two indifferences) so, they simply have less data and less power. %


{Distinguishes between lack of self-control due to present bias and self-control costs. The latter even like restricting future choices if they know they will resist temptation (to save the costs). Part of the experimental test involves the measurement of beliefs about future actions. This is difficult because rewarding the belief usually interacts with the actual choice made. The solution proposed on p. 868 is not to ask beliefs about own actions, but beliefs about actions of other subjects who in some respects (other past choices) were similar. After all, it is natural to expect that those others will choose similarly as one-self so that one’s own anticipated choice may be the best predictor. %}


{There are circularities in the definitions, and I think that this paper is basically unsound. A first problem is that sets $A_0, A_1, A_2$ are not well defined: “can be compared” can be interpreted in several ways, none leading to correct results. A second problem is that she only considers one-side-unbounded utility, not two-sided. The latter is the most problematic case because integrals may not just be $\infty$ or $-\infty$, but may be really undefined (“$\infty - \infty$”). A third problem is that extending preferences by independence and monotonicity may lead to intransitivities. I wrote two letters about this to the author end 1980s but she was too busy to reply. %}


---

**cognitive ability related to likelihood insensitivity (= inverse-S) & inverse-S (= likelihood insensitivity) related to emotions:** Hypothetical choices of WTP preceded by a task with images on the screen that either induced negative affect (fear) or neutral emotions. Probability weighting was derived assuming linear utility, using the Goldstein-Einhorn (1987) family. Also statistical numeracy was measured. For subjects with low statistical numeracy, negative affect increased inverse-S probability weighting. For subjects with high statistical numeracy, no effects were found. Optimism/pessimism never changed.

P. 38 1st-2nd column nicely states the the impact of emotions on probability weighting does not preclude taking it as cognitive: “Emotions are not only a consequence of choices but also often drive the cognitive process to arrive at a decision.” Then it cites some papers on it, including, for probability weighting, Rottenstreich & Hsee (2001).


---

**foundations of statistics:** An editorial saying that H0 testing is not a valid method of inference and banning it from the journal. See also Trafimow & Marks (2015).

I agree with this. It is a difficult question to which we do not know a clear answer. Better no answer than the invalid Neyman-Pearson hypothesis testing.


In experiment test how students, ranking various distributions over people, trade off between efficiency and equity, for lottery scenario and three social scenarios, with veil of ignorance in varying degrees. Real incentives: 5 students (also 5 different income groups were distinguished) are randomly drawn (per group I guess) and then one allocation chosen is randomly selected and paid to the five students. Risky utility is not the same as welfare utility.


Point out the experimental flaw in Chechile & Cooke (1997).


They use hypothetical choice with large outcomes. Prospect theory and construal theory make opposite predictions for low-probability extreme outcomes (p. 256). Prospect theory fits data better than construal level theory.

\{ % **probability elicitation.** Compare five belief elicitation methods: Through introspection, CE measurement, PE measurement, proper scoring rule assuming risk neutrality, and proper scoring rule with correction for risk attitude. Belief is about behavior of others in ultimatum game. It can serve as a: **survey on belief measurement.** They consider 4 criteria: two versions of internal validity: (1) additivity; (2) prediction of own behavior; and, further (3) external validity (closeness to objective probability), (4) complexity.

They analyze CE measurement and proper scoring rules with and without correction for risk attitudes. Find that that correction improves, but may be not by very much, so on the one hand they say that increasing complexity does not help but on the other that risk-attitude correction does. A drawback of this analysis, at least from the descriptive perspective, is that the first internal validity criterion, additivity, ignores ambiguity attitude (they only write this in footnote 16, p. 2133, where the same point is implicit in footnote 5).

They do the measurement with and without explicitly saying to subjects that this is about belief measurement, and find that it makes no difference. They cite Offerman et al. (2009) for the same result. (Offerman et al. thought that only the treatment with explicit mention was natural, but had to add the control treatment because a referee and editor required it.)

Results are summerized in §6. §6.1: nonadditivity is strong in all measurements, least so in introspective. §6.2: truth serums improve prediction of own behavior, but it is not very good. §6.3: the methods are all similarly close to true probabilities. %\}


\{ % **survey on nonEU:** valuable survey on empirical studies of ambiguity.

**ambiguity seeking for unlikely:** p. 103 ff. documents and reviews this.

**ambiguity seeking for losses:** they document this.

They write in several places that ambiguity attitudes depend on the likelihood
of events (p. 89 l.9: “This literature has shown that attitudes towards ambiguity depend on the likelihood of the uncertain events.”; also p. 104 penultimate para). I would state this differently, and say that ambiguity aversion depends on likelihood. The latter is true: Ambiguity aversion increases with likelihood. The former need not be: There is a-insensitivity everywhere, for all the events the same. It MEANS ambiguity seeking for unlikely and ambiguity aversion for likely.

P. 89 l. –3: “Interestingly, the empirical literature has so far provided relatively little evidence linking individual attitudes toward ambiguity to behavior outside the laboratory in these, theoretically, ambiguity-sensitive decisions.”

P. 94 middle (on 2nd order probabilities for generating ambiguity): “if the theory regards unknown probabilities it might be inappropriate to operationalize them with known-risk compound lotteries.”

natural sources of ambiguity: Pp. 94-96 on natural sources of ambiguity, list three ways to control for unknown beliefs: (1) bets on events and their complements (which in fact is detecting source preference); (2) the source method; (3) first measure subjective beliefs (I assume introspectively) and then compare with bets with same objective probabilities. They give no references, but here are some: Hogarth & Kunreuther (1995) Heath & Tversky (1991), Zeckhauser (2006).

P. 97 l. 10 ff: “Thus, the three-color problem elicits much lower ambiguity aversion than the two-color problem.”

P. 102 middle: “Given that many experiments use designs where risky and ambiguous bets are directly compared, while outside the laboratory there are often few truly unambiguous options, it is not clear how far quantitative laboratory measurements are representative of the preferences in potentially noncomparative real-world settings.”

P. 102 ll. –2/–1: “Interestingly, ambiguity aversion does not seem more justifiable than ambiguity seeking nor vice versa.” Here justifiability refers to group discussions.

P. 107 3rd para: it is correct that ambiguity aversion is a special case of source preference. The authors cite a paper where source preference relations measured for different (pairs of) sources were unrelated, which of course can happen. Then however they are confused to suggest that ambiguity aversion and source preference would be different concepts.

P. 107 end of penultimate para: “However, there is surprisingly little evidence yet in support of the assumed link from Ellsberg-urn ambiguity attitude to behavior outside the
laboratory, and thus on the external validity of the ambiguity attitude concept.”

P. 108 penultimate para: One Dimmock et al. paper finds significant relation with a-insensitivity and not with ambiguity aversion, and the other finds it the other way around. These findings are not contrary because finding a null of no relation does not mean much.

P. 109 2nd para: a careful consideration of these gain-loss differences seems warranted in applications in insurance of health, where losses play an important role.

P. 109 1st para of conclusion: “Given the relevance of these domains in the field, the universal focus of theoretical work on ambiguity aversion seems misplaced.”

P. 109 1st para of conclusion: “Are the psychological mechanisms leading to ambiguity aversion in one domain and ambiguity seeking in another domain the same?” My answer: Yes! The fourfold pattern of ambiguity all results from insensitivity.

P. 110 endnote 4: “It is noteworthy that the comparative-ignorance effect does not typically lead to decreased valuations for the ambiguous act, but to increased valuations of the risky act. Loosely speaking, the presence of ambiguity seems to make known-probability risk look nicer. This can have implications for the elicited risk attitudes when measured jointly with ambiguity attitudes (see the section, Correlation between risk and ambiguity attitudes).”


{% dynamic consistency: Test whether subjects who beforehand subscribe to the a priori oriented process fairness, continue to accept it ex post. Most do. Do it also under ambiguity. This is a test of time consistency. %}


{% %}


https://doi.org/10.1007/s11166-008-9038-9

suspicion under ambiguity: This paper offers an original manner to control for suspicion (idea of Vieider): The prizes are videos where only the subjects themselves know which one they like better. So, the experimenter has no possibility and no interest in manipulating.


Link to paper

https://doi.org/10.1287/mnsc.1110.1343


Link to paper

https://doi.org/10.1016/j.econlet.2010.08.031

dynamic consistency


Link to paper

https://doi.org/10.1007/s11166-018-9273-7


Link to paper
Other things equal, I would prefer the unknown Ellsberg urn to the known urn, because with the known the certainty you have is the certainty that you will never know anything relevant, whereas for the unknown you may hope for some relevant info to come. In repeated choice it is clear that the unknown urn is preferable because one can learn. In experiments, subjects irrationally forgo this possibility under repeated choice and because of ambiguity aversion still choose the known urn. This paper shows this experimentally.


Considered health profiles for which there was no special reason to expect that joint independence would be violated. In the pairs of choices that tested independence, more than half were in agreement with independence. This is, of course, a very conservative test of independence. Discusses, at the end, other empirical studies, pointing out that sequencing effects can be due to (negative) discounting.


Discuss implications of PT for CEAs (cost-effectiveness analyses), in particular whether quality of life assessment of general public should be used.


(cognitive ability related to likelihood insensitivity (= inverse-S)?)


A strategy $f$ is dominant if, conditional on every event, it gives a best outcome. That is, for each state of nature $s$ and each strategy $g$, $f(s) \succeq g(s)$. $f$ is *obviously dominant* if for each pair of states $s, t$, and each strategy $g$, $f(s) \succeq g(t)$ (Li 2017, *American Economic Review*). So, the inf. under $f$ should be preferred to the sup under $g$. Assume that $E$ is to be assessed, and $A_1 \succ \cdots \succ A_n$ are used for calibration. That is, we want to find the $k$ such that $A_k \succeq E > A_{k+1}$. In the ascending mechanism, first randomly a stopping time $1 \leq s \leq n$ is chosen, unknown to the subject. If in a round $j$, the subject can choose to stop (then getting $A_j$ and the process finishes) or continue. If continue, then, if it turns out to be the stopping time $s$, the process stops and the subject receives $E$. Otherwise, the subject proceeds to the next round $(j+1)$. A dominant strategy is to continue until $k$, and then stop. Thus, this process reveals the subject’s value. It is not obviously dominant because the subject may follow some silly strategy but just be lucky that the process stops very soon. There is also a descending mechanism that seems to be obviously dominant, but I did not understand it.

The author describes his result for the special case where the choice objects are events to gamble on for a fixed prize, so that this can serve for eliciting beliefs. The author names the mechanisms after Karni (2009 *Econometrica*).
proper scoring rules: if the belief of a subject is elicited, this can give an incentive to the subject to acquire extra info. This paper assumes that getting such info costs something. One way to avoid it happening, is making the stakes of the elicitation sufficiently small.


Applications of rank dependence to finance. Proposes a new distortion risk measure.


Utility families parametric: Study particular combinations of lotteries over multiattribute utility, and preferences for bad being combined with good (Richard’s 1975 multivariate risk aversion). It leads to multiattribute utility functions that are mixtures of exponential functions (mixex), relating it to alternating signs of derivatives.


About the history of decision theory, relating it to related fields such as fuzzy set theory, operations research (and its crisis in the 1970s), and other fields, with 324 references.


Intertemporal separability criticized: Confirm it, and good reference for it. Surveys 38 empirical and theoretical studies of the conditions of QALY such as independence of quality of life from time duration and preceding health states, etc.


Considers probability transformations for the RDU model (couched in terms of risk measures). What the author calls one-parameter family is

\[ w(p) = \psi(\psi^{-1}(p) + \ln(\theta)) \]

where \( \psi \) can be any strictly increasing and continuous transformation, considered to be “one parameter,” and \( \theta \in \mathbb{R} \) is another parameter.


Probability communication: Seems to write that statisticians recommend never reporting data using pie charts (as area of probability wheel). Seems that people can’t judge angles well.


Seems to be an early mentioner of utility. According to Rothbard (1990), he seems to have said, in the context of time preference for money: “The focus should not be on the amount of metal repaid but on the usefulness of the money to the lender and borrower.”

{% https://doi.org/doi:10.1037/rev0000089 %}


{% To justify a nontrivial statement, one needs another one. To justify that other one, … and so on. This is the regress argument for infinitism, taken by some to prove that one needs infinitely many statements. It is like the childrens’ game of asking, after each answer, again, “Why?”, to quickly generate despair at the other end. Oh well … %}


{% value of information %}


{% People are not good at generating random sequences. %}


{% The game of my youth!!! %}


{% %}


{% SEU = SEU %}

real incentives: the random incentive system
P. 177 l. 9–10 suggests that measuring utility when nonlinear probability may be difficult. tradeoff method of Wakker & Deneffe (1996) show it’s not so difficult! Tversky writes: “To bypass the serious difficulty involved in simultaneous measurement of utility and subjective probability for each participant, researchers have derived and tested some empirical consequences of the SEU model.”

... risky utility \( u = \text{transform of strength of preference } v \): Utility for money is measured in a riskless context and found to be linear, as follows. For pairs \((c_i,c_a)\) of cigarettes and candies, \(W(c_i,c_a)\) is buy- or selling price for \((c_i,c_a)\), \(W(c_i,c_a) = f(c_i) + g(c_a)\) works well in data, so, it is concluded that \(W(c_i,c_a)\) can be interpreted as riskless utility for money and further that therefore riskless utility of money is linear. Then also risky utility for money is measured, unfortunately in a somewhat confused manner. It is not always clear if the model is SEU à la Savage or SEU à la Edwards (and utility of gambling is involved), and whether or not probability weighting at 1 is defined and is or is not 1. All these cases are discussed. It also seems that the \(!\log\)arithm of! von Neumann Morgenstern utility is taken as risky utility. It is concluded from data that risky utility is different from riskless.

I like the general conclusion:

“The usefulness of utility theory for the psychology of choice, however, depends not only on the accuracy of its predictions but also on its potential value as a general framework for the study of individual choice behavior.”


N = 11. Real incentives: the random incentive system.

P. 35 points out that the overestimation of small probabilities can explain both gambling and insurance.

\textbf{decreasing ARA/increasing RRA:} Uses power utility for gains and losses separately. It fits well. Utility is linear for gains and concave for losses.

\textbf{inverse-S:} Probability transformation is inverse-S, though not very
It should be kept in mind though that, because this paper considers one-nonzero-outcome prospects, the powers of utility and probability weighting are in fact unidentifiable.


coherentism: & paternalism/Humean-view-of-preference;

Presents some biases and heuristics. P. 158, last two paragraphs, discusses whether internal consistency is the only requirement for rationality. It first mentions that many believe so. Amos then reacts: “I do not believe that the coherence, or the internal consistency, of a given set of probability judgments is the only criterion for their adequacy.” Later: “In particular, he will attempt to make his probability judgments compatible with his knowledge about (i) the subject matter; (ii) the laws of probability; (iii) his own judgmental heuristics and biases. [PW of around 1990: I must say that I see no role for (iii), at most biases are something to !avoid! and correct for. PW of 2016: After digesting behavioral literature for a quarter century, including collaboration with Amos, I conjecture that here he already had in mind the behavioral approach to use biases to correct for them.] A deeper theoretical analysis of subjective probability will hopefully lead to the development of practical procedures whereby judged probabilities are modified or corrected to achieve a higher degree of compatibility with all these types of knowledge.”

PE doesn’t do well: seems to already argue for that.


P. 186: “if gambles are represented as random variables, then any two realizations of the same random variables must be mapped into the same object.”

P. 188 bottom has a version of pseudocertainty effect that avoids any dynamic aspect. Very nice! Page restates that this sheds new light on the normative status of the Allais paradox. P. 189, end of §4, points out that this is additional defense for the irrationality of the Allais paradox: “It is noteworthy that generalized utility models can account for the violation of substitution in the comparison of problems 5 and 6, but not for the violations of description invariance in problems 6 and 7.”

In many places Amos does not discuss his views of normative, but how most people perceive of normativeness. That is, he takes it as an empirical issue, as he did in Slovic & Tversky (1974).


Criticizes Lopes’ (1981) error that expected utility apply only to long-run decisions and not to single decisions.


PT: data on probability weighting; natural sources of ambiguity

inverse-S: found for both risk and uncertainty
real incentives: **random incentive system** only for second out of three studies. Basketball fans rather bet on basketball events, even while ambiguous, than on chance with known probabilities.

**decreasing ARA/increasing RRA**: use power utility; inverse-S; **ambiguity seeking for unlikely**: is found here (stated in sentence on pp. 281-282); they have gain outcomes only.

P. 271: “risk can be viewed as a special case of uncertainty where probability is defined through a standard chance device so that the probabilities of outcomes are known.” **Important**: This shows that risk (I add: Ambiguity neutrality) refers to a neutral emotionless implementation of risk. The same statement is in Fox, Rogers, & Tversky (1996).

Pp. 271-272, on subcertainty: “W(A) ≤ W(S)− W(S−A). This property, called subcertainty (Kahneman & Tversky, 1979) can also be interpreted as evidence that upper SA has more impact than lower SA; in other words, the certainty effect is more pronounced than the possibility effect.”

P. 273 middle of 2nd column emphasizes that their certainty equivalents were derived from choice lists (and not from direct matching).

P. 274 last para points out that with only single nonzero outcomes, utility and probability weighting are not identifiable, and that one has to use prospect with two or more nonzero outcomes.

P. 276, 2nd column, l. −3/−2, does a little discussion of measuring power in power utility and uses 1/3 probability gamble for $100 gain because w(1/3) is approximately 1/3 on average.

P. 276: insensitivity is larger for unknown probabilities than for known probabilities, also for basketball events and basketball fans who have source preference for basketball over risk.

P. 279 considers the two-stage model that transformed introspective judgments of probability and finds it (taking those judgments transformed by the risk-probability-weighting-function) confirmed.

P. 279: “our main finding that decision weights are more subadditive for uncertainty than for chance.” (**uncertainty amplifies risk**:)

P. 280: **source-preference directly tested. They do it via certainty equivalents and transitivity. %)**


Last section is nice, on choice versus well-being; p. 113: judgment ≠ choice;

**paternalism/Humean-view-of-preference**: p. 116: The choice-judgment discrepancy raises an intriguing question: which is the correct or more appropriate measure of well-being? .... we lack a gold standard for the measurement of happiness.

References that people dislike it if all salaries increase, but in unequal ways; whether rich people are more happy than poor people.

p. 117 (last page): “It seems that judgments of well-being are insufficiently sensitive to endowment, whereas choice is insufficiently sensitive to contrast.”

Final sentence: “A few glorious moments could sustain a lifetime of happy memories for those who can cherish the past without discounting the present.”


Emphasize that scientists should pay more attention to power of tests. %}


Reprinted as Ch. 2 in Daniel Kahneman, Paul Slovic, & Amos Tversky (1982,


I only came to read this paper for the first time in January 2001 (having thought before that it would just be a didactical restatement of their earlier work). What a...
marvelous paper! It is extremely well written, with every line reflecting deep thought. It is one of the most impressive pieces I ever read. I regret that I was not aware of it when Tversky was alive and I would meet him and talk with him.

**real incentives/hypothetical choice**: all monetary experiments are done both with and without real incentives, these never giving different results.

**paternalism/Humean-view-of-preference**: The paper presents the various framing effects as deviations from rationality to be avoided if possible. Abstract (“Summary”):

“is a significant concern for the theory of rationality.”

P. 453 opening para: “The definition of rationality has been much debated, but there is general agreement that rational choices should satisfy some elementary requirements of consistency and coherence. In this article we describe decision problems in which people systematically violate the requirements of consistency and coherence.” This says that this paper considers many observed choices to be violations of rationality. It does not specify here whether rationality means EU.

P. 453 2nd column ll. 3-4: “Because of imperfections of human perception and decision,”

P. 453 last sentence: “When faced with a choice, a rational decision-maker will prefer the prospect that offers the highest expected utility.” (This says 100% clearly that EU is rational.) Also p. 456, 1st para: “The certainty effect reveals attitudes toward risk that are inconsistent with the axioms of rational choice”

P. 454, on probability weighting: “but the function is not well behaved near the endpoints.”

p. 456, first para of 2nd column: After having identified an inconsistency of choice they say that one choice must be wrong but that it is hard to determine which. P. 457, 3rd column, 2nd para: “Such a discovery will normally lead the decision-maker to reconsider the original preferences, even when there is no simple way to resolve the inconsistency.” P. 458, 1st column, end of 3rd para, however writes, on consistency:

“This approach enjoins the decision-maker to resolve inconsistencies but offers no guidance on how to do so. It implicitly assumes that the decision-maker who carefully answers the question “What do I really want?” will eventually achieve coherent preferences. However, the susceptibility of preferences to variations of framing raises doubt about the feasibility and adequacy of the coherence criterion.”

P. 453 introduces the famous Asian disease problem. I never liked it much.
The message “200 people will be saved” does not make clear what will happen to the other 400 people, whether they will die or not.

P. 453 3rd column penultimate para: “a framing effect with contradictory attitudes towards risks involving gains and losses.” This is a common theme throughout the paper. The gain- and loss framing give different results. So, which is wrong, the gain or the loss framing? Answer: neither. The real problem is that preferences deviate from EV too much. (Under EV, a gain- or loss frame would give the same result.) Note that the authors call the attitudes for gains and losses not “different,” but “contradictory.” This word conveys the message, reflecting the deep writing of the authors. P. 454 2nd column last para states that for linear utility and probability weighting, framing would not matter. P. 457 top of 3rd para states that it is always framing together with nonlinearity.

P. 453 last para, last sentence: “When faced with a choice, a rational decision-maker will prefer the prospect that offers the highest expected utility.” This sentence unambiguously states that for the authors EU is rational.

P. 454: The major qualitative properties of decision weights can be extended to cases in which the probabilities of outcomes are subjectively assessed rather than explicitly given. In these situations, however, decision weights may also be affected by other characteristics of an event, such as ambiguity or vagueness (9).” Here endnote 9 refers to Ellsberg (1961) and Fellner (1961). This sentence describes the source method!

risk averse for gains, risk seeking for losses: p. 453 3rd columns describes the fourfold pattern.

P. 454 1st column 3rd para: The authors ascribe loss aversion to experienced utility and do not mention weighting. P. 456 last para of middle column also ascribes it to the value function.

P. 454 1st column 2nd para and endnote (5): note that the authors point out that for pure-gain or pure-loss prospects a different formula should be applied, so that they really do not take the separate-weighting formula.

P. 454, 2nd column, ll. 4-5 (on probability weighting function): “but the function is not well behaved near the endpoints.”

P. 454 2nd column end of 1st para: “The major qualitative properties of decision weights can be extended to cases in which the probabilities of outcomes are subjectively assessed rather than explicitly given. In these situations, however, decision weights may also be affected by other
characteristics of an event, such as ambiguity or vagueness.” This describes the source method!

P. 454 2\textsuperscript{nd} column middle para: “The simultaneous measurement of values and decision weights involves serious experimental and statistical difficulties.” Well, the \textbf{tradeoff method} gives utilities fairly easily!

\textbf{reference-dependence test}: p. 454, 3\textsuperscript{rd} column (Problem 3): The “Framing of acts” example is particularly interesting. For one thing, it demonstrates isolation beyond any doubt. I consider it to be the most impressive paradox of all of decision theory. Note that they replicated the phenomenon with real incentives (p. 458 Footnote 11): \textbf{real incentives/hypothetical choice & losses from prior endowment mechanism}.

\textbf{real incentives/hypothetical choice}: \textbf{random incentive system between-subjects} (paying only some subjects): paid one of every 10 subjects in incentivized version of Problems 3 and 4, finding similar results as with hypothetical choices, given on p. 458 footnote 11.

Problems 5-6 test forgone-event independence (consequentialism) and find it well satisfied (22\% and 26\% choices for the risky option, respectively). The other dynamic decision principles together are strongly violated (58\% R choice in Problem 7). P. 455 2\textsuperscript{nd} column first para gives in fact the condition that Hammond (1988) called consequentialism; i.e., same assignments of outcomes to states of the world should be judged equivalently, no matter what the particular dynamic structure is that generates the assignment.

\textbf{real incentives/hypothetical choice}: \textbf{random incentive system between-subjects} P. 458 footnote 15 (paying only some subjects): paid one of every 10 subjects for Problems 5-7. They found similar results, and conclude that the elimination of real payment reduces risk aversion but does not change the pattern.

There is also a discussion of probabilistic insurance.

\textbf{RCLA}: p. 456 1\textsuperscript{st} para of 1\textsuperscript{st} column treats RCLA as a framing phenomenon.

P. 456 3\textsuperscript{rd} column 2\textsuperscript{nd} para ff. discusses lability of reference outcomes. This text continuing on the next page, probably Kahneman wrote this. The sentence “Rather, the transaction as a whole is evaluated as positive, negative, or neutral, depending on ..” (p. 456 penultimate para) suggests that reference points are not chosen attribute-wise but overall, referring to the indifference class of the prospect.
P. 457 2nd para: People can take minimal accounts (1st para on that page) but also more comprehensive accounts (2nd para on that page). This is like narrow or broad bracketing.

P. 457 Problem 10: ratio bias plays a role here.

P. 458 1st column 2nd para recognizes that the inconsistencies can be considered rational in view of bounded rationality. It then suggests that prospect theory and framing give better models than “ad hoc” appeals to the notion of cost of thinking. (calculation costs incorporated)

coherentism: p. 458, 1st column, third para, describes the strict representational view of preference well: “In order to avoid the difficult problem of justifying values, the modern theory of rational choice has adopted the coherence of specific preferences as the sole criterion of rationality.” I enjoyed how first T&K present, in a factual manner, the, I think overly restrictive, coherence-interpretation of rationality. Then, without being negative, typical of the marvelous Kahneman style (“In order to avoid the difficult problem of justifying values”) they push it aside for better interpretations. In a few sentences four or five philosophical issues, taking others pages to formulate, are taken care of.

P. 458, 1st column, last para, describes the “predictive criterion of rationality”.

utility = representational: somewhat before, referring to March (1978): “the common conception of rationality also requires that preferences or utilities for particular outcomes should be predictive of the experiences of satisfaction or displeasure associated with their occurrence.”

P. 458, 2nd column, 1st para: “A predictive orientation encourages the decision-maker to focus on future experience and to ask “What will I feel then?” rather than “What do I want now?” [This is opposite to p. 1256 of Weinstein et al. 1996 JAMA, claiming that community prefs, not patient prefs, should be used.] The former question, when answered with care, can be the more useful guide in difficult decisions.”

They mention the hedonic experience of outcomes.

Then they go on to argue that experiences really following from a frame can be part of a normative analysis. For example, this can be applied to regret. I only partly agree, and am more paternalistic. Perception of goodness is not the criterion, but real goodness of the outcomes is. Perception of goodness only serves as a signal for real goodness of the outcomes. So, framing dependence is normatively acceptable only if it affects the goodness of outcomes, not if it only affects perception of goodness.
ratio-difference principle: people are more willing to drive 20 minutes to save $5 on a cheap calculator than on an expensive one.


Central theme of paper: normative and descriptive models must be different, because normative requirements simply are not descriptive.

P. S252 “A descriptive model of choice is presented, which accounts for preferences that are anomalous in the normative theory.”

P. S253 (= 168 in Bell et al.), under the subheading transitivity: “Thus transitivity is satisfied if it is possible to assign to each option a value that does not depend on the other available options.”

P. S260: “A basic principle of economic thinking is that opportunity costs and out-of-pocket costs should be treated alike.”

P. S262 2nd para: I do not like this experiment. Fairness concerns relative, not absolute, level.

Interesting is Footnote 3 on p. S 263, especially if compared to the corresponding Endnote 3 in the Bell et al. Chapter (p. 189 there). They discuss
the extension to multiple outcomes: “The extension of the present analysis to prospects with many (nonzero) outcomes involves two additional steps. First, we assume that continuous (or multivalued) distributions are approximated, in the framing phase, by discrete distributions with a relatively small number of outcomes. For example, a uniform distribution on the interval (0,90) may be represented by the discrete prospect (0, .1; 10, .1; …, 90, .1). Second, in the multiple-outcome case the weighting function, \( \pi_p(p_i) \), must depend on the probability vector \( p \), not only on the component \( p_i, i = 1, \ldots, n \). For example, Quiggin (1982) uses the function \( \pi_p(p_i) = \pi(p_i)/[\pi(p_1) + \cdots + \pi(p_n)] \). As in the two-outcome case, the weighting function is assumed to satisfy subcertainty, \( \pi_p(p_1) + \cdots + \pi_p(p_n) \leq 1 \), and subproportionality.” [italics added] The text shows that Tversky had understood part of Quiggin’s analysis, such as Quiggin’s intermediate step that the weight of outcome-probability \( p_i \) depends on the ranked probability vector \( (p_1, \ldots, p_n) \), but had not understood Quiggin’s rank dependence. Tversky (personal communication) told me that he had seen Quiggin’s paper even before it was published, but had not understood it, in part because it was not well-written. Remarkable is that in Bell et al. the italicized text above was corrected and changed into: “For example, Karmarkar (1978) used the function \( \pi_p(p_i) = \pi(p_i)/[\pi(p_1) + \cdots + \pi(p_n)] \). A more elaborate extension that ensures stochastic dominance was proposed by Quiggin (1982).” (See endnote 3 on p. 189 there.) Which is correct. But in the 1992 publication Tversky will still make the mistake of thinking that the normalized \( \pi(p_1)/[\pi(p_1) + \cdots + \pi(p_n)] \) can satisfy stochastic dominance (1992 p. 299, l. –6), whereas Quiggin had already shown that it does not and that only his rank dependence does.

In the preceding footnotes, the claim on subcertainty, \( \pi_p(p_1) + \cdots + \pi_p(p_n) \leq 1 \), is strange for large \( n \), if small probabilities are overweighted.

**coalescing:** P. S263 (p. 178 in Bell et al.), problem 7, is their famous example where by a clever splitting of outcomes (coalescing) stochastic dominance is violated. The general procedure for generating violations of this kind is in Birnbaum (1997).

P. 279 discusses that cancellation an satisfaction of the sure-thing principle is followed more if common outcomes are transparent than if not.

**real incentives/hypothetical choice:** p. S274 (P. 187 in Bell et al.) suggests that real incentives are not important.

P. S251 abstract (not in Bell et al. it seems, where they, apparently, dropped the abstract), on invariance and dominance: “Because these rules are normatively
essential but descriptively invalid, no theory of choice can be both normatively adequate and descriptively accurate.”

P. S266 l. -4/-1: “Allais’ problem has attracted the attention of numerous theorists, who attempted to provide a normative rationale for the certainty effect by relaxing the cancellation rule (see, e.g., Allais 1979; Fishburn 1982, 1983; Machina 1982; Quiggin 1982; Chew 1983).” [italics added] P.s.: Fishburn did not relax cancellation, but transitivity.

P. S267: “called the pseudocertainty effect, that cannot be accommodated by relaxing cancellation because it also involves a violation of invariance.” [italics from original] What they call violation of invariance amounts to dynamic decision principles including RCLA.

P. S268 gives evidence that nonlinearity of decision weights and framing, rather than regret, play empirical roles in their tests of the Allais paradox.

P. 270: “Attempts to rationalize the preferences in Allais’ example by discarding the cancellation axiom face a major difficulty: they do not distinguish transparent formulations in which cancellation is obeyed from nontransparent ones in which it is violated.” I disagree with this text for two reasons. (1) obeying cancellation in transparent formulations is a descriptive fact, not necessarily normative. (2) it has been pointed out before that obeying in transparent situations can be due to a heuristic rather than true preference. (Although after much searching I haven’t been able to find a concrete reference, but I have surely seen it.)

P. S272 (p. 185 in Bell et al.), about prospect theory: “Prospect theory differs from the other models n being unabashedly descriptive and in making no normative claims.” The para somewhat later on could use more nuances. They write that stochastic dominance has sometimes been violated and that, therefore, Machina’s criticism of prospect theory as a descriptive theory for violating stochastic dominance is not valid. More nuances are desirable. That violations of stochastic dominance have been found does not justify every way to give it up. It must be given up in a way as found. Both Machina’s criticism and T&K’s defense should look into it.

The paper nowhere states that violations of expected utility can be normative. To the contrary, on p. S267 ff. they put, under term pseudocertainty effect, the dynamic principles forward that imply independence/sure-thing principle, preceding Hammond (1988; T&K had it already in their Science 1981 paper), and argue that these principles have a normative status similar to invariance, which is beyond dispute. P. S268 has nice discussion of regret. P. S270 credits Savage
(1954, p. 101-104) and Raiffa (1968, pp. 80-86) for inspiration.

P. S272: “… as shown in the discussion of pseudocertainty. It appears that both cancellation [= s.th.pr. = independence] and dominance have normative appeal, although neither one is descriptively valid.”

They agree with experimental economists that nonEU will be reduced by learning and proper incentives:

“Indeed, incentives sometimes improve the quality of decisions, experienced decision makers often do better than novices, and the forces of arbitrage and competition can nullify some effects of error and illusion. Whether these factors ensure rational choices in any particular situation is an empirical issue, to be settled by observation, not by supposition (p. S273).”


{ real incentives/hypothetical choice: p. 90 seems to suggest that there is little improvement of rationality when real monetary rewards are introduced. %}


{ Does loss aversion for multiattribute, with no risk. Every attribute has a reference point, and loss aversion can be different for different attributes. A specially nice feature is that the paper really considers reference dependence; i.e., how preferences change if reference points change.

Pp. 1046-1047: that prospect theory does not specify what the reference point is, so that in this respect the theory is left unspecified: “A treatment of referent-dependent choice raises two questions: what is the reference state, and how does it affect preferences? The present analysis focuses on the second question.”}
standard-sequence invariance?; proof on p. 1059 goes wrong but main
theorem is still correct. %}

biseparable utility
event/outcome driven ambiguity model: event-driven
The purported plots of $W_i(p)$ versus $p$ (Fig. 3) are actually of $CE(x,p;0)$. The
correct plot is shown in Tversky & Fox (1995).

PT: data on probability weighting; tradeoff method used theoretically.
P. 299, l. –6, writes, unfortunately, that the violation of stochastic dominance
of PT can be handled by normalizing the decision weights so that they add to
unity. This is incorrect. There is no easy way to make this work. People again and
again come up with the idea to consider $(\text{SUM } w(p_j)v(x_j))/\text{SUM } w(p_j)$, but this
formula does not give sensible results and continues to violate stochastic
dominance (Wakker 2010 Exercise 6.7.1). For two-outcome prospects it reduces
to RDU with a symmetric weighting function, which itself is OK.

Many people erroneously think that diminishing sensitivity only refers to the
value/utility of outcomes, but it is a general principle of numerical perception that
applies to the weighting function as well. P. 303 2nd para: “The principle of
diminishing sensitivity applies to the weighting functions as well.”

related to likelihood insensitivity (= inverse-S))
P. 303, beginning of 2nd para, on diminishing sensitivity for the weighting
function: “The principle of diminishing sensitivity applies to the weighting functions as well. In
the evaluation of outcomes, the reference point serves as a boundary that distinguishes gains from
losses. In the evaluation of uncertainty, there are two natural boundaries-- certainty and
impossibility--that correspond to the endpoints of the certainty scale. Diminishing sensitivity
entails that the impact of a given change in probability diminishes with its distance from the
boundary. For example, an increase of .1 in the probability of winning a given prize has more
impact when it changes the probability of winning from .9 to 1.0 or from 0 to .1, than when it
changes the probability of winning from .3 to .4 or from .6 to .7. Diminishing sensitivity,
therefore, gives rise to a weighting function that is concave near 0 and convex near 1. For
uncertain prospects, this principle yields subadditivity for very unlikely events and superadditivity
near certainty.”
P. 303 end of 2nd para: “However, the function [probability weighting function] is not well-behaved near the endpoints, and very small probabilities can be either greatly overweighted or neglected altogether.”

Although experimental economists today (2010) usually credit Holt & Laury (2002) for introducing the choice list mechanism for measuring indifferences, this mechanism has been used long before. This T&K paper also uses it. Here is how the authors describe it: p. 305, l. –4 till p. 306, l.8: “The display also included a descending series of seven sure outcomes (gains or losses) logarithmically spaced between the extreme outcomes of the prospect. The subject indicated a preference between each of the seven sure outcomes and the risky prospect. To obtain a more refined estimate of the certainty equivalent, a new set of seven sure outcomes was then shown, linearly spaced between a value 25% higher than the lowest amount accepted in the first set and a value 25% lower than the highest amount rejected. The certainty equivalent of a prospect was estimated by the midpoint between the lowest accepted value and the highest rejected value in the second set of choices. We wish to emphasize that although the analysis is based on certainty equivalents, the data consisted of a series of choices between a given prospect and several sure outcomes. Thus, the cash equivalent of a prospect was derived from observed choices rather than assessed by the subject. The computer monitored the internal consistency.”

P. 306 l. –11, on 4-fold pattern: “provided the outcomes are not extreme.”

P. 306 l. –11/–9, on partial reflection: “prospect theory does not imply perfect reflection in the sense that the preference between any two positive prospects is reversed when gains are replaced by losses.”

§2.3, p. 311 2nd para; “The estimation of a complex choice model, such as cumulative prospect theory, is problematic. If the functions associated with the theory are not constrained, the number of estimated parameters for each subject is too large. [nonadditive measures are too general] To reduce this number, it is common to assume a parametric form (e.g., a power utility function), but this approach confounds the general test of the theory with that of the specific parametric form. For this reason, we focused here on the qualitative properties of the data rather than on parameter estimates and measures of fit.”

A suggestion similar to the penultimate sentence is in Edwards (1954, p. 396, next-to-last para), which writes, on parametric fitting: “confounds the general test of the theory with that of the specific parametric form.”

P. 313: Figure 3 is an error. It gives CE(x,p,0), i.e., the weighting functions if utility were linear.

P. 316, §3: that coexistence of gambling and insurance is explained by overweighting of small probabilities.
P. 317: “Despite its greater generality, the cumulative functional is unlikely to be accurate in detail. We suspect that decision weights may be sensitive to the formulation of the prospects, as well as to the number, the spacing and the level of outcomes. In particular, there is some evidence to suggest that the curvature of the weighting function is more pronounced when the outcomes are widely spaced (Camerer 1992). The present theory can be generalized to accommodate such effects but it is questionable whether the gain in descriptive validity, achieved by giving up the separability of values and weights, would justify the loss of predictive power and the cost of increased complexity. … The heuristics of choice do not readily lend themselves to formal analysis because their application depends on the formulation of the problem, the method of elicitation, and the context of choice.”

P. 317 last para of main text nicely explains that PT is a departure from rationality, and that this need not be chaotic.

decreasing ARA/increasing RRA: do not reject constant RRA and, hence, assume power utility utility families parametric: power family; concave utility for gains, convex utility for losses;

real incentives/hypothetical choice: §2.4 argues that hypothetical choice gives same results as real choices inverse-S; standard-sequence invariance

biseparable utility if restricted to gains or to losses.

The paper uses an unfortunate notation with negative subscripts for states of nature with negative outcomes. I visited Tversky when he received the proofs for proof corrections of the paper. I convinced him that this notation is unfortunate and better be changed. Next day Amos told me that he could not change anymore. Such a change at the stage of proof corrections is too risky. It was too late.

Anyway, this notation is better not followed. %}


{% https://doi.org/10.1037/0033-295X.101.4.547

coalessing: explicit versus implicit unpacking is related.

P. 563: “If people have a hard time assessing a single definite value for the probability of an event, they are likely to have an even harder time assessing two definite values for its upper and lower probabilities or generating a second-order probability distribution.” The same argument against multiple priors was put forward by Lindley (1996) and others.

Last sentence of paper: “The question of how to improve their quality through the design
of effective elicitation methods and corrective procedures poses a major challenge to theorists and practitioners alike.” (Here “their” refers to intuitive judgments of uncertainty)

paternalism/Humean-view-of-preference: nice citation for that debate. %


{ measure of similarity %}


{ standard-sequence invariance; references on preference reversal;}

P. 372: they test prominence effect but the instructions, e.g., writing “technical knowledge is more important” of course just bring it in.

P. 373 1st column: Besides scale compatibility, also bargaining attitude plays a role. In the table, the entry of 26% surprises me.

Choice enhances noncompensatory heuristics: p. 375 last para nicely distinguishes ordinal (qualitative) and cardinal (quantitative) procedures, where choice enhances the former and matching the latter.

P. 376: I did not like the 2nd column top half.

P. 381: in the classical preference reversal, the main cause is the overpricing of the outcome gamble.

p. 382 writes: “Evidently, preference reversals are induced primarily by scale compatibility, not by the differential prominence of attributes that underlies the choice-matching discrepancy.” Then the next sentence says, to my pleasure: “Indeed, there is no obvious reason to suppose that probability is more prominent than money or vice versa.” This is contrary to Slovic (1985). Slovic, Griffin, & Tversky (1990), p. 22–23, however, write that they have changed their mind and believe that probability is indeed the prominent dimension.

P. 383 writes:

“But if different elicitation procedures produce different orderings of options, how can preferences and values be defined? And in what sense do they exist?” %}

About Samuelson’s game, a fifty-fifty lottery for $200 or −$100 is done twice. Both if the first gives a win, and if it gives a loss, do people want to take the second. But if they don’t yet know what the first will give they don’t want the second.

The disjunction effect: Both if event E happens, and if it doesn’t, you prefer f to g. But still a priori you prefer g to f. This is a particular violation of the sure-thing principle. Example: You did an exam. Don’t know if you passed. Have to decide on taking vacation next week. If you get informed that you passed, you prefer to take the vacation, to celebrate. If you get informed that you failed, you prefer to take the vacation, for consolation. But you have to decide now, before getting informed. Important: You will be informed before vacation. Still, now you prefer not to take vacation. Subjects systematically violate the s.th.pr. this way if they are not aware of the structure of this. If, however, the structure is transparent, then they do not violate the s.th.pr.

P. 309 1st column middle writes: “This result shows that, like other axioms of choice such as substitution and stochastic dominance, STP tends to hold when its application is transparent, even though it is sometimes violated when its application is not obvious” This does not explicitly say whether satisfaction in the transparent case reflects true preference or heuristic.


Imagine that participants choose between A and B, multidimensional objects. Some percentage chooses A. We now add an object C that is clearly inferior to A, and has no clear relation to B. Then people choose A more often than before. This cannot be reconciled with rational economic revealed-preference principles under the usual ceteris paribus assumptions (such as no change in info about the intrinsic value of A).

The authors cite Huber, Payne, & Puto (1982) for having discovered this.


{% A.o., review of preference reversals. %}


{% https://doi.org/10.2307/2171769
inverse-S; relative curvature;

P. 1263 l. –7/–6: “If expected utility is accepted as a standard for rational choice, then s could be interpreted as an index of rationality.”

P. 1266: “from expected utility theory. If this theory is taken as the standard of rational behavior, then the more-SA-than relation can be interpreted as an ordering by departure from rationality.”%}


[Link to paper](#)

[A correction](#)

{%
%
%
%
%

Tversky, Barbara (2000), letter of September 27.

{%
P. 944 seems to assign the following quote to Mark Twain: “Lack of money is the root of all evil,” as a variation of the quote from the bible’s new testament: “Love of money is the root of all evil.” Other people asigned the quote to George Bernard Shaw. %


{%
 conservation of influence: tv series; photographer has to choose between lover an career, and chooses for career. She … well, let me avoid spoilers. %

Twilight zone, Season 1, Episode 9, Little boy lost 18 Oct. 1985;
33 adolescents are compared to 32 adults. Risk and ambiguity attitudes are measured by choices between \((E:5X, E^c:x)\) and \$5, with \(X > 5 > x\). Used random incentive system. Ambiguity is by giving a probability interval. The exact details in the 3rd para of the 2nd column of p. 17136 were incomprehensible to me (“half of the trials”; do subjects know this?) and as far as I can tell, there could be suspicion (suspicion under ambiguity).

Adolescents are not more risk seeking, but more ambiguity seeking. The end of the abstract does what many papers in our domain do: speculate on policy implications. The second half of the abstract also goes into evolutionary speculations.

It is remarkable that this very thin and routine study could appear in PNAS.

They measured risk and ambiguity attitudes for gains and losses from \(N = 135\) healthy subjects, selected using flyers at universities, clinics, and senior communities. Note that also for the elderly only healthy subjects are sampled. They implemented RIS. Their main purpose is to investigate how these things depend on age. They do a good and clean job (although ambiguity attitude is not modeled very well, being unaware of empirically found likelihood insensitivity; see below), but it is also purely routine.

Subjects chose between a sure \$5 and either a risky or ambiguous prospect with one nonzero outcome. The risky/ambiguous payments ranged between \$125 and \$125. Each subject was endowed with \$125 at the beginning! (Losses from prior endowment mechanism). Probability levels ranged from 0.13 to 0.75. So, unfortunately for me, the paper gives no very direct insights into insensitivity and small probabilities. Ambiguity was generated by indicating an interval of probabilities (Figure 1).

suspicion under ambiguity: there was one fixed ambiguous urn (I guess: for
each ambiguity level), and half the times one of the two colors was winning, and half the times the other color.

Utility for both gains and losses was power utility. No loss aversion parameter because no mixed prospects. P. 17143: They assumed EU for risk with power utility (CRRA) and then the power as index of risk aversion. For ambiguity they used biseparable utility (although they only refer to maxmin EU of Gilboa & Schmeidler 1989) with $w(p) = p - \beta A/2$, where $A$ is a measure of ambiguity (the length of the probability interval) and $\beta$ an index of ambiguity aversion for gains, and of ambiguity seeking for losses. Given $\beta$ and $A$, this treats all probabilities $p$ by subtracting the same constant, which will not work well empirically given the common finding of insensitivity.

Note that their method amounts to using matching probabilities as recommended by Dimmock, Kouwenberg, & Wakker (2015), given that they use EU for risk. Then logistic function and maximum likelihood. Every choice is repeated 4 times, giving good estimates of consistency. Elderly are way more inconsistent, and violate stochastic dominance more often. Old and young are more risk averse than midlife.

**risk averse for gains, risk seeking for losses**: p.17146: they find this clearly.

**ambiguity seeking for losses**: they find ambiguity neutrality for losses, and aversion for gains (P. 17145 & 17146).

**correlation risk & ambiguity attitude**: they find positive for gains ($\rho = 0.30$) and absent for losses (P. 17146).

**reflection at individual level for risk**: slightly positive correlation between risk aversion for gains and losses (P.17146).

**reflection at individual level for ambiguity**: slightly positive correlation between ambiguity aversion for gains and losses (P.17146).

Cognitive measures: Numeracy did not correlate with risk or ambiguity aversion. It did correlate negatively with consistency and satisfying stochastic dominance (P. 17146). *(cognitive ability related to risk/ambiguity aversion)*

P. 17144: more violations of dominance under ambiguity than under risk.

**ambiguity seeking for losses**: the following is not directly related to it, but indirectly somewhat. P. 17147:

“Our results also make an important point: findings obtained studying preference in the domain of
gains should not be immediately generalized to the domain of losses.” P. 17146 2nd column l. 5 wrote: “The most commonly used theoretical models of ambiguity assume that the individual ambiguity attitude is the same in the domain of gains and losses.” The authors are unaware of prospect theory for ambiguity, whereas all their findings confirm this theory.


{% Present hypothetical scenarios to students and inspect what the interest of students is in receiving extra probabilistic info, and how much the latter affects decisions. The interest in and effect of probabilistic info is smaller if ethical considerations play a role, and if decisions are one-shot. It is also smaller than usual in naturalistic settings. One explanation may be that people take their own probability estimations and will not pay much attention to the experimenter’s estimates anyhow. %}


{% Seem to find that people overestimate equity if one of allocations is constant. %}


{% equity-versus-efficiency: nice experimental demonstration of equity. Specialists in medical decision making (N = 73), prospective jurors (N = 568), and medical ethicists (N = 74), were asked: Suppose you must choose between a cheap and an expensive method of testing for colon cancer. Suppose the cheap test can be applied to everyone and saves 1000 lives. The expensive test can be given to half of the population only, but saves 1100 lives in total. What do you prefer? The majority preferred the cheap test for equity reasons. %}

equity-versus-efficiency: find preference for equity even if at the cost of efficiency.


Seems that they take issue with the silly viewpoint of Gold, Siegel, Russell, & Weinstein (1996) that utilities for medical treatments should always be inferred from the general public rather than from patients, and properly argue that there can be no general rule.


Paper about the failed Oregon implementation of C/E (cost-effectiveness). Gold et al. (1996) stated a consensus, unjustified I think, that quality of life estimations should be derived from the general public. Thus for the Oregon project lay people were interviewed by telephone with questions such as “What chance of death would you be willing to take in order to try the treatment?” I would find about every judgment more valuable than the telephonic judgments of lay people. The TTO question “How much time would you be willing to give up in order to eliminate the meningioma pain and remain in perfect health?” will be even harder to interpret. Subjects cannot imagine how they can assume to have 75 years to live in total.

This paper presents these questions to economic students. Problem is that we as experimenters may understand what the question is about, but lay people and also the econ students cannot imagine any scenario where this question could be relevant. Their best guess may be that, hypothetically, they are getting the treatment, and then are asked to voluntarily take some risk of dying, where they will of course choose risk 0. The authors find negative results for utility measurement and draw negative general conclusions. P. 114 last para of 1st column: “But our study raises questions about whether utility-elicitation methods accurately
assign relative values on health outcomes.” But these negative conclusions may only concern the measurements used here.


Another formulation of this quote sometimes found is: “The study of non-linear physics is like the study of non-elephant biology.”

Ulam, Stanislaw


Find evidence against some explanations of the underweighting of rare events found in the decision-from-experience approach. *(DFE-DFD gap but no reversal)*

Seems that, when presenting supposedly random samples to subjects, they in reality gave exactly representative samples (matching samples paradigm), which would comprise some deception *(deception).*

{\% Fuzzy Wuzy was a bear.
   But Fuzzy Wuzzy had no hair,
   So Fuzzy Wuzzy wasn’t fuzzy,
   Was he? \%

Unknown source (1999).

{\% **homebias** \%


{\% **crowding-out**: seems to have empirically verified the claim on blood donation by Titmuss (1970. \%


{\% Discuss a Roe, Busemeyer, & Townsend (2001) model with a model explaining loss aversion by other factors and, thus, in a way, assuming loss aversion away. This paper argues that there is a role for loss aversion still. \%


{\% [http://dx.doi.org/10.1007/s11127-013-0082-x](http://dx.doi.org/10.1007/s11127-013-0082-x)

   Shows that trust (e.g. in safety of neighborhood where you live) reduces risk perception also if controlling for objective risks and own experiences. \%

Phrenology is an old field of study that thought to localize many things in our brains, such as moral values being located on top of the brains, intellectual properties in front, and so on. The author compares neuroscience to phrenology.


Interview by Maarten Evenblij: “De consensus over cholesterol gaat uit van achtienduizend euro per voor kwaliteit gecorrigeerd levensjaar, bij taxol kom je op dertigduizend euro en bij een longtransplantatie op tachtigduizend euro. Zulke getallen worden impliciet gebruikt, maar niemand durft hardop criteria te noemen. Er wordt erg ad hoc beslist.” (Translation: The consensus about cholesterol assumes €18,000 per quality-adjusted life year, for taxol you end up with €30,000, and for lung-transplantation at €80,000. Such numbers are used implicitly, and no one dares to mention criteria aloud. The decisions are very ad hoc.)


The constant ratio strategy for the tradeoff method is described following Table 10: a/b = x/y, without consideration of probabilities.


Daan Evers and Niels van Milten-Burg worry about the existence of a free will (this newspaper, 15 September), but for no reason. My thesis is that a free will obviously does not exists, but that this does not matter.

The idea of a free will results from our consciousness. We are aware that we are driven by certain motives, and we realize that we are acting organisms. But this does not mean that our consciousness (only an object and not a subject) can really influence the things we do and consciously experience. An order for action in our brains arises as a logical consequence of impulses that are already present there, and a coincidental observation of those impulses will not change this system. Even if we see our consciousness as a controlling system that can intervene if something is not going the way we want, then also this reaction is predictable beforehand on the basis of signals in our brains and, thus, our free will can be completely set aside.

What this amounts to, is that we will never be able to achieve this setting aside - not without powerful technologies and knowledge of really all variables influencing behavior. This means that there is a hole in what we understand of our own actions, and that hole we fill up with the illusion
of a free will. The idea of a free will arises therefore if we do not fully understand why we do something [in causal terms] and then ascribe it to some sort of autonomous inspiration, an order for action coming into existence in our brains in a magical manner.

Such an alchemy of brains has often been contested by Dick Swaab, but he too misses something important. That in theory a free will does not exist, does not matter. We will never be able to predict human behavior more precisely on the basis of currents in our brain and knowledge of external factors than we have been able to do for many years using a model for action called “free will.” It is therefore extremely useful to be able to continue to assume a free will, purely because this works better in practice than a cold neurological determinism.

One of the many advantages of the belief in a free will is the fact that it gives happiness [utility]. Evers and Van Miltenburg can get themselves an ice cream with no reason to worry and can have the pleasurable feeling that they decided entirely by themselves to do so. And this is how it is in fact: certain factors in their body - and more “self” than your own body you will never find - quite like to get that ice cream! However, philosophers desire a concept transpiring more autonomy, and the free will is that concept for them. Excellent, of course, because it makes them happy to have the feeling that in a moment of ultimate freedom (just do something crazy for a change) they could take three scoops of ice cream instead of two.

For me it is rather simple: I have no free will. Everything I do, is determined by an interaction of factors within and outside my body. But I do feel that I have a free will: it makes it very easy for me to accept what I do. And it makes me happy to think that I am free “to do what I want.”

Look, I know that falling in love consists of currents in the brain and materials in my blood, but this does not make the feeling generate less happiness.

Thus Evers and van Miltenburg can rest assured and continue to order ice creams, and Dick Swaab can continue to scan brains. They should discriminate between research and daily life: belief in free will has no place in neuroscience, but setting it aside does not make life better. We need not pay much attention to the nonexistence of a free will: that only makes us less happy. Therefore consider the lack of a free will not to be a lack of freedom, but consider setting this nonexistence aside as a source of happiness.


*revealed preference*: Varian showed that revealed preference cannot be falsified if we only observe some and not all goods. It has often been used against lab tests of revealed preference. This paper shows that Varian’s result does not invalidate lab tests because then assumptions of fixed prices and expenditures there.


*restricting representations to subsets*: P. 608 discusses global consistency (a kind of separability) that holds over the whole domain, and then local/conditional consistency, which considers the preference conditions only on subdomains. They do not provide results, but mention its interest.

Around p. 625: Maximization over twofold product set, so, choice options are, say, m by n matrices. Then weak separability w.r.t. both products already implies additive representability and, hence, strong separability. That is an, appealing, consequence of Gorman’s (1968) theorem. The paper gives nice history on it. It was central in economics, where columns indicate commodities, rows indicate individuals at the micro level, and the whole matrix the macro level. Can macro be considered to be an aggregation of micro? Nataf (1948) is an early classic, showing the above result using differentiability.


P. 34 nicely suggests that Aumann’s correlated equilibrium is only violation of the rules of the game.
Discusses, a.o., forward induction.


risky utility $u = \text{strength of preference} v$ (or other riskless cardinal utility, often called value): Ask 300 participants to mention six levels of income that
are, respectively, very bad, bad, insufficient, sufficient, good, and very good. Assign “riskless” utility values 1/12, 3/12, …11/12 to these incomes. Then they fit a logarithmic and a lognormal-distribution à la Van Praag to these numbers. Next 50-50 lottery equivalence questions are asked. The authors assume that risky utility is the same as riskless and use this utility function to estimate the decision weight of .5. It is .45 for logarithmic utility and .47 for lognormal.

Remarkably, Fig. 1 proposes the inverse-S probability weighting exactly as in Tversky & Kahneman (1992).\%


\% http://dx.doi.org/10.1177/0272989X13493145

Nice and clean application of decision analysis. “Clean” does not mean that one can do any useful applications without getting dirty hands. It is expected utility in full glory, with probability estimates, utility measurements, decision trees, and sophisticated software to analyze.

No probabilities are exactly known, of course, so we can call it ambiguity. The authors handle uncertainties about probabilities, like uncertainties about all other variables (probability is not special in this regard!), by using sensitivity analyses, univariate that is. I think that they are lucky in not knowing modern ambiguity theories …

They consider undescended testis (UDT) with baby-boys, mean that a testis is present but did not descend enough and did not make it to the scrotum; prevalence ±1%. Question is whether to operate, and if so, when (because often there is spontaneous cure, being in about 80% after a year). They find that operation is good, but best done only after 9 months. Pro of operation is cosmetic (keeping scrotum symmetric) and bigger fertility, but con is operation-complication risks (p. 912 end of 1st column). The result is highly sensitive to the subjective quality of life of asymmetric scrotum (p. 912 l. –5) and, hence, the authors argue in several places that the patient, or probably his parents, should assess that. P. 917 last para explains that the medical profession did not want this, and one can read between the lines that the authors do not agree (“clinically
counterintuitive”). They state their alternative view on p. 916 4th para and in the conclusion (p. 918) 1st para.

They measure probabilities from the literature and from expert judgments, and utility through introspective VAS scores transformed into decision-utilities based on Stiggelbout et al. (1996) (p. 911 & 916). Consider 0% and 3% discounting.

P. 911 Table 3 gives quality-of-life estimates for no paternity, having scar, dying, and so on. These were measured from the general public (so, not from patients or through doctors), with 41 complete questionnaires used (p. 911).

P. 916 para –3: that costs are too low to be very relevant here, suggesting a price of €20,000 to €40,000 for a QALY.}


foundations of probability; foundations of quantum mechanics: they criticize Accardi.


{% total utility theory: Used EQ-5D questionnaire to measure well-being under two treatments. Used the time-integrated results in C/E (cost-effectiveness) analysis. %}


{% Paper considers the case where agents do not know the probabilities but must estimate them. It implies that an agent choosing the action with perceived best chance to bring success, is likely to choose an action where he overestimates the chance of success, similar to the winner’s curse. This provides an alternative explanation of overoptimism, attributing success to own actions but failure to external factors, and Langer’s illusion of control. Nice! It gives many references to the literature on the mentioned biases. Benoît & Dubra (2011 Econometrica) also describe situations where probability distortion can be rational. %}


{% time preference; many refs. %}


{% time preference; Compare open and closed questions to measure discounting. Closed questions give much lower rates of time preference. %}

{\% N = 203; test stationarity by asking matching questions. 
Details of stimuli: They describe illness to subjects, and then ask: How many days ill in X+2 years is equivalent to you to being ill for 30 days starting in X years? So, a matching question. Do this for X = 0 and some bigger Xs.

They find decreasing impatience throughout, not only at present. This falsifies not only constant discounting but also quasi-hyperbolic discounting. This need not violate generalized hyperbolic discounting of Loewenstein & Prelec (1992) although they, somewhat deviating from their title, do not test axioms of that theory and do only what I described above.

Similar tests of stationarity have often been done before, and they cite several, to which I would like to add Bleichrodt, Rohde, & Wakker (2009 GEB). They do cite the close Bleichrodt & Johannesson (2001).

They claim novelty in the combination of doing it for health rather than money and not being biased by subadditivity and similarity biases. The former claim is based on nothing but the fact that the delay between outcomes is kept constant and that the matching concerns the outcomes (p. 775 2nd last sentence above §4.1 & p. 779 l. 2-5). The latter claim (fewer “similarity” biases) is based on nothing but the fact that they use matching questions, which they claim have fewer biases and then also fewer biases based on similarity (p. 775 last sentence above §4.1 & p. 779 l. 2-5). Most people think that matching questions have more, and not fewer, biases than binary choices today (Bostic et al., 1990; Fischer et al. 1999; Noussair, Robbin, & Ruffieux 2004).

**DC = stationarity:** p. 771 ll. 6-7, & l. –11/–9, and most clearly following Eq. 1.

Nice English: delay of nearest outcome versus delay between outcomes. %\}


Discussing the axioms of Cox (1946), and many follow-up references. Also discusses Halpern’s argument that Cox’s theorem need not hold on finite domains.}


Probability elicitation: a thorough study of this elicitation technique with a thorough discussion of the literature. Hence, it can serve as a: survey on belief measurement.


Have subjects (mostly students) answer certainty equivalent questions and speak aloud. Record and analyze these data to find the location of the reference point. Find that planned goals influence the reference point.

The authors argue that certainty equivalents (CE’s) are perceived differently than found and/or claimed before, for instance by Bleichrodt, Pinto, & Wakker (2001). P. 344: “Our findings argue that the CE life-year gamble is very likely not perceived as an all gains gamble, as has been suggested by Bleichrodt and others.”

However, Bleichrodt (& Pinto & Wakker, 2001) argued so for CE’s measured through matching. When matching, then no sure outcome is available to serve as an easy reference point and this is crucial in the argument. Van Osch et al. did not use matching, but derived CE’s from observed choices through bisection (p. 340 2nd para). Thus, subjects could focus on a sure outcome in every choice and take that as reference point. This was indeed found (p. 344: “most attention was paid to the offered CE. … Through the use of the choice-bracketing procedure, we may have induced a changing reference point in the way one introduces a change in the reference point by offering respondents a money amount to start with in money gambles.”

They write on the difference between matching and choice bracketing on p 345: “A further important point is that the findings are applicable only to the choice-bracketing method. If utilities had been derived using the matching method, these findings might have been different.” Thus, their finding does not contradict Bleichrodt et al., contrary to what they write, but it agrees with Bleichrodt et al..

In the equivalence $y \sim x^{0.5}z$, take $(y-x)/(z-x)$ (PM, the proportional match) as index of risk aversion.

**utility families parametric:** Use a logistic family $U(t) = a/(1+(b/t)^c)$, which is convex below the inflection point $t^* = b((c-1)/(c+1))^{1/c}$, and concave above. Use
this family to fit the data. Where the inflection point of this fitted curve ends up, that is where they also assume a reference point to be.


{% Used speak-aloud interviews in standard gamble choices to determine what reference points subjects take. The certain outcome was mostly taken as reference point, and the standard gamble was thus taken as a mixed prospect. Subjects mostly focus on the lowest outcome of the prospect. They also find scale compatibility confirmed although its effect on PE (they call it SG) measurements is not clear. %}


{% https://doi.org/10.1177/0272989X04268955

Use correction procedures as recommended by Bleichrodt, Pinto, & Wakker (2002). The results agree with common intuitions on PE (if I remember well, they call it SG) scores. They are also related to TTO (Time TradeOff) measurements, and suggest that the latter, though less high than PE, may still be too high on average. %}


[Link to paper](https://doi.org/10.1177/0272989X04268955)

{% preferring streams of increasing income: They consider loyalty points that people get from airline where for 3 already fixed flights they can get 300 then 200 then 100 or, say three times 200. Because it is very clear that only the total at the end matters, people should not care. Yet they prefer decreasing sequences (opposite to income where they often, even if irrationally, prefer increasing sequences. %}

% Individual welfare function = utility function of income;

**risky utility** $u =$ **strength of preference** $v$ (or other riskless cardinal utility, often called value): van Praag argues that risky utility $u =$ strength of preference $v$ (or other riskless cardinal utility, often called value) in §5.4.

**concave utility for gains, convex utility for losses:** through lognormal utility function: $U(y) = F(\ln(y))$ where $F$ is the distribution function of the normal distribution; **utility families parametric.**


For everything about continuity, differentiability, and the like about real functions that you ever believed to be true, you can find a counterexample here. Statement 4.5 $\alpha$: every monotonic function is almost everywhere differentiable.


Philosophical discussions on whether nature should be taken as discrete or continuum.


Subjects can get exposed to unpleasant electric shocks. Their risk aversion is measured from choices between a safe and risky option. After relief about just having escaped from an unpleasant shock, subjects take more risk. Prospect theory better captures this than expected value or mean-variance. 


Subjects had to make investment decisions with their own money, so, they could really lose (it was real incentives). They study the effect of the timing of the resolution of uncertainty, and of emotions on it. Timing has an effect in one treatment, entailing violations of EU and PT. The paper compares with the impressive Wu (1999, Theory and Decision). 

Small worlds; Nice sentence:

“It also illustrates the importance of modeling the source of violations of consistency conditions, rather than simply weakening axioms on preferences.”


Seems to show that subjects like to answer truthfully, and not lie, also if no incentive.


The VC (Vapnik-Chervonenkis) dimension of a theory is calculated as follows, where the theory has some free parameters. Imagine a game between a falsifier F, who likes to see a particular theory violated, and a Theorist, who does not want the theory violated. First, a theorist chooses a natural number k. Second, the theorist moves again, choosing k binary choice situations. Third, the falsifier can choose, at will, what the observations in these choice situations are. Then, if the theory is not violated, T wins, and receives k from F. If the theory is violated, F wins, and nothing happens. The largest k that T can win is called the VC dimension. For example, if the theory only imposes weak ordering, and the preference domain is infinite, then the VC dimension is infinite. If the theory is single-peak preference and the preference domain is \( \mathbb{R} \), then the VC dimension is 1.


{\% Popularizes Afriat’s revealed preference theorem and in fact uses Theorem 1 by Richter (1966). Main difference is that Richter considers completely general choice sets, for completely general objects, and not just choices from demand sets as in consumer theory. Another difference is that Richter wants all best elements to be in the choice set (where the idea is that then one is selected randomly) whereas Varian assumes that only one of the best is in the choice set; so, he gives the result from the final selection of selecting one element from the choice set.

Gives necessary and sufficient conditions for revealed preference to maximize a weak order and utility function. First, p. 946 gives Afriat’s result in a more accessible form than Afriat did. Next it gives some variations, where the generalized axiom of revealed preference (GARP; Richter, 1966, calls it congruency) in Fact 1 (p. 948) is most appealing. P. 947 announces: “there is an equivalent formulation of condition (2) which is quite easy to test. In addition this equivalent formulation is much more closely related to the traditional literature on the revealed preference approach to demand theory or Samuelson [24], Houthakker [12], Richter [21], and others.”

This paper does not properly credit that most priority should go to Richter (1966). It does not explain what I explained above. Footnote 4 cites a Richer (1979) follow-up paper but is misleading and vague. Richer (1966) allows for any data set, finite or infinite. Richter (1966 Theorem 1) showed in full generality that GARP (“congruency”) is equivalent to maximizing a weak order. Only difference, as explained before, is that Richter assumes a multi-element choice set.

Varian considers consumer theory and one-point demand functions, but allowing for other commodity bundles to be equivalent to the one demanded. And he assumes non-satiation. P. 946 gives Afriat’s theorem with condition (2)
“cyclical consistency” a version of GARP adapted to the context here. Given that the essential domain of chosen xj’s is assumed finite, any ordinal representing function can be turned into a concave function: Take the transitive extension of revealed preference over the xj’s, and make it complete over the xj’s. Give a utility value to the best indifference class, and somewhat lower to the 2nd best. Then give the 3rd best an extremely much lower value. Next, give the 4th best a yet way more extremely lower value. And so on, with each new utility difference way bigger than the ones before. This way Condition (3) can always get satisfied, with the lambda’s all equal to 1 if one wants. Given that utility is ordinal, the interpretation of the lambda’s as marginal utility (p. 946 l. –10) is not meaningful. %}


% risky utility u = transform of strength of preference v, latter doesn’t exist: p. 57–58: argues against cardinal utility through strength of preference 7th edn. of 2006 seems to discuss the assumption of total wealth on p. 555. %}

{\% common knowledge \%}

{\% \%}

{\% Most of this paper I found not so interesting, being negative on the researcher Mr. Clark, cardinal utility saying nothing about the movements of markets or institutions. But there are some nice citations on economics being on living beings and teleology. Here are citations (italics added). The italicized parts reflect essentials of living beings that can exert influence by, for instance, interested discrimination (=observation), to make decision theory and economics different than natural sciences.

conservation of influence: The theory is confined to the ground of sufficient reason instead of proceeding on the ground of efficient cause ...

“The immediate consequence is that the resulting economic theory is of a teleological character ... instead of being drawn in terms of cause and effect. The relation sought by this theory among the facts with which it is occupied is the control exercised by future (apprehended) events over present conduct. Current phenomena are dealt with as conditioned by their future consequences; and in strict marginal-utility theory they can be dealt with only in respect of their control of the present by consideration of the future. Such a (logical) relation of control or guidance between the future and the present of course involves an exercise of intelligence, a taking thought, and hence an intelligent agent through whose discriminating forethought the apprehended future may affect the current course of events; unless, indeed, one were to admit something in the way of a providential elements, the relation of sufficient reason runs by way of the interested discrimination, the forethought, of an agent who takes thought of the future and guides his present activity by regard for this future. The relation of sufficient reason runs only from the (apprehended) future into the present, and it is solely of an intellectual, subjective, personal, teleological character and force; while the relation of cause and effect runs only in the contrary
direction, and it is solely of an objective, impersonal materialistic character and force. The modern scheme of knowledge, on the whole, rests for its definitive ground, on the relation of cause and effect; the relation of sufficient reason being admitted only provisionally and as a proximate factor in the analysis, always with the unambiguous reservation that the analysis must ultimately come to rest in terms of cause and effect. The merits of this scientific animus, of course, do not concern the present argument.

Now, it happens that the relation of sufficient reason enters very substantially into human conduct. It is this element of discriminating forethought that distinguishes human conduct from brute behavior. And since the economist’s subject of inquiry is this human conduct, that relation necessarily comes in for a large share of his attention in any theoretical formulation of economic phenomena, whether hedonistic or otherwise. But while modern science at large has made the causal relation the sole ultimate ground of theoretical formulation; and while the other sciences that deal with human life admit the relation of sufficient reason as a proximate, supplementary, or intermediate ground, subsidiary, and subservient to the argument from cause and effect; [after a marvelous beginning of the sentence, aggression takes over and nonsense follows] economics has had the misfortune -- as seen from the scientific point of view -- to let the former supplant the latter. It is, of course, true that human conduct is distinguished from other natural phenomena by the human faculty for taking thought, and any science that has to do with human conduct must face the patent fact that the details of such conduct consequently fall into the teleological form; but it is the peculiarity of the hedonistic economics that by force of its postulated its attention is confined to this teleological bearing of conduct alone. It deals with this conduct only in so far as it may be construed in rationalistic, teleological terms of calculation and choice. But it is at the same time no less true that human conduct, economic or otherwise, is subject to the sequence of cause and effect, by force of such elements as habituation and conventional requirements. But facts of this order, which are to modern science of graver interest than the teleological details of conduct, necessarily fall outside the attention of the hedonistic economist, because they cannot be construed in terms of sufficient reason, such as his postulates demand, or be fitted into a scheme of teleological doctrines.”


{% Discusses, for instance, Brouwer’s theorem that every function is continuous. %}


{% Use introspective satisfaction measurements for German socio-economic panel of 16,000 individuals. Take income of reference group as reference point. Find concavity for gains and, surprisingly, even more concavity for losses. Also find loss aversion. §4.3 uses a nice version of power utility. %}


{% foundations of probability: According to Zabell (1989), the first work in English that presented the frequentist interpretation of probability in detail. Seems to describe the rule of succession: when you observe m successes in n trials of a further unknown event, (m+1)/(n+2) is a good estimate of probability. %}


{% crowding-out: government subsidies seem to crowd-out private donations and charitable contributions. %}


{% foundations of statistics: misunderstandings in health economics. %}


A convention in the health domain is that QALY assessments of impaired health states have to be done by the general public because they are the ones who pay, through their taxes. Gold et al. (1996) argued for it, based on what I consider a misunderstanding of the veil of ignorance. I have always disagreed with it. This paper also expresses disagreement. It, for instance, puts up the (obvious!) counterargument that patients are better informed.


Furthermore, there is abundant evidence that individual decisions in situations involving risk are not always made in ways that are compatible with the assumption that the decisions are made rationally with a view to maximizing risk utility $u = \text{strength of preference } v$ (or other riskless cardinal utility, often called value): P. 327/328 seem to write: “Furthermore, there is abundant evidence that individual decisions in situations involving risk are not always made in ways that are compatible with the assumption that the decisions are made rationally with a view to maximizing...
the mathematical expectation of a utility function. The purchase of tickets in lotteries, sweepstakes, and ‘numbers’ pools would imply, on such a basis, that the marginal utility of money is an increasing rather than a decreasing function of income. Such a conclusion is obviously unacceptable as a guide to social policy.”

P. 328, “utilities derived in the process rather than from the end result;”

P. 325 top cites von Neumann & Morgenstern (1944) and Zeuthen (1937) as preceding him in suggesting that utility can be derived from risky choices.

P. 329 states the veil of ignorance, preceding Harsanyi and Rawls. %}


This paper re-analyzes Callen, Isaqzadeh, Long, & Sprenger (2014 AER), criticizing it. Callen et al. claimed to find preferences for certainty that violate prospect theory. This paper shows, both analytically and experimentally, that prospect theory with plausible error theories can explain things. %}


Use choice lists to determine CEs (certainty equivalents) of two-outcome prospects. Use RIS for real payment. Study within- and between-country
differences, by doing two cities in China (Shanghai & Beijing) and two in Egypt. Find no within-country difference, but clear between-country difference. They point out that this suggests that randomization within a country, often difficult to do in intercultural studies, may not be a big problem. 


{losses from prior endowment mechanism: Did this. The prior endowment, conditional on a loss question implemented for real, was equal to the maximum loss, being €20c (p. 426). Used RIS.}

Collected data of 2,939 subjects from 30 countries from all continents except Antarctica. They always take students. This makes the sample less representative for the world population as a whole, but makes between-country comparisons more reliable because for this purpose it is good to have little within-country heterogeneity.

Various teams and the main organizer, Vieider, wrote a number of papers on it. This paper verifies construct and convergence validity (my terms) of the measurements, by studying correlations between different ways to measure things. For each subject, 44 CEs of lotteries with gains, losses, mixed, and risk and uncertainty. (I did not find if/how they control for suspicion.) They analyze the CEs of the uncertain options, capturing general uncertainty attitude. To capture ambiguity attitude, which is the difference between uncertainty and risk, they could inspect differences of CEs under uncertainty and risk. Further intospective questions about general risk attitude and other things. They find that corresponding measures, both behaviorally and introspectively, are always positively related, though sometimes not strongly. This also holds between countries (taking each country as an individual).

Section 3.1, p. 428: They take unnormalized risk premium as index of risk aversion, and mention that normalizing by dividing by expected value (I: what if that is 0?; better divide by standard deviation) would not affect the results. As they will explain later (p. 446 last para of paper), this is not suited to test
likelihood insensitivity (which they, unfortunately, call likelihood dependence), because to get that right you need different parameters.

**inverse-S**: is found (p. 430 top);

Section 3.3, p. 439, end of 1st para: the uncertainty attitudes are more related to introspective questions than the risk attitudes.

Section 3.4, Table 3, gives correlations between the preference-based indexes, taking all countries together. It also considers many introspection-based indexes. Risk and uncertainty aversion for gains are strongly related (0.68), which is no surprise because uncertainty aversion comprises risk aversion (**correlation risk & ambiguity attitude**).

**reflection at individual level for risk**: They find a positive relation between risk aversion for gains and for losses. They also find that, stronger, for uncertainty aversion (p. 440; **uncertainty amplifies risk**).

**gender differences in risk attitude**: p. 443 reports more risk aversion for women and gains, but no significant result for losses.

P. 443 reports more uncertainty aversion (note that this comprises risk + ambiguity) for RICH countries. P. 445 last para will state the same for risk aversion.

P. 444 2nd para has nice discussion of context dependence being popular among psychologists. The finding of correlations of this paper shows that not everything is completely context dependent, but still to some degree.

P. 444 3rd para has nice discussion of constructive view of preference and writes: “We thus conclude that preferences are indeed discovered and derived from an underlying preference, rather than constructed *ex nihilo*.”

P. 445 2nd para has an, again nice, discussion of the drawback of introspective measures that they are not clearly related to decision-theory components.

P. 445 last para: Risk aversion is decreasing in wealth between individuals, but increasing in wealth between countries. This is a risk-income paradox. They cite preceding papers on it.

Measure risk attitudes of Vietnamese farmers. They are on average risk neutral. Risk aversion is negatively related with income, but not related with wealth.


Use Anscombe-Aumann model, but to each state of nature not one lottery is assigned, but a set of lotteries. This set is evaluated by a convex combination of its best and worst element. The mixture weight is an index of pessimism. It reminded me much of Jaffray (1989), although it does not refer to this. The axioms used are as usual to characterize $\alpha$-maxmin, dominance and independence of adding-removing intermediate ones. Considers both where $\alpha$ is set-dependent and where it is constant.


Seems to criticize/correct ideas of von Mises.


{\% ordering of subsets; P. 1787 3rd para makes the misleading claim that, given that fine and tight qualitative probabilities are embeddable (requiring only compatibility w.r.t. finite unions!) in monotonely continuous (countably additive) qualitative probability structures, it is no loss of generality to consider only the latter. Example: Space is $\mathbb{N}$. Algebra contains all finite and co-finite subsets. $P(A) = 0$ if $A$ is finite, and $P(A) = 1$ if $A$ is cofinite. This structure can only be embedded in a countably additive probability structure if we merely respect finite unions and not infinite ones; i.e., merely if we take isomorphism as an algebra, and not as a $\sigma$-algebra. The author’s ensuring mathematical claims on such embeddability are incorrect (which fortunately does not affect his main Theorem 4.3):

1. Counterexample to Remark on bottom of p. 1793: let $\mathcal{A}_0$ contain all measurable subsets of $[0,1]$ for which there exists $\varepsilon > 0$ such that $[0,1/4+\varepsilon)$ is entirely in or entirely out of the set. Take $A = [0,1/4]$. $P(A) = 1/4$, but the sup there is 0.

2. Counterexample to claim directly preceding Theorem 4.5 on p. 1795: Let $\mathcal{U}$ be an ultra-filter on $\mathbb{N}$, containing all finite subsets. Let, for $A \subseteq \mathbb{N}$, $P(A) = 0$ if $A \in \mathcal{U}$, $P(A) = 1$ if $A \notin \mathcal{U}$. Let $\succ$ be represented by $P$. $\mathbb{N}$ itself is an atom, provides the finite (one-element!) partition into atoms, but $\succ$ is not monotonely continuous and we have no qualitative probability $\sigma$-algebra.

Theorem 4.2 shows that a finitely additive probability measure is countably additive if and only if the generated qualitative probability relation satisfies what I often call set continuity, and what Villegas calls monotonce continuity.

Theorem 4.3 p. 1794 is the main representation theorem. %}


{\% ordering of subsets %}

Shows that Gorman’s (1968) famous theorem only needs connectedness and not arc-connectedness.}


Vind, Karl (1990) “Additive Utility Functions and Other Special Functions in Economic Theory,” (with contributions by Birgit Grodal), Discussion paper 90–21, Institute of Economics, University of Copenhagen, Denmark.

* endogenous midpoints
  
  P. 120 figure: this is triple cancellation
  
  P. 120 last para: sort of unrestricted solvability is involved
  
  P. 122 penultimate para seems to need the conditions globally, rather than locally as they are assumed. The conclusion section, p. 134 beginning of 2nd para, claims that the conditions are only needed locally but I doubt it.
  
  P. 125: the Reidemeister condition involves indifferences rather than preferences as the case here. %}


* A very abstract and general, so, not-veryspecific, extension of vNM EU, dropping transitivity and completeness. Theorems give sufficient, but apparently not necessary, conditions. %}

So here then is, at long last, the book containing Vind’s result on mean groupoids. A first version appeared as a working paper in 1969! Now, shortly before the anticipated passing away of Karl’s co-author and life-long friend Birgit Grodal, the book went public.

**endogenous midpoints:** Mean groupoid means an endogenous subjective utility-midpoint operation, giving a grip on cardinal utility. Here is how it works under subjective expected utility, with \( E \) denoting an event, and \( x_1E x_2 \) the act yielding outcome \( x_1 \) under event \( E \) and outcome \( x_2 \) otherwise. Then \( y \) is the utility midpoint between \( x \) and \( z \) if the following indifferences hold:

\[
x \sim x_1E x_2, \quad z \sim z_1E z_2, \quad \text{and} \quad x_1E z_2 \sim z_1E x_2 \sim y.
\]

The method holds under prospect theory if we add the requirement that \( x_1 > x_2, x_1 > z_2, z_1 > z_2, \) and \( z_1 > x_2, \) assuming only gains.

It provides an appealing and powerful tool to axiomatize many decision models. Basically, it is an alternative, and close relative, to the tradeoff technique that I often used and that is close to the standard sequence approach of Krantz et al. (1971). Current (2019) generations do not use such knowledge, because of which they work with the Anscombe-Aumann framework which amounts to assuming linear utility. Vind is more general than others in relaxing completeness and transitivity. In this respect he is close to Fishburn, who used similar techniques for relaxing transitivity in his papers on skew-symmetric bilinear utility.

One thing I never understood in the maths of mean groupoids. When the mean groupoid operation is transferred from elements to indifference classes, how is continuity maintained? Shouldn’t this require some uniform continuity at the level of elements? 


{% Dutch book;
P. 186: “The consequence of suffering a sure loss at the hands of a clever bookie is sometimes the best alternative in the long run” %}


{% real incentives/hypothetical choice: Argue that instead of real incentives, other motives such as altruism and curiosity can be just as effective. Support it by a web experiment with no real incentives. Subjects who drop out before the end are taken to be badly motivated, and those who finish are taken to be well motivated. Then there is a usual control group of students with real incentives. They find that the well-motivated hypothetical students are not different from the incentivized, but the poorly-motivated are. To implement this idea, problem is how to get intrinsically motivated subjects.

they write p. 307 2nd column 2nd para: “Our main hypothesis is that non-monetary factors like curiosity and altruism provide adequate and non-distortionary incentives.”

The particular test where they show the above things is the standard Ellsberg urn, where they find things as usual. A weak point is that the study is thin, basically having a one-point observation. %}


{% %}


{% inverse-S; we perceive probability distributions as a convex mix of what the probabilities really are, and the uniform distribution. Reminiscent of Parducci’s range-frequency theory.

biseparable utility %}

{% paternalism/Humean-view-of-preference: Last paragraph of paper (p. 108) is relevant, not only to insurance but to the whole decision theory. It points out that not only the existence of biases and deviations from rationality should be signaled but a better sense of the magnitudes of these is needed so as to mitigate these inadequacies:

“These results suggest that examination of theoretical characteristics of biases in decisions resulting from irrational choices of various kinds should not be restricted to the theoretical explorations alone. We need to obtain a better sense of the magnitudes of the biases that result from flaws in decision making and to identify which biases appear to have the greatest effect in distorting individual decisions. Assessing the incidence of the market failures resulting from irrational choices under uncertainty will also identify the locus of the market failure and assist in targeting government interventions intended to alleviate these inadequacies.”

Also argues (p. 107, conclusion, first phrase) that most aspects of insurance are based on probability perception: “Most aspects of risk taking and insurance-related decisions hinge on the relationship between the perceived probability by the individual and the actual risk.” %}


{% Z&Z Finds that in aggregating different sources of info about risk, participants overweight the worst case prediction. P. 1667 calls participants “informationally risk-averse” and writes “This phenomenon is, however, independent of the shape of individual preferences and the presence of risk aversion for changes of wealth.” %}


{% For moderate impaired health states, monetary equivalents can be formulated. Not so for seriously impaired health states, because they impact the utility of money. %}

inverse-S; ambiguity seeking for losses: Finds ambiguity seeking for “likely” ambiguous losses, ambiguity aversion for unlikely ambiguous losses. The crossover point is at approximately .5. Complication is here that it is risk per time unit, risks per 10 years were given.

Coastal North Carolina 266 business owners and managers, for risks of storm damages (risk per 10 years was given). Ambiguous probabilities were generated by conflicting expert estimates of a risk. For example, one expert estimates $p = .5$ and the other $p = .1$, etc. P. 158 points out that this way of generating ambiguity is more ‘real-world’ than urn games etc. (natural sources of ambiguity).

P. 175 states explicitly that ambiguity aversion/seeking is irrational: “The findings presented in this paper suggest that the presentation of the risk as a mean will lead to more rational risk perceptions …more closely accord with a rational Bayesian learning process.”

reflection at individual level for ambiguity: only losses, so, they do not consider it. %}


updating under ambiguity with sampling: Two-armed bandit. Only, after first loss, game immediately stops (= dead). Subjects reactions to changes of parameters in the decision problems give a mix of rationality and irrationality. The most remarkable irrationality is that subjects do not improve their performance in repeated games, but continue to be as irrational as at the beginning. In this game, somewhat seemingly paradoxical, the more ambiguity the better, because with more ambiguity there is more to learn. The authors write: “Despite the asymmetric nature of the learning process, ambiguity and learning are consequential. In particular, for any given mean probability of success, greater ambiguity is desirable. Increases in ambiguity with respect to the probability of success offer greater opportunities for long-term gains because of the greater chance that the underlying probability of success for that option offers a high chance of success on each trial (Viscusi 1979; Berry and Viscusi 1981).” (p. 226)


**natural sources of ambiguity:**

**inverse-S:** Reanalyze data of their 1990 paper on chemical workers’ risk perceptions and decisions. Analyzed judged probabilities but also decision weights derived from decisions (so, the two-stage model), finding that the decision weights depended on the stated probabilities through the usual inverse-S relationship. Their curve fit found decision weights never below 0.10 and never above 0.49, so that the inverse-S is very strong. They jointly fit decision weights and utility, with utility results being plausible. They seem to find that neo-additive weighting function fits well. %


**Study WTP-WTA discrepancy.** Consider not only the case where an outcome changes and one pays/is paid for that change, but also the case where a probability (of health risk) changes and one pays/is paid for that change. Propose a model where loss aversion as well applies to probability level, with an increase in probability (which is unfavorable and is a loss) weighted more than the corresponding decrease. Standard reference dependence as in prospect theory cannot model the latter because they only concern changes in outcome. I think that standard reference dependence can handle it if we take a two-stage probability model with backward induction (certainty equivalent substitution), where first-stage probabilities may be 1.

They find that reference dependence for outcomes is stronger than for probabilities. For adversarial probabilities it is only if they decrease, not if they increase. That is, there is an interaction. The authors can nicely rule out income effects in their large 2008-2009 national sample. %

(\% Participants are ambiguity averse to low probability losses. People are asked, hypothetically, if they rather move to area A or B. The areas are the same as where they live now, only due to a particular pollution one kind of disease has different likelihood. About area A they receive two conflicting pieces of evidence, next the objective probability in area B that gives equivalence is established; i.e., the matching probability. There is between-subject income dependence, in that it is different for rich than for poor people. The authors consider both event-based and outcome-based (unfortunately, the authors often call the latter preference-based) ambiguity models (*ambiguous outcomes vs. ambiguous probabilities*), but, as they indicate in several places (e.g. p. 385 top) their data cannot distinguish between the two.

P. 376 Eq. 7: Take difference between a-neutral probability (my term) and matching probability as index of ambiguity aversion. Was also done by Kahn & Sarin (1988).

P. 383 4th para indicates cognitive limitations underlying deviation from ambiguity neutrality, something about people paying more attention to investigation presented first without rational reason. (cognitive ability related to risk/ambiguity aversion)

**suspicion under ambiguity**: p. 380 indicates that Ellsberg urn may reflect that subjects think that the unknown urn is manipulated against them, rather than ambiguity attitude.

**reflection at individual level for ambiguity**: only losses, so, they do not consider it.

**natural sources of ambiguity**: Several places, e.g. p. 385 last para of main text, points out that they deal with natural events, although they do not strongly plea for the importance of doing this. \}

If probabilistic information coming from Environmental Protection Agency is stated more vaguely then subjects get more suspicious and estimate risks higher.


Estimates biases in estimates of statistical values of lifes in big international data sets and then corrects for those. The authors write: “In much the same way that anchoring influences and reference point effects affect economic behavior generally (Tversky and Kahneman 1974; Kahneman and Tversky 1979), the U.S. evidence establishes a reference point for subsequent international studies.”


Updating under ambiguity with sampling: Seem to indicate a situation where ambiguous risks are preferable, however, in a complex situation with learning etc. involved.


If individuals take individual risky decisions but they are in a group, then the decisions taken by the others greatly influence those decisions.

**gender differences in risk attitudes:** no differences

{% Ask a sample from the general public how they think about uncertainties regarding climate change, described as: (1) imprecision and uncertainty in theories and measurement instruments; (2) disagreement between experts; (3) unknown consequences due to complexity of climate models (p. 46 2nd column 2nd para). In several places, e.g. p. 44 §1.1, the authors seem to equate ambiguity with low level of info, reflecting a common misunderstanding. Ambiguity is the distance of state of information to a probabilized state of information, and not a general index of quality of information. A state of known probability can, by increase of information, turn into a state of ambiguity (dilation). %}


{% probability communication: This is exactly the survey that I searched for for many years. Although the paper focuses on communicating risk to the general public, rather than on how to explain probabilities in experiments (my main interest), it nevertheless covers studies on the latter also. The paper focusses on risks on health or technological accidents that could harm health. %}


{% November 2020: “Geen enkel geloof of levensbeschouwing als geheel mag worden aangesproken op de acties van een kleine groep.” %}

Visser ’t Hooft Lyceum (2020)

{% Z&Z; report data summarized from the 1987 National Medical Expenditure Survey that reveal that 26% of Medicare beneficiaries bought supplementary insurance to obtain complete coverage

P. 316: “beneficiaries in good or fair health are seven percentage points more likely to
purchase insurance than those in poor health.” Isn’t this the opposite of adverse selection?


Marinacci wrote to me: “about the article that in the 1920s dealt with nonadditive integration, the author is the famous analyst (the same who came up with the first nonmeasurable set, the Vitali lemma, the Vitali-Hahn-Saks theorem, etc.). He considered the special case of inner and outer measure on the real line, and defined a notion of integral relative to them that looked to me close to that of Choquet for general nonadditive measures.” This was later written in Marinacci (1997).


P. 7, nicely, mentions that people’s recent experience with risk “leaks” into their current perception of objective risks. P. 7 2nd column also points out that same objective probabilities in different contexts generate different behavior, which violates the fundamental assumption of decision under risk and suggests a source preference idea, be it that the literature on source preference usually assumes that risk is one source. (Violation of risk/objective probability = one source)

P. 8 l. 1, on possible applications of their work: “These issues are likely to be of central importance in the development of the next generation of financial services.” [italics added]

Conclusion writes that the goal of our cognitive system is to flexibly adapt to dynamic environments, with many positive adjectives added, and then suddenly targets on classical approaches with context-independence and transitivity (apparently transitivity is also a target of their criticisms). To end with psychologists’ favorite conclusion: context-dependence (i.e., everything depends on everything).

gender differences in risk: no difference %


Many countries, the Netherlands and the UK primarily, have national risk assessment programs, for assessing risks of natural and other catastrophes.


Do priming experiments such as letting subjects wait with screen saver either displaying money or other things. Then let supposedly unrelated person (but in fact experimenter; there is deception everywhere in these experiments) supposedly by accident drop pencils, and measure to what extent the primed subjects help pick up the pencils; or donate supposedly to some good purpose. People primed with money less help other people and more like to stay on their own.

It is dangerous to be right in matters about which the established authorities are wrong. Voltaire (1751) “The Age of Louis XIV.”


Foundations of probability

{% It uses the choice list to find indifferences between two-outcome gain prospects. 

1. MAIN FINDING

Uses the representative Dutch LISS panel with N = 1422 subjects. It nicely tests Kreps & Porteus (1978), by having payment in three months, but resolving the uncertainty immediately or in three months. Will not find serious differences here (source-dependent utility: not found). The further main findings presented are that there are no clear predictions from demographics or otherwise because of unobserved heterogeneity of risk attitude.

2. SOME KEYWORDS

real incentives/hypothetical choice & random incentive system between-subjects: One group did hypothetical choice, and one group had real incentives, with one of every 10 subjects paid. (There was also a group with small real incentives.) No differences are found, also not in choice errors (p. 681).

losses from prior endowment mechanism: this they do.

P. 677: they use the good econometric technique of Conte, Hey, & Moffatt (2011).

concave utility for gains, convex utility for losses: this paper does not provide evidence on this topic (see below).

3. THEORETICAL ANALYSIS AND ITS LIMITATIONS

The authors consider risky choices with payments in 3 months, and two treatments (within-subject): either the uncertainty is resolved immediately (treatment 1) or in 3 months (treatment 2). They assume PT without probability weighting and with a fixed reference point 0. That is, they assume expected utility with a kink of utility at 0 (loss aversion). Then they test whether utility in one treatment is more or less concave than in the other, to test Kreps & Porteus (1978). For treatment 2, late resolution, they assume exponential utility $-e^{-\gamma z}$, with the same $\gamma$ for gains and losses (discussed below), and loss aversion added by multiplying loss utility by $\lambda$ (adding the appropriate constant to have continuity at 0); see their Eq. 2. (Their function $h$ in the second line of Eq. 3 can be dropped.) For treatment 1, early resolution, they also assume, in my notation,
exponential utility $-e^{-\gamma z}$. Then $\gamma' > \gamma$ gives more concave utility, and thus less preference, for early resolution. The authors use $\gamma'/\gamma$ as an index. Because of this division by $\gamma$, effects depend on the sign of $\gamma$. Thus for $\gamma > 0$, a large ratio means preference for late resolution, and for $\gamma < 0$ it is the other way around. Hence the authors impose the following restrictions:

1. They do not allow a sign-change between $\gamma$ and $\gamma'$. In particular, for $\gamma = 0$ (linear utility) they allow no difference between early and late resolution.

2. They assume the same loss aversion in both treatments. (Loss aversion is a substantial part of utility curvature and in general Kreps-Porteus comparisons would have to be incorporated in the comparison.)

3. For positive $\gamma$ and $\gamma'$ they take the ratio $\gamma'/\gamma = \rho$ as index of preference for late resolution (Eq. 8, p. 691).

4. For negative $\gamma$ and $\gamma'$ they take the ratio $\gamma/\gamma' = \rho$ (so, here $\gamma$ is different than, reciprocal to, the one for positive $\gamma$, $\gamma'$) as index of preference for late resolution (Eq. 8, p. 691).

The particular way of comparing concavity of utility chosen by the authors imposes a further restriction, the most serious one, being

5. Utility must have the same $\gamma$ for gains as for losses (mentioned above), and also the same $\gamma'$ for gains and for losses. Hence it must either be concave for both gains and losses, or convex for both, and the majority pattern of utility, concave for gains and convex for losses, cannot be considered. Especially this last restriction imposes a limitation on the empirical relevance of the findings of this paper, and they should be taken only within this modeling assumption.

P. 665 end of 1st para: for further studies measuring loss aversion by measuring utility and then a kink at 0, see Abdellaoui, Bleichrodt, & Paraschiv (2007) and their references.

4. THE FINDINGS GIVEN THE THEORETICAL MODEL

P. 666 end of penultimate para & p. 683: demographic variables do not explain much variance in risk attitudes; pp. 684-685 discusses relations found. P. 684: “The individual choices thus contain much more information than what is captured by sociodemographic groups.”

**gender differences in risk attitudes**: pp. 684-685: women are more loss averse.
It finds utility \(-\exp(-0.032\alpha)\) where the unit if money \(\alpha\) is, I guess, euro (given the Dutch population). It means that the risk tolerance is €30. Risk tolerance \(\alpha\) means, for instance, that a gamble \((0.5:2\alpha, 0.5:-\alpha)\) is neutral (equivalent to not gambling), giving a nice and well-known interpretation to the utility parameters. The authors do not use this interpretation (p. 680 beginning of 3\textsuperscript{rd} para; p. 682 l. 3), but instead use risk premiums that, of course, depend on the prospects chosen.

Loss aversion is \(\lambda = 2.38\). They find 8% inconsistency (p. 680), which is less than usual \((\text{inconsistency in repeated risky choice})\). The choice list method may have enhanced consistent choice.

It, nicely, finds that loss aversion is most volatile (p. 681), and utility is less volatile (p. 686 middle).

5. TOPIC FOR FUTURE RESEARCH

An obvious topic for future research is modifications of the above utility restrictions, for example by comparing differences rather than ratios of the Pratt-Arrow indexes \(\gamma\) and \(\gamma'\), or even better, differences of their reciprocals, being risk tolerances, or by using other concave transformations such as exponential (leading to \(\exp\exp\) utility for early resolution) to relate the utilities of the two treatments to more easily handle sign-dependence, or by separate comparisons for gains and for losses, preferably by also allowing for different loss aversion and then comparisons between those.

6. ALTERNATIVE UTILITY SPECIFICATIONS ANALYZED IN THE WEB APPENDIX

The web appendix pp. 4 ff. discusses alternative utilities. Unlike what was suggested in the main text, they do not really consider the utility function common in PT (see their Eqs. 11 & 12). Common in PT, if taking only one parameter for basic utility (= utility without the loss aversion parameter), is to take reflected utility, with:

\[
\text{for } x < 0, \ u(x) = -u(-x) \quad (\ast)
\]

The authors use this formula only if utility is concave for gains. If utility for gains is convex then they add a flip, and let utility for losses be convex rather than concave by multiplying the exponential parameter by \(-1\) for losses. (Their claim that prospect theory is silent on convex functions for gains, on p. 4 l. –5 of the
web appendix, I did not understand.) Thus, for losses, gamma and -gamma give the same utility function, and for losses no concave utility is possible. This is an unconventional model of utility that I haven’t seen before. This paper finds that it does not perform well.

P. 669 seems to point out that their adaptive measurement is not incentive compatible.

P. 681: more noise for LISS panel than for students. %}


{%
losses from prior endowment mechanism; random incentive system between-subjects (paid 1 of every 10 subjects in the real incentive treatment)

Measure risk attitudes in usual ways, using choice lists and a variation of Binswanger (1981), with a student sample and a CentER panel data set representative of the general population. There are considerable differences between the students and the population, showing that the external validity of student experiments is questionable. Self-selection is less of a problem. Risk aversion and loss aversion is much larger in the general population than with students. They use usual PT parameter estimations as in their 2011 American Economic Review paper, but do not report their results here; for that see American Economic Review. %}


{%
natural sources of ambiguity: finance and climate change.

They use the method of Baillon, Huang, Selim, & Wakker (2018 Econometrica) to measure ambiguity attitudes. That is, they measure matching probabilities to measure ambiguity attitudes, both regarding ambiguity aversion and ambiguity attitudes. The experimental implementation is impressive, using the marvelous LISS panel. They use high real incentives (€51 per hour), a very big sample N = 2200), good stimuli measuring ambiguity attitudes both for finance uncertainty
and for temperature change, measuring risk aversion, many demographic variables, info about portfolio decisions, and they use solid statistical analysis techniques.

They find roughly four types, each about 20%, being subjective expected utility maximizers, likelihood insensitive subjects with considerable ambiguity aversion, likelihood insensitive subjects with moderate ambiguity seeking (ambiguity seeking), and highly noisy subjects.

The paper finds similar ambiguity aversion and choice errors for finance and temperature change, suggesting person-dependence but source independence of these. Insensitivity depends on both.

Intelligence is negatively related with ambiguity attitudes and risk aversion.

It is encouraging that the parameters measured are stable over time. Also that the ambiguity indexes better predict portfolio decisions than risk attitude indexes, although this may also be because risk aversion measurements involved fewer observations.

**correlation risk & ambiguity attitude:** ambiguity neutrality (called near-SEU by the authors in the Nov’22 version of the paper but it should be near-ambiguity neutral) brings low risk aversion, and both ambiguity aversion and seeking bring more risk aversion. S, insensitivity brings risk aversion, and not so much ambiguity aversion or seeking.

It would have been very interesting if the authors had measured insensitivity not only w.r.t. ambiguity, but also for risk attitudes where it similarly is central.


{Had a first version of Hölder’s (1931) theorem. May be credited as a (the?) first to do representation, measurement theory, and axiomatization. %}

P. 18 seems to write: “Human action is necessarily always rational. The term “rational action” is therefore pleonastic and must be rejected as such. When applied to the ultimate ends of action, the terms rational and irrational are inappropriate and meaningless. The ultimate end of action is always the satisfaction of some desires of the acting man.”


P. 11 seems to write: “We can say nothing about the probability of death of an individual even if we know his condition of life and death in detail. The phrase ‘probability of death,’ when it refers to a single person, has no meaning at all for us.” The claim is true for a strict frequentist interpretation, but is very false for every interpretation that I like.


P. 8 (on unit of exchange between players): “substitutable, freely transferable and identical, even in the quantitative sense, with whatever ‘satisfaction’ or ‘utility’ is desired by each participant.”

Pp. 8-9 write, about utility being a theoretical construct but then becoming as real as energy: “It is sometimes claimed in the economic literature that discussions of the notions of utility and preference are altogether unnecessary, since these are purely verbal definitions with no empirically observable consequences, i.e., entirely tautological. It does not seem to us that these notions are qualitatively inferior to certain well established and indispensable notions in physics, like force, mass, charge, etc. That is, while they are in their
immediate form merely definitions, they become subject to empirical control through the theories
which are built upon them—and in no other way.”

**game theory can/cannot be viewed as decision under uncertainty:** p. 11

(that no probabilities should be assigned to strategy choices of others): “One would
be mistaken to believe that it can be obviated, like the difficulty in the Crusoe case ... by a mere
recourse to the devices of the theory of probability. Every participant can determine the variables
which describe his own actions but not those of the others. Nevertheless those “alien” variables
cannot, from his point of view, be described by statistical assumptions. This is because the others
are guided, just as he himself, by rational principles—whatever that may mean—and no *modus
procedendi* can be correct which does not attempt to understand those principles and the
interactions of the conflicting interests of all participants.” [italics from original]

**risky utility u = strength of preference v:** Ch. 3 writes in the spirit of utility
being one concept, and not that there are various concepts of utility, but it is not
explicit.

**independence/sure-thing principle due to mutually exclusive events:**
§3.3.2, p. 18, mutual exclusiveness of events to avoid complementarity is
emphasized (see also p. 628). They write, on the 50-50 probabilistic mix of B and
C: “We stress that the two alternatives are mutually exclusive, so that no possibility of
complementarity and the like exists.”

**risky utility u = strength of preference v:** §3.3 writes that with probabilities
available, we can give meaning to utility difference comparisons. Their term
utility difference does not mean that they commit to the interpretations of riskless
strength of preference.

§3.3.2, p. 18, footnote 3 describes the probability equivalent method to elicit
U.

P. 19 (on incompleteness of preference): “It is conceivable—and may even in a way
be more realistic—to allow for cases where the individual is neither able to state which of two
alternatives he prefers nor that they are equally desirable”

P. 19 footnote 3 announces the Savage (1954) work: “If one objects to the
frequency interpretation of probability then the two concepts (probability and preference) can be
axiomatized together.”

P. 20 footnote 1: “Points on the same indifference curve must be identified and” [italics
added] This is part of how independence slips in into their analysis implicitly.

Pp. 23-24: they seem to write that their utility differences have no primitive
meaning.
PP. 24-25, §3.5.1: utility is treated as an abstract concept, yet to be quantified. P. 29 will make it numerical; see below.

P. 26, §3.6: antisymmetry is assumed on preferences over utility, which is part of how independence slips in into their analysis implicitly.

P. 29 “we feel free to make use of a numerical concept of utility.”

P. 32: Here is a text of vNM (already in the 44 version) that captures some of Nash’s equilibrium. It still is different because it does not consider individual deviations but, apparently, also joint deviations by subgroups, which makes the concept less interesting, and more like the CORE:

“Second, and this is even more fundamental, the rules of rational behavior must provide definitely for the possibility of irrational conduct on the part of others. In other words: Imagine that we have discovered a set of rules for all participants to be termed as “optimal” or “rational” each of which is indeed optimal provided that the other participants conform. Then the question remains as to what will happen if some of the participants do not conform. If that should turn out to be advantageous for them and, quite particularly, disadvantageous to the conformists then the above “solution” would seem very questionable. We are in no position to give a positive discussion of these things as yet but we want to make it clear that under such conditions the “solution,” or at least its motivation, must be considered as imperfect and incomplete. In whatever way we formulate the guiding principles and the objective justification of “rational behavior,” provisos will have to be made for every possible conduct of “the others.” Only in this way can a satisfactory and exhaustive theory be developed. But if the superiority of “rational behavior” over any other kind is to be established, then its description must include rules of conduct for all conceivable situations including those where “the others” behaved irrationally, in the sense of the standards which the theory will set for them. [underlining added].”

P. 66-84: description of decision trees

game theory can/cannot be viewed as decision under uncertainty: P. 99 seems to write: “from the point of view of player I who chooses a variable … the other variable can certainly not be considered as a chance event. The other variable … is dependent upon the will of the other player, which must be regarded in the same light of “rationality” as his own.”

P. 604 writes: “We have … assumed that it [utility] is numerical … but also that it is substitutable and unrestrictedly transferable between the various players.”

P. 617, §A.1.2: We do not axiomatize the relation =, but interpret it as true identity. [italics from original] This is part of how independence slips in into their analysis implicitly.

independence/sure-thing principle due to mutually exclusive events: P.
628, Remark A3.2 mutual exclusiveness of events to avoid complementarity is emphasized (see also p. 18). They write: “A.3.2. The first one [remark] deals with the relationship between our procedure and the concept of complementarity. Simply additive formulae, like (3:1.2) \[ V(\alpha u + (1-\alpha)v) = \alpha V(u) + (1-\alpha)U(v) \], would seem to indicate that we are assuming absence of any form of complementarity between the things the utilities of which we are combining. It is important to realize, that we are doing this solely in a situation where there can indeed be no complementarity. As pointed out in the first part of 3.3.2, our \( u, v \) are the utilities not of definite—and possibly coexisting—goods or services, but of imagined events. The \( u,v \) of (3:1.2) in particular refer to alternatively conceived events \( u,v \), of which only one can and will become real. I.e. (3:1.2) deals with either having \( u \) (with the probability \( \alpha \)) or \( v \) (with the remaining probability \( 1-\alpha \))—but since the two are in no case conceived as taking place together, they can never complement each other in the ordinary sense.”

P. 631 (risky utility \( u = \text{strength of preference} \ v \)): “The reader will also note that we are talking of entities like “the excess of \( v \) over \( u \)” or … merely to facilitate the verbal discussion—they are not part of our rigorous, axiomatic system.

P. 632 “how one should treat situations that involve probabilities, which are inevitably associated with expected utility.” Suggests a bit, just a bit, that they take EU for risk as normative.

**biseparable utility**: for their EU

Moscati (2019) writes that the EU axiomatization was done on 14 April 1942, and that Morgenstern noted in his diary: “Today at Johnny’s: axiomatization of measurable utility . . . . It developed slowly, more and more quickly, and at the end, after two hours (!) it was nearly completely finished.”


{\% updating: mistakes in using Bayes\’ formula:} Treats human mistakes in Bayes formula and many other funny problems. %


{\% Maksa (2005) argues that the proof of this paper lacks too many details. %}


{\% Introduced overtaking criterion, to generalize Ramsey (1928). Shows existence of policy optimal w.r.t. overtaking policy in a certain context. Brock (1970) axiomatized the overtaking criterion. %}


{\% P. 501: Dutch book as if money pump, used only for violations of transitivity/dominance in lotteries with one nonzero outcome. %}


{\% Decision analysis, presented in plenary lecture in SPUDM end of 1990s. On p. 537 the author states that at some stage it seemed that the author had only been
hired to support a decision already taken, and that the author considered resigning for this reason. He also states, frankly, at the end that, although the final decision was consistent with the decision analysis, it was not clear if the decision analysis had been an input for it. %}


{% restrictiveness of monotonicity/weak separability: seem to test it. %}


{% Call attention to the flat maxima phenomenon, that near the optimum in a decision task deviations do not cost much. %}


{% The text is often verbose and not much structured, and not very formal/accurate. It is often not clear if a model is static or dynamic. The nice and special thing of this book is the many practical asides based on experiences of primarily von Winterfeldt. To get a sense of decision analysis in practice, this book is very good. To get a sense of concepts and models, less so. %}

P. xiii 3rd para: The authors do not seem to understand reference dependence. Maybe they automatically take outcomes as changes w.r.t. the reference point, in which case to get total wealth one has to add this “outcome” to the reference point of course. But then the dependence is very particular and not general, and their opening sentence distinguishing from total wealth is not right. Best I can think of is that they are confused. The elaborated discussion on pp. 373 ff. does not help, although bounded rationality plays some role.

Pp. 3-4: DUU as if the universal model of all life.

simple decision analysis cases using EU: pp. 8-15: Nice practical example of
decision making. Ch. 12 (p. 448 ff.) gives 11 applications of decision analysis, not very simple. §3.6 (p. 86 ff.) has an example on a law suite.

utility elicitation

Ch. 2 is on structuring in general, with Ch. 3 focusing on decision trees.

Second sentence of §2.1: in the experience of most decision analysts, structuring problems and identifying options and objectives are the most difficult parts of most problems.

Ch. 4 is on measurement of uncertainty.

Ch. 5: Bayesian statistics.

P. 65/66: that money is a complex outcome.

P. 82: value of information

P. 112: probability elicitation; UAI p. 122, calibration (see Yates)

questionnaire versus choice utility: p. 216 ff.

P. 133 (in context of probability measurement): use interaction with client and exploit inconsistencies.

P. 144 is on the likelihood principle, on which Edwards has written more.

Ch. 6 is on general inference when not statistical and, as the authors say, is “frustrating” (p. 163) with little of general conclusions. They draw upon work in the legal literature, using scenarios.

Ch. 7: value and utility measurement. Pp. 312-313 give a useful summary of doing MAUT with recommendations such as having no more than 10 attributes per level. P. 313 point 6 discusses how to handle and benefit from inconsistencies.

risky utility \( u = \text{strength of preference } v \) (or other riskless cardinal utility, often called value): §7.1, p. 215:

“The conclusion of our four assertions is that for theoretical, psychological, and practical reasons the distinctions between utility and value are spurious.”

Pp. 222/223: suggests use of psychophysical scales in utility assessment

P. 236: “However, in general three carefully assessed points of the value function should provide sufficient information to smooth a value curve.”

P. 238 (in context of direct rating): “Different techniques almost inevitably produce different responses. Rather than finding such differences distressing, we consider them useful for gaining insights into the nature of the value scale and the reasons for technique, stimulus, and response mode effects. Such discrepancies
should be carefully examined and resolved through direct interrogation of the respondent or decision maker.”

P. 254: “If a natural scale exists, three or five points between the corner points are usually sufficient for smoothing a utility function.”

Ch. 8 MAUT.

P. 256/257: “We speculate that formally justified utility elicitation methods deviate at least as much from one another as the utility methods do from the value scaling methods.”

P. 267 uses the term dual standard sequence for the MAUT version of the standard sequences that Wakker & Deneffe (1996) use in their tradeoff method.

P. 296 illustrates method for eliciting standard sequences, à la tradeoff method of Wakker & Deneffe (1996) for MAUT

Ch. 9 does theory on utility measurement.

Ch. 10: biases.

**conservation of influence:** p. 545 refers to Piaget’s work on conservation laws of quantity, length, number, and so on, how it is recognized by children at certain ages.

Use the, nice, term “joint independence” for separability.

Ch. 11, on sensitivity analysis: Glenn Harrison (2007, personal communication) pointed out to me that they (§11.4 and 11.5) preceded his influential 1989-paper on the flat optimal payoff problem.

Ch. 12 many applications.

Ch. 13 cognitive illusions.

Ch. 14 history.


{% Practical lessons regarding the structuring of a decision problem learned from an application 10 years ago. Paper is short and accessible and, hence, especially suited for students. %}


{% utility elicitation %}


P. 52 of this book cites a variation of the serenity prayer by Reinhold Niebuhr, being framed on the office of a man called Billy Pilgrim, a doctor, without source given. There the prayer goes like this:

God grant me
the serenity to accept
the things I cannot change,
courage
to change the things I can,
and wisdom always
to tell the
difference. %}


**losses from prior endowment mechanism**

Use matching probabilities for Ellsberg urns.

Ambiguity seeking is more frequent among inconsistent agents, ambiguity neutrality among consistent ones, and ambiguity aversion is the same.

**ambiguity seeking for losses:** Not found. There is more ambiguity seeking for losses than for gains (a−d = 0.12 in the aggregate for gains and 0.10 for losses) but the difference is not significant, and aversion is stronger than seeking for losses. %}

Voorhoeve, Alex, Ken Binmore, Arnaldur Stefansson, & Lisa Stewart (2016)

“Ambiguity Attitudes, Framing, and Consistency,” *Theory and Decision* 81, 313–337.


Models of total absence of information, with acts specified only by set of consequences, à la Barberà, Bossert, Pattanaik, Jaffray. Seems to show experimentally that the models depending only on min and max of set of consequence does not work well, and average utility model works better. 


Models of total absence of information, with acts specified only by set of consequences, à la Barberà, Bossert, Pattanaik, Jaffray. Tests average utility model. Finds that averaging axiom (A and B disjoint then A ∪ B is between them in preference, which, identifying sets with uniform lotteries, amounts to betweenness) is violated and that a considerable minority of subjects rather prefer what the authors call diversification, but what can also be taken as subjects considering sums rather than averages of utility. The paper also tests restricted independence (adding a disjoint set does not affect preference if the original sets have the same number of elements), but only comonotonic versions of it, and finds violations.

The paper then proposes a variation of RDU where for each n an n-dimensional weight vector is assigned. These weights can but need not be derived from an RDU functional (contrary to what is suggested on p. 83 2nd and 3rd para; there Yager’s model in fact is a special case of RDU that does not comprise the nonRDU versions of the authors’ model with linear utility). It is RDU if and only if, taking n-sets as uniform lotteries, stochastic dominance holds, as can be seen. It implies also that the first m elements of an n-tuple have the same weight as the first 2m elements from a 2n tuple. The dominance condition that the authors characterize in Proposition 1 is weaker than this stochastic dominance.


[https://doi.org/10.3758/s13423-017-1323-7](https://doi.org/10.3758/s13423-017-1323-7)

Provide software for doing Bayesian analyses. {%


{%

foundations of statistics: Criticize a Bem (2011) paper in the same journal that claimed evidence for psi (that people can predict the future a little bit) and that gave statistically significant evidence. This paper criticizes the Bem paper, using Bayesian views (I sympathize with the latter):

Problem 1: Bem did exploratory (data mining; getting hypothesis from data and then testing using that same data), and not confirmatory (specifying statistical test before getting data).

Problem 2: it has the problem of all classical statistics, of dealing with probabilities over data given hypothesis, whereas one wants that reversed. The authors consider Bayesian updating with some extremely small prior probabilities for psi, in which case the posterior remains small. (**updating: discussing conditional probability and/or updating**)

Problem 3: P-values overstate for big samples. They put forward the Bayesian argument that one better consider Bayes factors, and I could not agree more. But difficult question for Bayesian factors is which H₁ to take. The authors take one called default that I do not understand (they cite papers I do not know) in which case the data more support H₀ (no psi) than H₁ (a specific degree of psi, or a more subtle variation of this H₁). It is the known phenomenon of statistical significance but not economic significance (or a variation of this phenomenon for
noneconomists).

Then the authors argue for more rigid statistics in psychology that more often should be confirmatory. In the last para the authors write that Bem played by the implicit rules of statistics in psychology and that they, therefore, aim to criticize those implicit tules rather than Bem.

The paper is too strict in imposing requirements on the Bem study that virtually no psychology study can satisfy. Note here that psychology, unlike medicine for instance, by nature is mostly exploratory.

It may be refreshing that authors are more explicit in criticizing others than is common in our overly diplomatic and nonexplicit field, but this paper goes too far. Many sentences add nothing to the content but only aim to ridiculize Bem, contrary to what the last para of the paper writes. Probably because many traditional researchers will like hostility towards psi anyhow, the authors could get away with it. Examples: P. 427 1st column 1st para (“anecdotal,” also kown as “worth no more than a bare mention”) P. 428 2nd column end of 1st para “a psychic’s night out at the casino,” p. 429 1st column 1st para (“infinite wealth”).


standard-sequence invariance; tradeoff method; Harvey (1986) has similar results that I was not aware of when writing this paper.}


[Link to paper](https://doi.org/10.1016/0165-4896(87)90007-2)

coherentism: §10.13, last line of third-to-last para of the book reviewed here expresses, unfortunately, the view that the only criterion for rationality is preference coherence. My review criticizes this view by comparing with a logician claiming that the only mistake an astronomer can make is violating the rules of logic.


[Link to paper](https://doi.org/10.1016/0165-4896(87)90007-2)

state-dependent utility; ordinal and cardinal state independence; tradeoff method


[Link to paper](https://doi.org/10.1016/0165-4896(87)90007-2)

Dutch book.

The last para of this paper is as follows:

This paper is based on the observation that the same mathematical structure is underlying many problems in decision making under uncertainty and in game theory. By simple translations, mainly by interchanging ‘state of nature’ and ‘player’, many results derived for decision making under uncertainty and game theory can be interchanged. This paper gave some examples. Admittedly, sometimes, such as in Definition 3.3, a minimal amount of creativity was needed. Still, an author in lack of inspiration, but in need of publications, may
succeed with the following algorithm:
Take any theorems from a journal dealing with the topic of game theory, or probability theory/decision making under uncertainty.
Carry out the translations as described in this paper.
Send the resulting theorems to a journal dealing with the other topic than the original journal.
Do not refer to the original journal.
Do not refer to this paper.


Link to paper

Wakker, Peter P. (1987) “Nonadditive Probabilities and Derived Strengths of Preferences,” Internal report 87 MA 03, Nijmegen University, Department of Mathematical Psychology, Nijmegen, the Netherlands.

Link to paper

---

dynamic consistency; information aversion

P. 173 first objection in §4, puts forward that forgone-event independence (often called consequentialism nowadays, i.e., after 1990) is assumed. It is part of the ceteris paribus condition there. I admit that my text is not easy to interpret. That this text entails forgone-event independence appears from the requirement that information should be free of charge. If information were to cost money then dynamic consistency would not be affected because the costs would be foreseen, but forgone-event independence would be violated because the ex post situation would differ from the de novo situation by subtraction of the cost of information. As an excuse for my vague text, there was no clear terminology yet in those days and it is hard to formulate forgone-event independence without formal terminology. Other verbal discussions of these principles in the literature are also hard to interpret.

[Link to paper](https://doi.org/10.2307/2526810)


[Link to paper](https://doi.org/10.1016/0022-2496(88)90021-1)


[Link to paper](https://doi.org/10.1016/0165-1765(88)90002-X)


[Link to paper](https://doi.org/10.1016/0304-4068(89)90002-5)


[Link to paper](https://doi.org/10.1016/0304-4068(89)90002-5)

[Link to paper](#)


[Link to paper](#)


[Link to paper](#)


[Link to paper](#)

Cancellation axioms: Pp. 33-34 gives necessary and sufficient conditions for additive representation of a weak order on a finite product set. The result can be extended to any finite set of (incomplete) preferences on any (subset of) a product set, as shown by Fishburn (1970 Theorem 4.1B), Scott (1964), and other places indicated by the keyword cancellation axioms in this bibliography.

Completeness-criticisms: §III.1, p. 42.

revealed preference; standard-sequence invariance; strength-of-preference representation; tradeoff method; Dutch book: Theorem A2.1.

That for most preference conditions, versions with indifferences suffice, can be derived from Theorem III.6.6 (p. 70), Statement (ii), together with Remark III.7.3. The only nonindifference condition needed is weak separability, which for monetary outcomes is implied by monotonicity. Other than that, for two nonnull
coordinates one needs the hexagon condition which only involves indifferences.
For more than two nonnull coordinates Statement (ii) puts up CI (coordinate
independence, which is sure-thing principle, or preference separability), a
condition that involves more than indifference. Remark III.7.3 however shows
that, given weak sparability, only the version of that condition with indifferences
is used. This way conditions with only indifferences give additive
representability. Usually, whatever more is needed is not very difficult to do. %}


Link to comments & corrections
(Link does not work for some computers. Then can:
go to Papers and comments; go to paper 89.5 there; see comments there.)

Reviews:
French, Simon (1990) British Journal of Mathematical & Statistical Psychology 43,
335–336.


This paper generalizes Schmeidler (1989). It weakens comonotonicity to
maxmin-relatedness: at every state of nature, either one act is maximal or the
other is minimal. Anger (1977) and Chateauneuf (1991) used the same kind of
condition. %}

and Systems 37, 327–350.

Link to paper

Wakker, Peter P. (1990) “Characterizing Optimism and Pessimism Directly through

Link to paper
P. 120 introduced the term Choquet expected utility.

[Link to paper](https://doi.org/10.1007/BF00126589)

[Link to paper](https://doi.org/10.1016/0022-2496(91)90028-R)

[Link to paper](https://doi.org/10.1016/0022-2496(91)90045-U)

[Link to paper](https://doi.org/10.1016/0022-2496(91)90045-U)

[Link to paper](https://doi.org/10.1016/0022-2496(91)90045-U)

This paper proposes, on p. 566, a one-sentence proof of the theorems of Anscombe & Aumann (1963), Fishburn (1966), and Harsanyi (1955): “If a linear
function is a function of linear functions, then the linear function is a linear function of the linear
functions.”

Wakker, Peter P. (1992) “Characterizing Stochastically Monotone Functions by
Link to paper

Wakker, Peter P. (1993) “Additive Representations on Rank-Ordered Sets II. The
Link to paper

Wakker, Peter P. (1993) “Counterexamples to Segal’s Measure Representation
Link to paper

about Savage’s Foundations of Statistics, 1954,” *Mathematical Social Sciences*
Link to paper

Link to paper

Figure 2 in the journal is not clear if copied. Here is the pdf-file of this: Figure 2

Link to paper  
Link to comments  
(Links does not work for some computers. Then can:  
go to Papers and comments; go to paper 93.6 there; see comments there.)

{\% https://doi.org/10.1007/BF01075296 \}  
standard-sequence invariance; risky utility u = strength of preference v (or other riskless cardinal utility, often called value); RDU; coherentism; tradeoff method \%

Link to paper

{\% inverse-S \%

Link to paper

{\% \%

Link to paper

{\% \%

Link to paper

Link to paper


Link to paper

Rejoinder


Link to paper


Link to paper


Link to paper
[Link to paper](https://doi.org/10.1000/978-90-481-4447-6)

{% dynamic consistency; foundations of statistics; sophisticated choice; %}
Wakker, Peter P. (1999) “Justifying Bayesianism by Dynamic Decision Principles,” Medical Decision Making Unit, Leiden University Medical Center, the Netherlands.  
[Link to paper](https://doi.org/10.1142/S0218488500000198)

{% principle of complete ignorance: is formalized here as the principle of complete ignorance (PCI) %}
[Link to paper](https://doi.org/10.1002/(SICI)1099-1050(200004)9:3<261::AID-HEC506>3.0.CO;2-L)

[Link to paper](https://doi.org/10.1023/A:1005158600081)

[Link to paper](https://doi.org/10.1177/0022245600444006)

Link to paper

standard-sequence invariance; inverse-S; First paper to characterize convex capacities under Choquet expected utility for continuous utility without restricting utility otherwise. This paper argues that convexity of the capacity is captured by the (common consequence version of) the Allais paradox, which suggests a general pessimistic attitude of overweighting low outcomes, and not by the Ellsberg paradox, which suggests that people are more pessimistic/convex for unknown probabilities than for known probabilities without committing to pessimism/convex in any absolute sense. §6 emphasizes that the novelty of Ellsberg is that it involves within-person, rather than between-person, comparisons. %


Link to paper

updating; discussing conditional probability and/or updating %


Link to paper

https://doi.org/10.1287/mnsc.49.7.979.16383

[Link to paper](#)

[Link to comments](#)

(Visited link does not work for some computers. Then can:

go to Papers and comments; go to paper 03.1 there; see comments there.)

Reply by Levy & Levy

{% https://doi.org/10.1037/0033-295X.111.1.236 %}

```
inverse-S;

cognitive ability related to likelihood insensitivity (= inverse-S) %}
```


[Link to paper](#)

[Link to comment on role of Amos Tversky](#)

(Visited link does not work for some computers. Then can:

go to Papers and comments; go to paper 04.4 there; see comments there.)

{% A didactical text. %}


[Link to paper](#)

{% https://doi.org/10.1016/j.geb.2003.10.007 %}


[Link to paper](#)

[Link to comments](#)

(Visited link does not work for some computers. Then can:

go to Papers and comments; go to paper 05.3 there; see comments there.)
The experiment briefly mentioned but never written down here is similar to Hershey & Schoemaker (1985), as I discovered May 2018.

[Link to paper](https://doi.org/10.1177/0272989X08323916)

Further useful comments are in Section 1.3 of Doyle (2013 judgment and Decision Making 8, 116-135). For example, the logpower family is known as the Box-Cox transformation in statistics.

[Link to paper](https://doi.org/10.1002/hec.1331)

source-dependent utility is criticized here (p. 436 just above conclusion).

[Link to paper](https://doi.org/10.1002/hec.1331)

source-dependent utility is criticized on p. 337 4th para.

questionnaire for measuring risk aversion; Exercise 3.6.3: Use choices between some lottery pairs with a big variation in outcomes and probabilities. Then count the number of times the more risky lottery is chosen. Can relate to the well-known CRRA index by taking the index that would generate the same number of risky choices. This is better way to measure risk aversion index than the usual choice lists, which intensively and inefficiently probe in a small part of the domain. It was used by Wakker, Timmermans, & Machielse (2007).

inverse-S: §7.1, p. 204, reviews empirical evidence for risk.
P. 208: for probability weighting for gains, the parameters $\gamma^+ = 0.69$ and $\delta^+ = 0.77$ best fit the current empirical findings.

P. 236: linear utility for small stakes: claims it normatively, with only two references and no extensive review.

§8.8 Problem 2 (p. 247) discusses the modeling of loss aversion through piecewise linear utility with a kink at 0.

Somewhat hidden away, p. 272 Eqs. 9.7.1 - 9.7.3, are the general integral formulas for PT for risk.

criticism of monotonicity in Anscombe-Aumann (1963) for ambiguity:
§10.7.3, pp. 301-304.

uncertainty amplifies risk: §10.4, p. 292, reviews empirical evidence, but only for insensitivity

ambiguity seeking for unlikely: Section 10.4.2 cites evidence on insensitivity, which comprises ambiguity seeking for unlikely.

biseparable utility for uncertainty: §10.6, pp. 298-299, presents it

criticism of monotonicity in Anscombe-Aumann (1963) for ambiguity:
§10.7, p. 302, Figure 10.7.1.

nonadditive measures are too general: Section 11.2

Example 11.2.2 (p. 321) illustrates how matching probabilities easily capture ambiguity.

Pp. 338-342, §9.6, shows that power (CRRA) utility gives analytical problems when defining loss aversion.

P. 298, §10.6, Exercise 10.6.1: RDU for two outcome-prospects is identical to:

\[
\gamma E \beta \rightarrow pU(\gamma) + (1-p)U(\beta) - \mu |U(\gamma) - U(\beta)| \text{ with } |\mu| < \min\{p, 1-p\} \text{ an index of pessimism, } \mu < 0 \text{ giving optimism.}
\]

P. 354, §12.7, reviews the literature finding ambiguity seeking for losses, confirming reflection.


Additional material

{% https://doi.org/10.1007/s11238-010-9209-4 %}

%}

Link to paper

NRC Handelsblad is a daily newspaper, with 200,000 copies per day, and is the 4th most sold newspaper in the Netherlands. 


Link to paper


Link to paper


“As an historical and socio-academic digression, the authors follow the common convention in experimental economics of crediting authors recognized as experimental economists, Holt and Laury (2002), rather than “outsiders,” for using choice lists, assuming expected utility, and then fitting parametrically (assuming, e.g., a Constant Relative Risk Aversion utility function) to measure risk aversion. Yet, this has been a common procedure for many decades, and drawbacks have also been known for many decades. The procedure was used for instance in the more comprehensive Cohen, Jaffray, and Said (1987). These authors, like Holt and Laury, used real incentives, but, unlike Holt and Laury, expressed awareness of the deficiencies of expected utility, writing:

“The reason why subjects’ risk attitudes are not correctly conveyed by the conventional definitions may simply be that these definitions, despite their intrinsic character, take their origins in the EU [expected utility] model, and therefore share in its deficiencies.” (Cohen, Jaffray, and Said, 10-11)

The survey by Farquhar (1984) gives further references. That socio-academic conventions of this kind occur in every field and every generation again can be inferred from Carver (1918) who, over a century ago, concluded his paper writing:

“But if they think that they have built up a complete system and can dispense with all that has gone before, they must be placed in the class with men in other fields, such as chemistry, physics, medicine, or zoology, who, because of some new observations, hasten to announce that all previous work is of no account.” (Carver, 1918, 200)

Indeed, if ignoring previous work can be legitimized in any manner, then this saves much reading time and facilitates priority claims, providing irresistible benefits. The authors do cite Cohen et al.
and Farquhar, but, understandably, do not enter the debate on priority as done in this digression.”


[Link to paper](https://doi.org/10.3917/reco.712.0387)


[Link to paper](https://doi.org/10.1016/j.jmp.2020.102406)


[Link to paper](https://doi.org/10.1257/mic.20190338)

**risky utility** $u =$ strength of preference $v$ (or other riskless cardinal utility, often called *value*).


[Link to paper](https://doi.org/10.1007/s11238-022-09885-w)


[Link to paper](https://doi.org/10.1007/s11238-022-09885-w)
[Link to paper](https://doi.org/10.1287/mnsc.42.8.1131)

PT: data on probability weighting; tradeoff method; standard-sequence invariance; risky utility \( u = \text{strength of preference} v (\text{or other riskless cardinal utility, often called value}); \) utility elicitation; utility measurement: correct for probability distortion;

**PE higher than CE; CE bias towards EV; binary prospects identify \( U \) and \( W \):** p. 1143 & pp. 1144-1145. %

[Link to paper](https://doi.org/10.1007/BF01064200)

PT: data on probability weighting; PT falsified; %

[Link to paper](https://doi.org/10.1287/deca.1040.0028)

(Link does not work for some computers. Then can: go to Papers and comments; go to paper 94.2 there; see comments there.)

[Link to typo](https://doi.org/10.1287/deca.1040.0028)


new 1992 version and not to the original 1979 version, as he told me and as appears from this paper. See for instance the beginning of §3.1, where the theory is applied to uncertainty which is only done with the 1992 version and not with the 1979 version. Further, the paper reckons with sign dependence of weighting, which holds for the 1992 version and not for the 1979 version.

Jan 2012: Just discovered that many people use the term self-protection or protective action for probabilistic insurance. Is pointed out by K&T79 p. 271. %}


Link to paper

risk averse for gains, risk seeking for losses;

questionnaire for measuring risk aversion: choice questions to measure risk aversion.

natural sources of ambiguity; ambiguity seeking: find it for natural events.

A similar point, that known probabilities is the unnatural situation, is put forward by Erev, Bornstein, & Wallsten (1993 p. 91 last para). %}


Link to paper

standard-sequence invariance; tradeoff method; risk averse for gains, risk seeking for losses; loss aversion is defined on p. 164 as (something equivalent to)

\[ v'(−x) \geq v'(x) \text{ for all } x>0 \]


Link to paper

Link to typos

(Link does not work for some computers. Then can:
go to Papers and comments; go to paper 93.7 there; see comments there.)

[Link to paper](https://doi.org/10.1016/j.jet.2019.02.008)


[Link to paper](https://doi.org/10.1016/j.insmatheco.2021.07.002)


[Link to paper](https://doi.org/10.1287/moor.24.1.8)


[Link to paper](https://doi.org/10.1016/S0304-4068(98)00045-7)


[Link to paper](https://doi.org/10.1016/S0014-2921(01)00141-6)

Subjects in hypothetical choice on internet should say for each of a set of lotteries whether they are acceptable or not. If gains range from 0 to 40, and losses from 0 to −20, then we find the usual loss aversion. If, however, gains range from 0 to 20, and losses from 0 to −40, then we find the opposite, gain seeking. These findings are in agreement with decision by sampling. My main problem is that, especially in view of the hypothetical nature of the experiment, it is not clear to subjects what “accept” means. They are meant to take it as “preferring to a sure 0.” But they may take it as “better than average among the lotteries presented to me.” So, the decision situation is not made sufficiently clear.


P. 302 seems to have written, on loss function having to be determined by extraneous nonstatistical factors and using term weight for loss: “The question as to how the form of the weight function $W(0,\omega)$ should be determined is not a mathematical or statistical one. The statistician who wants to test certain hypotheses must first determine the relative importance of all possible errors, which will entirely depend on the special purposes of his investigation.”

Seems to have proposed maxmin (minmax in terms of loss function).


It seems that here he proved his famous result that each undominated choice in decision under uncertainty can be taken as maximizing Bayesian subjective expected utility and even subjective expected value.
{% event/outcome driven ambiguity model: event-driven: Proposed maxmin EU (minmax in terms of loss function) on pp. 18, 26-27. On . 27, F denotes the prior, and Ω the set of priors. P. 1 explained that Ω need not be the set of all possible priors, but can be a subset of it.

Dutch book (end of Ch. II)

Seems to have shown that for finite state spaces, for a risk set that is bounded and closed from below, the set of Bayesian decision rules is complete. The idea is that we choose a Pareto-optimal option, take the tangential hyperplane (in view of the possibility to take mixes of options, the set is convex), then take the orthogonal probability vector, and then take the option chosen as minimizer of expected loss w.r.t. the probabilities generated. Mathematical generalizations are given. This result has often been used to justify the Bayesian use of subjective probabilities.

Seems to take as decision under uncertainty model a more general setup than Savage (1954): There is a state space S and an action space A. The “preconsequence space” (my term) is the product set A x S. Then there is a function f mapping A x S to a consequence space C. Savage’s 1954 model can be considered to be the special case where acts with same consequences for each s are identified and, next, all maps from S to C are available. Conversely, one can interpret the Wald action space as a subset of the Savage act space. Oh well.

biseparable utility %


Wald, Abraham (1952?? Paris conference comments on independence).

Discusses empirical studies of which kind of lotteries sell best (e.g., many low prizes or not, etc. %


Wall, Dan (2014) “Visualize Prospect Theory.”


Dempster’s conditioning%


foundations of statistics: argues for likelihood principle but against Bayesianism. P. 33:

“It seems to me that Carnap’s programme was unsuccessful because he insisted on a Bayesian solution and therefore failed to satisfy the RIP.”

Here RIP means “Representation Invariance Principle,” i.e., independence of the sample space chosen. %


Propose procedures that satisfy the likelihood principle, even stronger than that, treat every two parameters with same likelihood the same (so, no role for differentiating priors). Procedures avoid subjective inputs and can also satisfy frequentist criteria. As a price to pay, the procedures are conservative. %}


real incentives/hypothetical choice: Seems that they criticized the use of hypothetical choice by Thurstone (1931). Seems they wrote, on pp. 179-180:

“For a satisfactory experiment it is essential that the subject give actual reactions to actual stimuli. . . . Questionnaires or other devices based on conjectural responses to hypothetical stimuli do not satisfy this requirement.”

They seem to discuss that when observing several choices and implementing them for real, income effects occur, and they seem to end pessimistically:

“These are more than technical or practical obstacles and indicate that it is probably not possible to design a satisfactory experiment for deriving indifference curves from economic stimuli.” %}


Newcombs paradox is that player is physically second to play but mentally is first. %}


 updating: discussing conditional probability and/or updating %


{% probability elicitation %}


{% %}


{% Imprecise probabilities: argue that upper and lower probabilities are more natural than precise probabilities, and give nice refs. %}


{% Seems to be one of the inventors of marginal utility, together with Jevons and Menger. marginal utility is diminishing: according to Larrick (1993) one of the first to suggest diminishing marginal utility. %}


{% P. 98 (according to Georegescu-Roegen 1954 QJE p. 513):

“all these successive units have for their possessor an intensity of utility decreasing from the first unit which responds to the most urgent need to the last, after which satiety sets in.” %}

**free will/determinism**: Epiphenomenalism means that mental is entirely caused by material things. Willusionism is the view that, because of this, free will is an illusion.


Proposes that after receipt of outcome, one feels regret or elation as the outcome is above or below the indifference class of the gamble. Those feeling are, however, only temporary and fade away and then the absolute level of the outcome determines the well-being. The speed of the fading away is determined by a time-preference parameter. The participant optimizes anticipating all that.


Continues on his 2003 model. Theoretically shows how all kinds of properties in discounting and probability weighting can be captured by different functions, adding evolutionary considerations.


Investigate statistical properties of the EQ-5D, using simulations. The term “model misspecification” is used in its common meaning. Nowadays (2020), people working on ambiguity often use the term as an alternative to ambiguity.

{% Considers between-agent comparisons of ambiguity attitudes in the Anscombe-Aumann framework. Assumes EU maximization for risk. Then uses probability equivalents (matching probabilities) to compare ambiguity attitudes. The utility functions of the agents need not be the same here. %}


{% https://doi.org/10.1287/mnsc.2021.4254

**PT/RDU most popular for risk:** p. 8166 writes: “Tversky and Kahneman (1992) formulated cumulative prospect theory, which is nowadays the most widely accepted descriptive theory for decision making under risk.” Note that T&K92 also handle ambiguity.

This paper considers an Anscombe-Aumann two-sage framework. It introduces the R-maxmin model, generalizing maxmin EU into maxmin RDU, giving the functional

\[
\min_{\mathcal{P} \in \mathcal{P}} \int \text{RDU}(f(s)) d\mathcal{P}
\]

where \( \mathcal{P} \) is a set of priors and only one RDU model, i.e., only one utility function \( U \) and one probability weighting function \( w \) are involved. Drawbacks are that the model is very general and has the problematic backward induction of the Anscombe-Aumann model. Further, it treats ambiguity (through maxmin) differently than risk (rank-dependence), where I prefer the same, say rank-dependent, treatment of both.

Dean & Ortoleva (2017) also considered maxmin RDU but used a set of probability measures and a SET OF probability weighting functions. Further, D&O entirely focused on risk aversion, pessimism, and ambiguity aversion, which is too narrow empirically, and this paper to the contrary allows for the desirable insensitivity.

The paper uses the likelihood method, i.e., it uses the richness of probabilities, without needing richness of outcomes. This is desirable because the richness of probabilities is available anyhow. Abellaoui & Wakker (2005) pleaded for this approach. The author, therefore, does need continuous probability weighting. He,
thus, applies the tradeoff method to probabilities. Section 2.6 shows how these techniques can be used to handle variational and multiplier preferences. Section 3 shows that we can now compare ambiguity attitudes without needing to assume the same risk attitudes, which is a highly desirable move. Section 4 accommodates Machina’s counterexamples to rank dependence under ambiguity. %}


{\% Many studies find a negative, rather than the usually assumed positive, relation between risk and returns of stocks. This paper puts reference dependence forward as a promising explanation. %}


{\% Analyze the famous RAND (“US”) data set on health insurance, and a similarly nice data set on health insurance from China.

real incentives/hypothetical choice: hypothetical choice

error theory for risky choice: The novelty of this study is what they call the “mixture model approach.” That is, they do not assume a universal framing as gains or losses etc., but take as an extra parameter in their study whether the subjects perceive the outcomes as gains or losses, and in that manner derive from data who have a gains- and who a loss frame.

They estimate costs-probability distributions. For RAND data, their observable is preferred insurance by subjects, for Chinese data set it is WTP.

risk averse for gains, risk seeking for losses: US respondents: Risk averse for gains, and risk neutral or maybe some risk averse for losses. Chinese seemed to be risk neutral for gains and risk seeking for losses. This can be reconciled with the fourfold pattern if we assume that the framing in the context of insurance makes people more risk averse, which is well known (see keyword insurance frame increases risk aversion), and that in the Chinese group, who had to do WTP and not choice, WTP had the known biases downward. The authors instead resort to cultural differences. %}

{\% Measure loss aversion in 53 countries around the world, using the data set also used by Rieger, Wang, & Hens (2015), and using Hofstede’s indexes. They, properly, control for other components in loss aversion. They used hypothetical choice. I agree that for losses hypothetical is better than the common prior-endowment-and-then-paying-back procedure. Also, a study at this scale is hard to organize anyhow. Individualism, power distance, and masculinity increase loss aversion. Uncertainty avoidance and macroeconomic variables do not have effect.

Footnote 6 thanks anonymous referees for the addition of a comment, and, as usual, one can feel that it is a silly remark that was imposed on the authors because referees have too much power on writing subjective opinions today. %\%


{\% https://doi.org/doi:10.1017/asb.2020.14

Distortion Riskmetrics are generalized Yaari (1987) type functionals, that need not be monotonic or translation invariant. %\%


{\% https://doi.org/10.1111/mafi.12270

This paper analyzes the convex level sets (CxLS) property of risk functionals, which is necessary for elicitability, identifiability, and backtestability. The property is the analog of betweenness in decision theory: if F and G have the same functional value, then so does every convex combination of them.

Signed Choquet integrals play a special role. Identifiability means that a scoring rule can be devised such that the functional value of each distribution can be elicited in what economists call an incentive compatible manner. Identifiability means that a perfect accuracy score can be devised. %\%

This paper is on nonmonotonic, signed, law-invariant Choquet integrals, denoted $I_h$, where $h$ denotes a probability transformation function (I usually write $w$). Law-invariance means probabilistic sophistication. Here probabilities are assumed available, so that it is a Yaari (1987) type functional, generalized to be signed and nonmonotonic (so $h$ need not be monotonic). The paper shows that many results assuming monotonicity go through unaltered if monotonicity is dropped, such as on convexity and on axiomatization through comonotonic additivity. Regarding monotonicity, this can often be gotten back by adding a strongly increasing linear functional, which does not affect many properties but brings back monotonicity. For instance, with $\lambda$ the right derivative of $h$ at $q$ for $q \leq 1$, we can add $\lambda q$ to $h$ and have monotonicity on $[0,q]$.

The paper cites much literature. It characterizes the functionals mainly by comonotonic additivity. Bounded variation, continuity, and convexity are studied.

Theorem 3 gives many properties that are equivalent to convexity of the probability transformation function $h$. Those are: (ii) convex order consistency (this is a version of aversion to mean-preserving spreads, or 2nd stochastic dominance), (iii) subadditivity, (iv) convexity of the functional w.r.t. outcome mixing, (v) quasi-convexity of the functional w.r.t. outcome mixing; (vi) concavity w.r.t. probabilistic mixtures. Wakker & Yang (2021) have related results but one difference concerns Statement (vi), where they have quasi-concavity rather than concavity w.r.t. probabilistic mixtures. This can be because W&Y only consider strictly increasing $h$. For nondecreasing $h$, W&Y’s result would not hold (with quantile functions as counterexample, as pointed out by Wang 2021 personal communication), and this paper considers even more general $h$.

The paper also considers aggregations of risks where some marginal distributions are known but their joint distribution is unknown.

(Ω,F,P) is a probability space with P the “true” but maybe unknown probability measure. There is a set K of what are called scenarios. It is a partition of Ω. For θ∈K, Qθ denotes the conditional probability P conditioned on θ. If a functional ρ on the random variables on Ω assigns the same value to two random variables whenever those two have the same Qθ distributions for all θ in a set Q of probability distributions over Ω, then ρ is called Q-based. It is then like a multiple priors model with Q the set of priors. Thus, the paper provides a kind of general framework capturing multiple priors approaches. It then provides theorems characterizing ρ being a Choquet integral, convex, and other properties.


Proposes Yaari’s RDU with linear utility as risk measure and is much credited for this. People call it Wang’s risk measure.


{\% updating under ambiguity; dynamic consistency \%}


{\% \%}


{\% Many nice citations on uncertain preferences.
Use the modified BDM (Becker-DeGroot-Marschak) procedure of Schade & Kunreuther. They assume that, for WTP, there is an interval in which there is a probability of buying. Below it buying is certain, and above it it is certainly not. The authors ask subjects to develop such an interval with a probability distribution, and then generate buying according to this probability distribution. The authors, however, assume, and I disagree, that it is in the subjects’ interest to generate the probability distribution that agrees with their own distribution. If I face future uncertainties (even if regarding my own future tastes) then I integrate them out, come to one fixed current deterministic indifference price, and buy for all lower prices and do not buy for all higher. I have no interest in getting my future probability distribution reproduced at present. For instance, p. 204 2nd column end of 3rd para assumes that, if my future probability of buying is 10%, then at present my “ideal” probability of buying is 10%. \%}


{\% https://doi.org/10.3390/fractalfract7030210
SPT iso OPT: Eq. (5) in this paper.

P. 7 explains why 1979 prospect theory does not work: “A straightforward idea to solve the above problem is to discretize the continuous distribution into multiple outcomes and calculate the probability of each outcome, but this idea cannot work well because the discretized probabilities are usually very low, e.g., 0.001. In the classical PT method, these low probabilities will be transformed into subjective probabilities by the weighting function. Because the classical
PT tends to overestimate the likelihood of small probability conditions, all these probabilities will likely be overestimated, and thus a distortion effect will be mistakenly imposed.” They then propose a fractional modification, which involves separating a prospect into a deterministic and uncertain part. Is reminiscent of 1979 prospect theory for prospects with only positive or only negative outcomes, where also the sure (closest to 0) gain or loss is separated, but I did not check out carefully. %}


{\% updating: nonadditive measures; updating of Dempster-Shafer belief functions. \%


{\% They further test the violation of internality that Gneezy, List, & Wu (2006) called the uncertainty effect, showing that it easily disappears. \%


{\% Argues that for Bentham utility was multi-dimensional without aggregation to one-dimensional, so, without completeness of pref. P. 8 l. 5/6 suggests that Bentham, at age 20, got concept of utility from writings of Hume, Helvétius, and Beccaria.

Cites Bentham for anonymity condition:

“Everybody to count for one, nobody for more than one.” \%


{\% \%}

\textit{real incentives/hypothetical choice; time preference}: Military drawdown program of early 1990s, for 65,000 separatees had choice between annuity and lump-sum payment. So, real incentives, big stakes. They consider discounting of money; i.e., linear utility. Majority took lumpsum implying discount rates over 18\%.


\textit{Uses CenTER panel. Some simple measures of risk aversion are correlated with financial decisions and other things.}


\textit{Legal controversy between Chichilnisky and Wooders}


\textit{small probabilities; anonymity protection}

Washington, variety of species

\textit{confirmatory bias}: (One of the?) first to find the confirmation bias, through the game where cards with a vowel on one side have an even number on the other.


\textit{ updating: nonadditive measures}


[https://doi.org/10.1080/00031305.2016.1154108](https://doi.org/10.1080/00031305.2016.1154108)

**foundations of statistics**: First part discusses procedures leading to the statement on p-values and is not interesting for me. Then comes the ASA statement. It is useful in general to warn against problems of p-values. Yet I found it a bit disappointing. It only writes standard generalities such as that one should not go by p-value alone but also by others things such as quality of design. And then always the usual point (their Point 4) that one should report all the tests and analyses ever considered, and the choice of the ones reported. This is indeed necessary by the rules of the game and the definition of p-value, but cannot and is never satisfied in any statistical analysis ever done before. For this discrepancy one cannot criticize the requirement to be incorrect given the def. of p-value, and neither mankind for violating it, but one should criticize p-value for being a partly nonsensical concept anyhow.


**foundations of statistics**: this whole March issue of this journal is dedicated to it, taking papers from a 2017 conference on the topic.


**time preference**: seems to find sign dependence in intertemporal choice, with smaller discounting for losses than for gains (“gain-loss asymmetry”).

**intertemporal separability criticized**: habit formation


Criticizes Rabin & Thaler (2001) “Anomalies: Risk Aversion,” *Journal of Economic Perspectives*. Argues that reasonable persons should not exhibit the risk aversion assumed by Rabin & Thaler. Rabin & Thaler, in their reply, correctly point out that this is irrelevant because their analysis is descriptive and not normative. Next the author argues that the phenomena assumed by Rabin & Thaler would require extremely high indexes of RRA (also argued by Palacios-Huerta & Serrano 2006) for some gambles and that this is not realistic. Rabin & Thaler, in their reply, correctly point out that they know this, agree with it, and always have done so, and that it is part of their reasoning (see, for example, Rabin (2000, *Econometrica*), p. 1287 2nd paragraph). The point is that this shows that the relative index of risk aversion is not suited for comparing small-stake gambles to high-stake gambles, or choices at different levels of wealth, the index being so very sensitive to where the origin of the scale is located. I expect that the latter deficiency of constant RRA has been known to many people in the present and past.

This paper is typical of many economists’ thinking. Rabin & Thaler show that, for a plausible assumption denoted PA here (11_{0.5}–10 < 0 at various wealth levels), [EU & PA] \implies implausible implications. They, correctly, conclude that EU is implausible. But many economists are just not able to make this step; they
are not able to abandon EU. Instead, they enter their common way of thinking and come out with the conclusion that PA must be implausible.


{% Extends Nahs bargaining and other bargaining solutions from expected utility to biseparable utility. %}


{% Uses the term ambivalence iso (likelihood) insensitivity. The popular and useful neo-additive weighting functions of Chaeauneuf, Eichberger, & Grant (2007) are discontinuous at 0 and 1, which is crude and can sometimes bring theoretical complications. This paper proposes the simplest continuous extension that one can think of: The weighting function is linear on [0,1-k], [1-k, k], and [k,1]. 1-k is much like the best-rank boundary of Wakker (2010) and k is the worst-rank boundary. The nice thing is that this is done in the Savage framework with richness of states and not of outcomes. %}


{% tradeoff method: Also used dually, to get probability weighting differences. Piecewise linearity means linearity on [0,p1], [p1,p2], and [p2,1]. It is a continuous variation of neo-additive. %}


{% Characterizes the variational model, using a two-stage setup with backward induction as do Anscombe-Aumann, but in the second stage using a subjective SEU model by imposing Savage’s axioms there rather than Anscombe-Aumann’s objective probabilities and EU for risk. It then enogenizes fifty-fifty mixing, and uses this endogenous operation to do Anscombe-Aumann type things. The fifty-
fifty mixing is as follows: Assume for events $A, C$, we have $A \succ B$ (revealed preference). If we find a subset $E$ of $A$, and an event $E'$ disjoint from $B$, with $E \sim E'$, such that $A \setminus E \sim C \cup E'$, then these two events are midpoints between $A$ and $C$, and so are all other events $B \sim$ to them. They are called second-stage averages. They are a kind of 50-50 mixture, and can be used to get 50-50 utility mixtures. With these mixtures, subjective analogs of Anscombe-Aumann mixing, and theorems, can be obtained. Section 9 discusses pros and cons of different models with different kinds of richness.

Instead of Savage’s P6, he uses solvability and an Archimedean axiom. I guess that the two-stage setup here rules out finite equally spaced cases. The set of events is assumed to be a sigma algebra. 


Novelty is that they do it using richness of probabilities and not of outcomes. Nice way to easily measure the jumps at 0 and 1. Propose to take these jumps, divided by 1 minus the jumps, as indexes of optimism and pessimism. That is, in the above $a$-$b$ notation, $a/(1-a-b)$ and $b/(1-a-b)$. Thus, if $a$ and $b$ tend to 0.5, both optimism and pessimism tend to $\infty$, and optimism is for instance, for constant $a$, an increasing function of $b$ and pessimism. They assume a finite outcome set and, hence, problems about null sets in the Chateauneuf, Eichberger, & Grant (2007) paper do not arise here.

They essentially impose vNM independence ($\approx$ independence of common probability shifts, which in fact is the sure-thing principle for risk), and consistent optimism- and pessimism attitudes, which can be measured from limiting probability-shift properties and then be required to be consistent.


Subjects can trade off time against outcome (wait longer for higher outcome with fixed probability) or against probability (wait longer for higher probability at fixed outcome). They want to wait longer for an increase in probability than for an increase in outcome if both entail the same expected value gain. However,
stimuli are not just a money amount received with a probability at some time point, but the students are playing a computer game having to shoot many things and either the success-probability of every shot is increased or the damage of every shot. So, it is a complex situation that does not directly speak to usual decision theories.


Do 3-color Ellsberg paradox for monetary outcomes and for waiting time (for delivery of a good). Choices are hypothetical. In the waiting time setup subjects seem to choose between sure waiting times and ambiguous waiting times (only...
specified up to an interval), without very clear rationality/ambiguity-neutrality point, and the results are not easily comparable.}


{% %}


{% %}


{% The main point of this paper, stated immediately in the intro, is that an asymmetric loss function, also studied by Birnbaum, can give a motivational (deliberate, not due to misperceptions/biases) justification for nonlinear decision weights. The idea is that for some internal or external reason a person dislikes more underestimating some probability than overestimating it. It is analogous to statistical estimation theory where not the outcome of the gamble but the error of your estimation (whether too high or too low) matters for you. This internal/external reason may be psychologically plausible but it is not part of the decision model and its outcomes. It is something like “your colleague might blame you or you might feel silly the morning after you received the outcome of the gamble if it was way more than you estimated,” and this approach is not decision-theoretic. Therefore, while psychologically plausible, this main point is not of direct interest to me. This notwithstanding, there are many comments and discussions about decision theory that are subtle and valuable, and the paper is very well written. I therefore read it several times and often cite it.

**SPT iso OPT:** p. 231 last para

**uncertainty amplifies risk:** p. 237/238 suggests more deviation (inverse-S) from EU under uncertainty than under risk.

P. 237 next-to-last paragraph, on pessimism, cites evidence from “impression
formation” where cues receive more attention as they are ranked lower between the other cues.

P. 238 last paragraph expresses preference for decision weights depending on outcomes over utilities depending on probabilities/events and, thus, for rank-dependent utility over lottery-dependent utility of Becker & Sarin. Footnote 9 gives several refs on utility depending on probability.

P. 239 1st column: two-stage model of, first, estimation of probability and, second, configural weighting.

**questionnaire versus choice utility:** p. 239 2nd column end of first para:

“Thus, decision analysts’ dogmatic refusal to consider introspective judgements of perceived probability as valid evidence may one day seem as unnecessary in its self-imposed limitations as a behaviorist approach to, say, language acquisition.”

**risky utility** \( u = \text{strength of preference} \ v \) (or other riskless cardinal utility, often called value): Many suggestions on p. 239/240, in particular p. 239 2nd column middle of page. Nice is p. 239 2nd column l. –10/–3: “By separating the utility of the outcome itself from the weight given to the outcome as a function of its relative rank or the nature of the task …, changes in preference as a function of elicitation method can be attributed to changes in configural weighting, while allowing the utility of the outcome to remain invariant.”: This citation expresses what Birnbaum calls scale convergence and what I argued for in my ‘94 Theory and Decision paper and used in Wakker & Deneffe (1996). See also discussion of Weber, Anderson, & Birnbaum some lines above.)

P. 240 discusses, twice, that people may want to change the internal constraints that they are imposing upon themselves, which I interpret as meaning that we shouldn’t take any utility function as normatively acceptable.

**paternalism/Humean-view-of-preference:** last sentence, on use of configural-weighting models (is approximately the same as rank-dependence):

“and finally help to provide more accurate and consistent estimates of subjective probabilities and utilities in situations where all parties agree on the appropriateness of the expected-utility framework as the normative model of choice.”


Redoes Wakker, Erev & Weber (1994), with several modifications. Shows that, if you deliberately bring in perceptional framing effects by highlighting, boldprinting, larger-font printing, etc. lowest or highest outcomes, then in that manner you can generate rank-dependence. Similarly, if you deliberately bring in motivational effects by letting lotteries be evaluated as buyer or seller etc., then this can also generate rank-dependence effects. This way they can distinguish
perceptual and motivational effects.

They often use an asymmetric loss model, also used by the psychologist Birnbaum. It is psychologically realistic and interesting, but has no clear role in revealed preference and, hence, will be of less interest to economists.

One of the findings of this paper is that the absence of rank dependence in Wakker, Erev, & Weber (1994) (WEW) may be due to the cancellation heuristic. That is, the common outcome was always so clear that subjects canceled it, not because it is their true preference, but only a heuristic to simplify choice. The paper suggests so because in direct choice they quite replicate the absence of rank dependence, but if they do pricing, where cancellation cannot be, then they get rank dependence.

WEW found no differences between four displays. Hence, this paper uses only the graphical display, which seems to be clearest and had the best consistency in WEW. This paper used many fillers to reduce heuristics.

P. 57 top (§5.1): “The current modification of their study was designed to test whether the cancellation of common outcomes in choice pairs may be partially responsible for their null results.”

P. 57 (§5.12 1st para), writes a text that can be interpreted as saying that cancellation of common outcomes does not reflect true preference, but is only a heuristic. The last sentence strongly suggests so, although it does not fully commit to the existence of “true preference”: “The reversals between choice-based and price-inferred preference observed in this study were, at least partly, due to the fact that a significant portion of respondents seemed to cancel the COs of the lottery pairs in the choice task but incorporated them into their pricing judgments. If people were EU maximizers, such cancellation could not lead to a reversal in the rank order of preference between the two elicitation modes. When alternatives are evaluated in a rank-dependent fashion, on the other hand, CO cancellation can have this effect.”


{% Propose a model of variance divided by expectation to determine if people/animals are risk averse or risk seeking and show that in 20 data sets from other studies with choices between sure and two-outcome prospects their formula performs well. A problem may occur if the expected value in the denominator is
zero or negative.

**real incentives/hypothetical choice**: pp. 435-436: real incentives give more risk aversion both for gains and for losses.}


P. 10 gives nice interpretation on finding that decision weights are more problematic than thought: The finding is bad news for MAUT because they turn out to be more problematic. But it is good news for MAUT because henceforth we can better measure because we now know the errors better. %}

{\% survey on nonEU \%


{\% risk averse for gains, risk seeking for losses: they study Shefrin & Statman’s (1985) disposition effect, which suggests risk seeking for losses and risk aversion for gains. \%


{\% \%


{\% https://doi.org/10.1287/mnsc.34.4.431

part-whole bias (attribute-splitting effect): it can be related to the findings of Wolfe & Kaplon (1941), Capaldi, Miller, & Alptekin (1989), Showers (1992), and Pelhan & Swann (1989), that splitting up a quantity into several smaller parts makes it look like more. \%


{\% \%


{\% Third paragraph (? says Stigler, 1950, may rather mean section?) on p. 361-368 says that Weber-Fechner law is not relevant for economics (Stigler, 1956, end of §IV). \%


{\% Seems to be not the first, but the most influential, to argue for “verstehen” (similar to introspection) as a crucial tool in social sciences. \%


{\% \%


{\% If in battle of sexes one player moves first but the other will not observe this move, then by rationality principles this should not matter. Yet players usually give the first-mover advantage to the first mover. \%


{\% Seems to have proposed Choquet-integral as integral w.r.t. fuzzy measures. \%


{\% \%}

{% Newcomb’s problem: Takes it as a game. Has the person assign subjective probabilities to the demon’s predictive power, and then SEU maximization decides. %}


{% P. 429 2nd para of 2nd column erroneously writes that vNM EU would be based on long-run argument, with EU a long-run limit, and then cites the confused Lopes (1981) on this. %}


{% %}


{% conservation of influence; He investigates in this book and elsewhere when we think to decide something but maybe don’t. Seems that the philosopher Michael Bratman studies similar things but believes more in the freewill. %}


{% risk averse for gains, risk seeking for losses? %}


{% Translates the vNM EU axioms from lotteries to relative frequencies in infinite series with a limiting relative frequency existing. %}

This paper essentially presents what I consider to be de Finetti’s theorem (cited by the author), showing that for decision under uncertainty with known (linear) utility, additivity of preference in the outcome dimension implies subjective expected value maximization. The paper correctly points out that this is dual to the von Neumann-Morgenstern expected utility axiomatization.

Pp. 192-193 don’t make very clear that Savage (1954) is not just similar and more or less dual to one and the other, but fundamentally more general. It also suggests that Savage provided only sufficient conditions whereas this paper provides necessary and sufficient conditions, which is also very misleading given that this paper assumes utility as known/input in axioms.


{\% deception: seems that in public good game, subjects were given false information about contributions by others. \%


{\% This paper presents a model of inductive observation and updating, with expected value maximization based on subjective probabilities. There are some cases, with total probability assumed less than some $\alpha$, where the agent does not do Bayesian updating (called a shift or a paradigmatic shift). It is not specified what happens after a shift. It is shown in two propositions that the normalized expected losses due to arbitrage (if normalized by dividing by (roughly) the absolute value of the largest outcome involved) then cannot exceed $\alpha$.

The author relates his $\alpha$ to the significance level $\alpha$ in statistics, proposing his result as a foundation of classical statistics. But there remain differences and the two $\alpha$s are not the same. In hypothesis testing, alpha is the supremum of probabilities, conditioned over parameters in the null, of observations at which the null is rejected. The alpha in the author’s model is not close to that.

The author points out that you need not know the whole subjective probability distribution, but only the probability $\alpha$, to apply his result, and relates this to bounded rationality.

Violation of Bayesian updating is equated with dynamic consistency, implicitly taking the other dynamic conditions required to derive Bayesianism from dynamic consistency as given.

Proposition 4 modifies Proposition 3 by, first, defining as shift-protected bets the bets that have constant payoffs after shifts, so that shifts do not affect their value. Proposition 14 then adds that for Dutch books we should look at the non-shift-protected (shift-exposed) bets. \%

Studies risk sensitivity in normal form games. That is, how the solution is affected by vNM utility becoming more concave or more convex. The set of rationalizable outcomes increases as utility becomes more concave. A generalization is in Battigalli, Cerreia-Vioglio, Maccheroni, & Marinacci (2016 Econometrica).


*discounting normative*: Bleichrodt, 1994: this paper argues that constant discounted utility can be placed normatively on the same footing as EU.


*simple decision analysis cases using EU*: §9.3 (p. 270 ff.) has a nice case, although somewhat complex.


P. 1256 repeats in several places that community prefs, not patient prefs., should be used, confusing prefs representing best interest with prefs elicited in surveys. Tversky & Kahneman (1981 p. 458 1st/2nd column will argue differently.

P. 1256, end: it remains an open question whether PE (if I remember well, they call it SG), TTO, VAS, produce the right weights for QALYs. P. 1257: sorting that out will be important to address in future research

P. 1257 recommends discounting (after correction for inflation) by 3%. }

Seem to have been one of the first to state QALYs;

Nice example of the conflicting effects of utilitarianism and egalitarianism.

Wanted to determine most cost-effective way to control hypertension. That way is: Target the patients already treated, don’t search much for new cases. That rule is not egalitarian, it’s bad for the poor etc. without regular access to medical care. Authors are well aware of that and acknowledge it, but conclude that here the utilitarian argument is too strong and decides here.

“a community with limited resources would probably do better to concentrate its efforts on improving adherence of known hypertensives, even at a sacrifice in terms of the numbers screened.”


Correlation risk & ambiguity attitude: Give evidence for positive a relation.

Find usually positive relations between risk seeking and optimistic choices under uncertainty. To what extent the optimistic choices are due to optimism in the risk attitude, or to additional ambiguity-generated optimism, is not easy to identify. The authors discuss this point in §5.


Newcomb’s problem?

R.C. Jeffrey model; discusses an earlier criticism of Lewis on Jeffrey’s model joining decisions and beliefs. 


Updating: discussing conditional probability and/or updating


Foundations of probability


Seems to argue that Ellsberg’s paradox can be explained by incorporating ambiguity as extra aspect of the outcomes. (event/outcome driven ambiguity model: outcome-driven)


Seems to argue for process-dependent utility, although I did not read enough to really pin this down.


The journal has a whole issue on ambiguity in law.


Propose a variation of expected utility where an extra weight is added: How salient the outcome is. The model (p. 175) is not formalized, as philosophical models often are not, being less precise but more open to interpretations. Thus, it is not specified in the formula on p. 175 what the domain is and how the salience weight $MS_j$ can be identified from utility or probability. The authors propose a definition of rationality amounting to sticking to your plans, i.e., similar to dynamic consistency (a term not used by the author). I wonder how it relates to
other irrationalities such as violations of monotonicity. The text seems to assume that the von Neumann-Morgenstern axiomatization of EU was only for money, but it was for general outcomes.}


{Nicely written; p. 18: “That few aspects of utility analysis have been satisfactorily subjected to empirical testing is unfortunate for economics because of this key role [link human preferences with economic behavior] in (but )the theory of demand.”

Footnote 5: SEU = SEU

inverse-S?: Explains ways in which people bet on horse races through utility of money. People overbet on longshot which suggests that utility is convex, indeed the optimal fit was from a slightly convex curve. This finding seems to be in agreement with Griffith (1949) who explained it in terms of probability transformation.}


{Argues that a discount rate of .04 for the immediate future is appropriate, then should go down to zero. One reason is that if all individuals want constant discounting but don’t agree on which rate, then in the aggregate the proposal made here comes out.

Emailed with over 2,000 economists over the world, also with 50 distinguished, on what they consider an appropriate discount rate.}


dynamic consistency; argues that (dyn.) consistency can hold only under EU but, according to Johnsen and Donaldson (1985, Econometrica) implicitly assumes EU in the second stage.


value of information: About the expected value gain. This paper is the editorial of a whole issue on this topic.


Seems to contain survey on unrealistic optimism.


Assume one fixed probability vector \((p_1, \ldots, p_n)\), and prospects for those with real-valued outcomes. Assume an additively decomposable representation \(V_1(x_1) + \ldots + V_n(x_n)\), so, kind of state-dependent utility. If risk aversion (preference of expected value over prospect) holds on this limited domain, then already state independent EU holds, with respect to the given probabilities.


Introduces mean-independent risk aversion. \(\varepsilon\) is mean-independent risk at \(z\) if conditional expectation of \(\varepsilon\) given \(z\) is 0 (for readers who know the concept of conditioning on a random variable). So, in discrete case, the conditional expectation of \(\varepsilon\) given each value of \(z\) is 0. \(x\) differs from \(y\) by mean-independent risk if then \(x = z+\varepsilon\) and \(y = z+\lambda\varepsilon\) with \(0\leq\lambda\leq1\), where this is transitively extended. This condition is studied in DUU with states of nature with, obviously, probabilities given, but dropping the DUR assumption that only the probability distributions generated over outcomes matter. So, state-dependence could in principle be. Shows that under sure-thing principle (implying state-dependent
the condition will imply EU, so, state independence, after all. Under EU, aversion to mean-independent risk is equivalent to risk aversion (i.e., concave $U$). In general it is implied by Rothschild-Stiglitz aversion to mean-preserving spreads. NonEU, with violation of the sure-thing principle, can also be in this model. This paper denotes the general representing functional by $U$ (I usually denote it by $V$), which is what I will do here. For every prospect $x$, the condition is, under differentiability, equivalent to the derivative of $U$ w.r.t. $x(s)$ (s state of nature) being anticomonotonic (the author says negatively comonotonic) with $x(s)$: The worse an outcome is ranked within a prospect, the more impact it has on the preference value. §6 extends to nondifferentiability using superdifferentials.

A restriction of the analysis of this paper is that its playing ground, with probabilities needed to be available but DUR not holding, is not big. %}


Various nonsmooth ambiguity models work best empirically, but are analytically difficult regarding 1st order optimality. This paper provides generalizations of derivatives that can conveniently be used there. %}


This paper is on decision under risk. Several papers have shown how endogenous utility-midpoint outcomes can be derived for outcomes under EU, RDU, and PT. Then, under continuity of utility, preference foundations can be obtained of the models of interest by imposing consistency on such endogenous midpoints. This paper uses a duality between outcomes and goodnews probabilities (for losses: badnews probabilities) to obtain an endogenous weighting-function-midpoint probability. It will thus provide a generalization of the appealing derivations of RDU by Nakamura (1995), Abdellaoui (2002), and Abdealloui & Wakker (2005) to PT, providing the most appealing axiomatization of PT presently available.

The paper imposes, first, a common elementary probability shift condition (= sure-thing principle/separability but taken dually, in the probability dimension) to get a general additive rank-dependent representation. Then it adds consistency of endogenous probability midpoints, separately for gains and losses, to axiomatize
PT. Remarkable is that no richness of outcomes is used. Only richness in probability is used, which is available anyhow. %}


{% Seems to introduce a “scale of competition” to compare within-group selection with between-group selection, a hot topic in debates on evolution. %}


{% %}


[Link to paper](#)

{% %}


{% Summarizes contributions to an international colloquium on the foundations and applications of the theory of risk, held from May 12 to May 17, 1952 at Paris under the sponsorship of the Centre National de la Recherche Scientifique. %}

P. 3, condition (2) describes in the summary of Savage’s exposition the sure-thing principle in lotteries with one nonzero outcome. %}

Theorem 3 is Yaari’s (1987) result (RDU with linear utility) for the finite case for equally-likely n-outcome lotteries, for fixed n. Is presented as generalization of Gini index. The text below Eq. 20 mentions what in fact is comonotonicity. Theorem 7 then shows that the weak Pigou-Dalton transfer principle (aversion to elementary mean-preserving spreads) is equivalent to pessimism, with bigger weights for worse ranks. Donaldson & Weymark (1980) considers this functional with n variable, but then does not do rank dependence and, hence, the result here is not very close.

P. 411, Eq. 1, representative income in welfare is certainty equivalent in risk.

P. 412: Weak Pigou-Dalton transfer principle in welfare is aversion to elementary mean-preserving spreads in risk.


*proper scoring rules:* They elicit only first-order probabilities; then they apply the famous de Finetti theorem for exchangeable variables and interpret the density resulting from that as second-order probability.


In the beginning of 2000, this was the most cited of all economics papers published between 1975 and 2000. The statistics is at White, Halbert (1980) “A Heteroskedasticity-Consistent Covariance Matrix Estimator and a Direct Test for Heteroskedasticity,” *Econometrica* 48, 817–838.

Seems to be influential paper on dilation.


In WTP people have particular preferences for round numbers such as 5, 10, 20, etc.


Ask managers hypothetical choices of wildfire risks. Want to fit prospect theory, but do the Edwards fixed-probability weighting, what is sometimes called separable PT. (Eq. 2; *SPT iso OPT*) They only fit the Prelec (1998) one-parameter CI family, and then small risks at catastrophes are overweighted.

The topic of this paper is how emotions affect perception and cognition (cognitive ability related to risk/ambiguity aversion). In particular, subjects were shown high-arousal aversive slides, and then predecisional information search was tested. The results are in line with the attention-narrowing hypothesis. Emotional stress limits info search, leading to simpler decision strategies. (decision under stress) Not concretely, but vaguely, this fits with more inverse S.


Spits is a free daily newspaper, with 500,000 copies per day distributed over the Netherlands, estimated to have 2,000,000 readers per day.


Link to paper

random incentive system: discusses that

Oct. 21, 1997: Uses decision cost model, and not nonEU model, to explain deviations from EU, in context of random incentive system. Finds that incentives do not matter much for simple choices but do for complex ones. This result is not surprising, but it is useful to have it demonstrated clearly. I think, actually, that the underlying decision-cost model is not very useful here.

Decision time is taken as index for decision complexity. For low incentives, increased complexity gives less EV maximization (so, less risk seeking I assume); then also more violations of RCLA. This shows that incentives do not just reduce noise, but can have systematic effects; a point emphasized much by the author. (real incentives/hypothetical choice)

For high incentives, no differences are found.

Pp. 1398-1399 has a good balanced discussion, that the RIS (the author writes RLM) does not really need all of vNM independence, and what is needed may not be violated that much.

P. 1402: Refs that find that EV explains much of decisions. For calculating decision costs, the paper takes EV as the correct model, as first approximation.
The discussion on p. 1401-1402 is defensive. True that any other model assumed can be criticized, but so can EV be just as much.

The example on p. 1402 shows that satisfying preference axioms such as independence need not always be better than all else. This can be shown trivially by doing EU minimization (stoch. dom. then needs rediscussion). It is a trivial point rather than a good argument against the pragmatic principle of taking preference-condition optimization as index of goodness of decisions.

Concluding sentence: “The results of this experiment suggest that decision time is a potentially rich explanatory and dependent variable, and so should not be an omitted one.”


Usual probabilistic choice theories do not preserve the more risk averse than relation. This paper proposes a probabilistic choice theory that does, and shows that it fits data well in the Hey & Orme (1994) data set.

{\% probability communication: Seems to write that pie charts (as area of probability wheel) are among the most criticized ways to display numerical results. Seems that people can’t judge angles well. \%


{\% Textbook on behavioral economics. \%


{\% Good reference on Dirichlet priors; i.e., the multinomial versions of beta priors. \%


{\% \%


{\% Generalizes Scott’s method for solving linear inequalities. Shows that a finite system of axioms cannot do in general. I think that Krantz et al. (1971) refer to Suppes for such a result but don’t remember details now. \%


{\% \%


{\% On compromise effect and other things. \%


P. 577 uses the term pure risk for loss prospects, and speculative risks for mixed prospects, citing earlier insurance literature on these terms.

P. 578 column 1-2 suggests inertia for what leads to loss aversion.

N = 51. Hypothetical choice. Paper chooses matching. P. 581 explains some that pilots had considered choice list (“multiple choices”) also. They were not systematically different, but, as the author points out, crude.

Did not do pure translation of prospects.

risk averse for gains, risk seeking for losses: p. 582 last para finds risk seeking for loss gambles, to the surprise of the authors.

P. 584 finds correlation −0.39 between risk attitude for losses and for mixed prospects. Suggests a bit that some reflection, although loss aversion intervenes.

P. 585: finds no correlation between risk attitude questions and insurance attitude questions.

P. 585: insurance is about losses.


p. 855 bottom discussion of Axiom IV.

Dutch book: Do it in intertemporal context, with Axiom III (marginal consistency; p. 853) the additivity axiom. Use term temporal consistency for Koopman’s stationarity. Thus, they axiomatize net present value, i.e., discounted value, with however the discount factor subjective.


{% inverse-S: People overvalue longshots and undervalue favorites in horse-betting. Suggest it’s a result of adverse selection faced by bookmakers, regarding bettors with superior information. %}


{% Aangeraden door Voorbraken, leerling Jan Bergstra. %}


{% a.o. Dempster’s rule of combination %}


{% foundations of probability %}


{% foundations of statistics %}


{% foundations of statistics %}

value of information, in the LaValle sense of increase in expected utility, is related to an index of concavity of utility.


time preference: A poet’s way of, first, defining time discounting, and then negating it, suggesting that time is not ordered linearly;

Tijd en ruimte

Het perspectief, gezichtsbedrog
voor mens en dier, of beter nog:
gezichtsverlies,
maakt alles kleiner wat verdwijnt,
zodat de ruimte kleiner schijnt
dan ze echt is.

Had ook de tijd maar perspectief:
steeds kleiner werden elke grief,
en elk verdriet,
tot stipjes aan de horizon
waar niemand meer om huilen kon,
maar ’t gaat niet zo.

Tijd is een weg in een groot woud
dat iedereen gevangen houdt
in schemering,
tijd is een pad waar je verdwaalt
en door jezelf wordt ingehaald,
een heksenkring.

Wilmink, Willem (19??)

foundations of quantum mechanics: brings together objective probabilities in quantum mechanics and subjective, decision-based, probabilities.


intuitive versus analytical decisions; Students can choose between different jams and different courses to enrol. Some are encouraged to evaluate attributes, others are not. The latter take decisions more in agreement with recommendations of experts (taste specialists in the first case, and more experienced students or teachers in the second case). It suggests that the deliberate thinking only worsens the decision relative to intuitive deciding.

Pp. 182-183 gives nice list of explanations: Verbalizing can worsen nonverbal memories, and deliberate thinking can worsen natural adaptive systems (as for me
when typing where the fingers find the letters without me being able to state their places verbally). This paper is alternative to Dijksterhuis et al. (2006), with the criterion for goodness not self-reported degree of satisfaction, but extraneous. 


{find that verbal expressions of probability are more information-sensitive and to better predict betting than numerical probabilities, maybe because numerical probabilities may invoke ad hoc rules. 


{This book seems to be a classic on statistics in psychology and biology. Chapter 3 seems to discuss that t-test is still OK if the distribution does not deviate much from normality, citing Box (1954).


{probability elicitation:

inverse-S: P. 792 top finds it, with overestimation of low probabilities and underestimation of high. Seems that people improve with training.

P. 785: People had to assess both density function and distribution function. They found the former easier, and did not understand well how the two are related.


{probability elicitation}


The event/outcome driven ambiguity model: outcome-driven: Argues that ambiguity should not be modeled through nonadditive probabilities, but rather should be incorporated in utility. P. 288 cites Smith (1969) for it. Is mostly prescriptively oriented (e.g., p. 288 3rd para).

P. 289: “Although ambiguity about probabilities is the ambiguity of concern in this article, I would argue that the influence of this ambiguity on decision-making behavior generally operates through preferences. Thus, attention should be focused on the preference side of modeling rather than on probabilities. The preference side involves the consequences in the decision model and the value function or utility function over those consequences.”

P. 295: “M.B.A. students studying decision analysis are often quite surprised at how risk averse their assessed utility functions are and at how much they must give up in expected value to accommodate their assessed risk attitudes. This realization often leads them to move towards less risk-averse positions, and the same might happen with respect to ambiguity.”

{% proper scoring rules: Without aiming to be complete, this paper gives a survey of proper scoring rules and some of their properties in the first 26 pages. §5, for instance, explains that scores obtained for different events are not directly comparable. The rest is comments and discussions. %}


{% probability elicitation; 
Consider what happens with subjective probabilities when elicited through quadratic scoring rule if utility is nonlinear, but assuming expected utility. As Figure 1 shows, for the convex (“risk-seeking”) \( U(x) = x^2 \), for subjective \( p = 0.33 \) and smaller, it is best to report \( r = 0.0 \). Symmetrically, for subjective \( p = 0.67 \) and higher, it is optimal to report \( r = 1 \). Between \( p = 0.33 \) and \( p = 0.67 \), the optimal reply is linear, being \( r = 0.5 \) at \( p = 0.5 \). For the concave (“risk-averse”) \( U(x) = 1 - e^{-x} \), the reported optimal probability \( r \) is an inverse-S curve of the “true” subjective probability \( p \), illustrated in Figure 3 p. 146, that prospect-theory advocates will like. (inverse-S) %}


{% proper scoring rules %}


{% %}


{% %}

% Z&Z; %


% Shows that people in bad health find life-prolonging treatment more acceptable, and explain it through diminishing sensitivity of prospect theory. %


% probability communication: Diverse sample of U.S. parents and guardians (n = 407), either standard information about influenza vaccines or risk communication using absolute and incremental risk formats. Participants randomized to the risk communication condition combined with the values clarification interface were more likely to indicate intentions to vaccinate (β = 2.10, t(399) = 2.63, p < 0.01).

%}


% Study loss aversion and utility curvature for qualitative health states, subsequently quantified in a nontrivial manner. They find loss aversion confirmed, but linear iso S-shaped utility. %


% Seems to say: “The procedure of induction consists in accepting as true the simplest law that can be reconciled with our experiences.” 6.363 %}

{conservation of influence: through illusion of control.}


The Wold three parts were recommended to me as good surveys by Ward Edwards on September 15, 1997.


Cardinal utility is measured by “unit of measurement” method. That is, if x and y are two commodity bundles, then a “unit of measurement,” i.e., another commodity bundle u, is chosen, and real numbers s,t, such that su~x, tu~y. Then s/t is a measure for the utility proportion of x and y. Under homotheticity this is independent of the choice of unit of measurement.

First to derive existence of utility function through certainty equivalents in Theorem I, based on a continuity-like axiom V. (Before existence of utility function was simply assumed.)

Ref aan me gegeven door Karl Vind op 10 maart 1994.


Note itself does not do more than show that repeated choice is a different thing than one-shot. Wold’s rejoinder is more interesting. It points out that if EU is to be applied only in single-shot then it is very hard to test empirically.

This paper addresses the intriguing question of whether we can have utility over past events (even though we cannot influence them anymore) and, then, how much we discount those. Unfortunately, the model used is out of the blue and not well defined. An interest point is that, although we cannot influence the past, we can still have uncertainty about it. Under nonEU this can probably be used to derive past utility from revealed preference through choices of receiving info about the past or not. Most examples in this paper concern another phenomenon: past events influence current utility instrumentally. But that is a different point.


utility elicitation: of vNM utility function for money;

decreasing ARA/increasing RRA: They studied one participant, a dealer in U.S. government securities. First they used hypothetical gamble questions, and also discussed preference axioms, with the dealer. The dealer said he wanted to satisfy constant RRA. (Maybe he did that only because it was easy for his way of thinking?) After these hypothetical choices, they studied his real bids. In his real bids he was more risk averse. There, however, seem to be many distorting factors. Evidence supported increasing RRA, but not significantly.


ratio bias. Describe denominator neglect in probability estimation of joint events, and ways to reduce it, done in an experiment.


Chickens like less one whole kernel of corn than when it is divided into four pieces.


**PE higher than others:** PE (if I remember well, they call it SG) gives higher utility than TTO.


Treats topics such as Cournot competition while explaining the formal assumptions such as strict concavity of the profit function.


**utility = representational:** Argues for importance of emotions and psychological inputs in economics, giving many citations. There are no concrete directions for predictions.

**conservation of influence:** several references to psychological/philosophical literature on will.


**Newcomb’s problem**


{% ordering of subsets: Characterization of qualitative orderings of finite algebras that can be represented by belief functions (complicated proof). Drawback is that the functions are mostly unique only up to an ordinal transformation, given the absence of additivity as probability measures. Roughly, any weak ordering of a finite algebra satisfying monotonicity w.r.t. set inclusion and one more kind of null invariance condition (with > denoting strict preference) (A > B and A \cap C = \emptyset \text{ then } A \cup C > B \cup C) seems to be representable by a belief function if I understand right. Idea is to start with a quantitative representation whatsoever and then apply a sufficiently concave transformation to get all inequalities satisfied.

Main theorem briefly described by Mukerji (1997 Economic Theory). %}


{% An original way to measure the interesting differences between dynamic consistency, naivety, and sophistication. Students are asked: (a) How much time spent on studying a course to be taken in the future would be optimal; (b) how much time they expect to actually study it; (c) afterwards how much they really studied. (a) = (c) is time consistent. If (a) \neq (c), then (b) = (a): naïve; (b) = (c): sophisticated. (b) in between is partially sophisticated. My main problem: (a) \neq (c) can be due to unforeseen circumstances, rather than time inconsistency. The author argues (p. 546 end of 2nd para) that such unforeseen circumstances, if random and exogenous, are only noise and generate no bias, but I disagree: Their average is not 0, but positive. This is typical of time planning, as considered here: They are usually underestimations because unforeseen things are usually bringing extra delays. Would have been interesting had the author asked a question at (c) if there had been unforeseen circumstances, and how big they were. P. 646 3rd para says that it is surprising that predicted delay in one sample has worse general performance than unpredicted delay, but this can be explained by the problem mentioned, that unpredicted delay can be clever students subject to unforeseen extraneous delays.

(b) – (c) is an index of lack of self-control.

Question is also to what extent the subjects have an interest in truthfully
responding, but I cannot easily think of biases.

**DC = stationarity**: p. 646 3rd l of §2.1 writes that time consistency iff exponential discounting. %}


{% On bookmakers, bettors %}


{% %}


{% Proposes a theory of subjective perception (elaborated in detail in a working paper) where perception depends on calculating capacity available and expectation of distribution of stimuli in environment, which reminds me of the range-frequency theory of Parducci and decision by sampling by Chater, Stewart, and others. It leads to reference dependence where the reference point is the expectation as in Köszegi & Rabin, and risk aversion for gains with risk seeking for losses (risk averse for gains, risk seeking for losses). %}


{% foundations of statistics %}


{% coherentism: is discussed. The author argues that preference consistencies can rule out particular behaviors as irrational, but do not fully determine rational behavior, and they give a way to think. This in itself has been known longtime. The novelties of philosophical twists escape me non-philosopher. %}


Finds neural basis for skewness preference; i.e., preference for positive skew and against negative skew. This is equivalent to inverse-S probability weighting. The authors, on p. 1 top of 2nd column, incorrectly claim that this is not so, citing incorrect claims by Levy & Levy (2004).


real incentives: not used; instead, flat payment

PT falsified through coalescing;

inverse-S: taking PT violations as they are, probability weighting seems to be inverse-S.

Finds violations of PT (= 1992 prospect theory; the author writes CPT) due to canceling of common outcomes, which original 1979 prospect theory (OPT) can
account for. I did not find definitions of the theories in the paper, and am not sure which version of OPT the author uses. P. 57 writes “whether or not the editing stage is formalized”

Structure on p. 42, with \( r = q' - q \), and \( s \) remaining probability.

\[
\begin{array}{cccc}
R & S \\
p & q & r & s \\
\hline
x & y & 0 & 0 \\
x' & y' & 0 & 0 \\
\end{array} \quad \begin{array}{cccc}
R & S \\
p & q & r & s \\
\hline
x & y & 0 & 0 \\
x' & y' & 0 & 0 \\
\end{array}
\]

A question

B question

The A question concerns choosing between \((p:x, q:y, r:0, s:0)\) and \((p:x, q:y', r:y', s:0)\). In the B question, the underlined common outcome \( x \) has been replaced by a common outcome \( y \).

Cancellation here does not work to enhance the sure-thing principle, but differently: Consider, with majority preferences indicated in percentages

\[
\begin{array}{cccc}
3600 & 3500 & 0 & 0 & [60\%] \\
3500 & 3500 & 0 & 0 \\
\end{array} \quad \begin{array}{cccc}
3600 & 2000 & 2000 & 0 \\
3500 & 2000 & 2000 & 0 & [78\%] \\
\end{array}
\]

Question A

Question A′

This violates the comonotonic sure-thing principle, and even Green & Jullien’s ordinal independence. Explanation: in Question A, the common 3600 is ignored, and then the longshot effect gives overweighting of the best (of what remains) outcome 3500. In reality, the prospects are presented in collapsed form with outcome 0 not written. Then Question A′ becomes

\[(0:33: 3500) \text{ versus } (0.32: 3500, 0.2: 2000)\] and there is no longshot perception for the best outcome 3500.

P. 42, ll. 7-8: “we believe that subjects are using this editing operation to simplify the gamble, thus reducing the complexity of the decision-making task.”

P. 56, §3.2, discusses between versus within prospect heuristics.

P. 56 has nice balanced writing: “Although the results are not completely clean” %


PT: data on probability weighting; inverse-S of weighting function; P. 1679: I rewrite their concavity condition, boldprinting the common outcome that changes, ordering outcomes from good (left) to bad (right), and writing z for the worst outcome (so, x > y > z), to show that it is the kind of test of the sure-thing that can be used to test for optimism/pessimism:

If
\[
\begin{align*}
R & \quad x \quad y' \quad z \quad z \\
~ & \quad R \quad y \quad y \quad z \quad z
\end{align*}
\]
then R becomes preferred if we change the common outcome from z to y. So,

\[
\begin{align*}
R & \quad x \quad y' \quad y \quad z \\
\geq & \quad R \quad y \quad y \quad y \quad z
\end{align*}
\]
Their convexity condition is similar.

§5 does estimations; use preference ladders, which means choices that differ only regarding their common outcome (common consequence), but in a very particular way, so that it fits into the probability triangle. Assume γ > β > α:

\[
(\text{p}_1+\epsilon:γ, \text{p}_2:γ, \text{p}_3:α, \text{p}_4:α) \quad \text{vs.} \quad (\text{p}_1+\epsilon:γ, \text{p}_2:β, \text{p}_3:β, \text{p}_4:ε:α).
\]
The bold-printed parts reflect common consequences. By manipulating ε, we can compare degrees of convexity of probability weighting w throughout the unit interval.

real incentives: they used flat payments

**decreasing ARA/increasing RRA**: use power utility;

\[x^{0.55}\] comes out as utility function for gains. %

{\% coalescing \%

{\% PT: data on probability weighting; inverse-S of weighting function \%

{\% PT: data on probability weighting; inverse-S of weighting function
real incentives: they used flat payments. \%

{\% PT falsified: The authors claim that the weighting function for mixed prospects is less sensitive than that for pure gains or pure losses (probability weighting depends on outcomes). However, they don’t have enough data to separate curvature from elevation (they assume only one weighting parameter that captures both) and also cannot separate it from loss aversion.

P. 1332 nicely writes on sign dependence: “Losses are not merely the opposite of gains, but gains and losses appear to be processed in different parts of the brain … and seem to be distinct psychologically, and not just to ends of a continuum” \%


{\% https://doi.org/10.1007/s11166-005-6561-9
Test OPT (’79 version of prospect theory) versus PT (or CPT; ’92 version of prospect theory). Overall, OPT does some better.

§1.12, pp. 109-110, define PT and OPT. Their Eq. 1.3 is OPT. They describe it as “OPT with an editing operation,” but it is OPT and nothing but OPT. (Their Eq. 1.4 is an earlier version of OPT that was used in the working paper
Kahneman & Tversky (1975).) Their Eq. 1.2 is not OPT, but what has sometimes been called separable prospect theory (Camerer & Ho 1994), and that has often erroneously been taken as OPT. The authors do not make clear which formula they use for OPT. It does not matter for what they do. For OPT tradeoff consistency (p. 116) they only consider prospects that assign a positive probability to 0. Then Eqs. 1.2 and 1.3 coincide. (EQ. 1.4 is somewhat different but also implies OPT tradeoff consistency.

They assume at most three outcomes, the domain where OPT is defined only, but which gives an advantage to OPT because its natural extension to more outcomes does not work at all.

no real incentives but flat payment.

They derive a tradeoff consistency condition for PT, based on Abdellaoui (2002), and one for OPT, and find data in the probability triangle where these two give contradictory predictions.

violation of certainty effect: p. 120 reports that Simplex IV gives, strangely enough, a violation of the certainty effect.

P. 126 writes that PT (their CPT) has several advantages so that

“Thus, our tests should not be seen as reason to abandon CPT.”


{% Consider three-player sequential game, where players 1 and 3 only interact indirectly through player 2. Beliefs are taken the traditional way, as probabilities. %}


{% https://doi.org/10.2991/ijcis.d.201120.001

The enthusiasm of the authors appears from their abstract, writing: “This paper makes a significant methodological contribution to developing a numerical method.”

SPT iso OPT: Their p. 209, Eq. 3. Propose a numerical method to fit data, using
fitting with Prelec’s family as intermediate step. An experiment confirms all
common properties. %}

Wu, Sheng, Hong-Wei Huang, Yan-Lai Li, Haodong Chen, & Yong Pan (2021) “A
Novel Probability Weighting Function Model with Empirical Studies,”

{% inverse-S: in a motor task, subjects had to quickly hit a spot on a screen and then
got prizes if they succeeded. After some learning, their hit probabilities stabilized
(the subjects were not told what these were but could experience). Then they
were given choices between different games, which amounts to choices between
different lotteries. They also answered traditional risky decision questions.

In motor decision tasks people are closer to EU than in usual decision tasks
(several further references are given). The utility functions elicited were the same
(source-dependent utility: not the case here), but the probability weighting
functions were different, with motor tasks giving the opposite of inverse-S. The
motor task is very similar to the experienced decision tasks (DFE) studied by
Erev, Hertwig, and others, involving some ambiguity, be it that now motoric
skills come in. Note here that a crucial assumption in Savage’s (1954) expected
utility is that the agent has no influence at all on the states of nature (no moral
hazard). An explanation may be that subjects dislike a task where they fail with
high probability. Another difference with classical decisions under risk is that the
motoric task has repeated payments, so, perceptions of laws of large numbers
come in. %}

Decision-Making under Risk Compared with an Equivalent Motor Task,”

{% Rescale EQ-5D using VAS. %}

Wu, Xiuyun, Arto Ohinmaa, Jeffrey A. Johnson, & Paul J. Veugelers (2014)
“Assessment of Children’s Own Health Status Using Visual Analogue Scale and
Descriptive System of the EQ-5D-Y: Linkage between Two Systems,” *Quality of
Life Research* 23, 393–402.
Typical of the overselling in DFE: “When people decide whether to start a business or contemplate the success of a first date, there are no written records of risks to consult. Instead, they need to rely on their experience—if existent—with these options, and make decisions from experience rather than decisions from description (Hertwig, Barron, Weber, & Erev, 2004).”

They first claim that many everyday decisions are different than decision from description (DFD), but then, out of the blue, claim that it must be DFE. I think DFE is as rare to happen in practice as DFD, and that most practical decisions are neither. Some lines below it is more nuanced “which we understand as poles on a continuum.” But I still disagree. Most everyday decisions are not somewhere between DFD and DFE, but are just different.

P. 157 reviews whether there is a reversal of the overweignting of rare events into actual underweighting and concludes that the evidence is completely mixed, unclear, and hard to assess. (DFE-DFD gap but no reversal) The main problem is that it is hard to say which probability is being underweighted. The evidence is clearly that in DFE there is less overweighting than in DFD (p. 159 2nd para). %}


The value heuristic entails that people use extremity of value as a cue to expect low frequency. 


**measure of similarity**


**utility families parametric**; Seems to propose his family as improvement of Merton’s HARA. His family seems to be the same as Saha’s expo-power family, with Xie’s $\sigma$ one minus a parameter of Saha and Xie’s $\gamma$ the product of the two parameters of Saha.

Xie’s power risk aversion family seems to be

$$1 - \exp\left(-\frac{x^{1-\sigma} - 1}{1-\sigma}\right)^\gamma,$$

with $\gamma \geq 0$ and $\sigma \geq 0$. $-U''/U' = \sigma/x + \gamma x^{-\sigma}$. 


**%**


**anonymity protection**


Studies how people evaluate experts beforehand. Good experts are evaluated properly, but quacks (bad experts) are overvalued. Finds failure of contingent
reasoning: People do not correctly anticipate how new info will affect their decision. So, it is not insensitivity to new info, but wrong anticipation of such.

Xu, Yan (2021) “Revealed Preferences over Experts and Quacks and Failures of Contingent Reasoning,” working paper.

{% Implement Dempster-Shafer so as to avoid the problem of assigning prior probabilities. %}


{% https://doi.org/10.1007/s00199-018-1156-2

Generalizes $\alpha$ maxmin, first, by letting $\alpha$ depend on the act, second, by involving an open neighborhood of the priors. Uses $\alpha$ to axiomatize increasing and decreasing relative and absolute ambiguity aversion, in utility units. %}


{% A remarkable paper that contains many of the ideas basic to prospect theory!

utility elicitation: one of the few empirical papers actually trying to find out whether gambles for money show risk aversion through an experiment.

Takes DUU with finite state space and monetary outcomes. Explains that in SEU the probabilities are not objectively given and therefore traditional risk aversion cannot be defined. Then tests convexity of prefs. Does not show formally that that is equivalent to risk aversion in DUU. The tests of convexity are such that they involve, by modern views, loss aversion, which may explain the extensive risk aversion = convexity found there.

inverse-S: End of §IV finds longshot effect, and explains it by overestimation of small probability rather than by EU. P. 278 says that coexistence of gambling and insurance can both be explained by overestimation of small probabilities.

real incentives: it seems that he used that. He discusses an auction and the random incentive system to do so, and suggests that these were done, but is not
100% clear on it.

P. 278: “because utility and probability are two purely theoretical components of an integral decision process.”

P. 281, 2/3, in criticism of Friedman & Savage (1948), Yaari confuses risky and cardinal riskless utility, or, at least, equates them without further ado. (risky utility \( u = \text{strength of preference} \ v \) (or other riskless cardinal utility, often called value))

P. 282: “writing P ... for preference or indifference, and agreeing to call the wealth level to which the relation corresponds the zero wealth level. In other words, let us agree to measure wealth in terms of deviations from the level which corresponds to P.”

P. 285 2nd para: Discusses that each choice should be in isolation, and in fact proposes RIS, where unfortunately he also suggests that maybe a few, so, more than one, choices will be implemented. The description of the experiment does not make clear how the incentives were actually implemented.

End of §IV finds that several participants (seven out of seventeen) exhibited risk seeking for small probability

inverse-S: Yaari posits this on p. 290:

“one finds that some subjects tend to overstate low probabilities and to understate high probabilities” and refers to Preston & Baratta (1948) and Mosteller & Nogee (1951) for related findings.

Yaari argues that convexity of preference w.r.t. outcome mixing and the overestimation of small probabilities, and also coexistence of gambling and insurance, can be reconciled. However, under Quiggin’s (1982) rank-dependent utility and modern 1992 prospect theory, convexity w.r.t. outcome mixing is equivalent to concave utility AND convex probability weighting=pessimism (Wakker & Yang 2021), so then small probabilities of good outcomes are UNDERweighted and gambling cannot be accommodated. But Yaari did not commit to any such theory here. %}


{\% Seems to have mentioned that discounting can be due to uncertainty. %}

Introduced comonotonicity on p. 328 \( \ell \ell \). 3-5 (“bets on the same event,” also stated for \( n \) events) but did not foresee its role in nonadditive theories. When Yaari worked on his (1987, Econometrica) paper on rank-dependent theories, he first was not aware of the role of comonotonicity. He learned it from Schmeidler. Hence, I still think it is fair to say that Schmeidler invented comonotonicity for rank-dependent theories.

He introduced the MRA relation for subjective EU. It implies that agents must have the same subjective probabilities. One can, of course, take more flexible definitions of MRA that, under EU, allow for comparisons of concave utility also if decision makers have different beliefs, e.g., in Baillon, Driesen, & Wakker (2012).

P. 328 last para argues that the analysis requires state-independence of utility.


Dutch book; Fifth page suggests a bit, but not entirely, that continuity has no empirical content.


\[ \text{risky utility } u = \text{strength of preference } v \] (or other riskless cardinal utility, often called value): Suggests so. Says that risk aversion is attitude towards risk, and marginal utility towards wealth. He nowhere commits to EU or non-EU in a normative sense.

He only assumes weak stochastic dominance, not strong.

P. 108 middle emphasizes that the probability weighting function \( w \) is not about misperceiving probabilities, but about nonlinear weighting of perceived probabilities whatever the latter are. I hope that this deviates less from my preferred interpretation (\( w \) is both misperception and nonlinear weighting) than first meets the eye ... Maybe Yaari is not precluding numerical insensitivity, where the subjects know that the probability is, say, \( 10^{-6} \), will say so if asked, but still feel it as bigger than \( 10^{-6} \). He may only be precluding cases like ambiguity.

P. 112 bottom Eq. 16: Quiggin handles a more general functional at that stage.

P. 113 middle is correct that Quiggin’s (1982) maths is not fully correct, but things are a bit different than written there. Quiggin & Wakker (1994) give exact details. %


\[ \text{P. 173 near bottom overstates irrelevance of Arrow-Pratt index outside of expected utility for risk. He is thinking too narrowly about his dual model where utility is linear.} \]

P. 176, Definition 1, considers more convexity for probability weighting, but puts the transformation outside, as with Pratt-Arrow utility, and not inside, as in source theory of Wakker (2004) and other papers. %

Reformulates his dual risk model of 1987 for welfare.
P. 385 top misrepresents axiom as if only concerning physically-identical situations.


Proposed $\sum_{j=1}^{n} (w_j \times v_j)$ where $v_1 \geq \cdots \geq v_n$ and the $w_j$s are weights, summing to 1.

That is, a symmetric case of the Choquet integral.


People find a 1286 out of 10,000 risk of cancer as higher than a 24.14 out of 100 risk.


On support theory. Binary complementarity can be violated if event has both many similarities and many dissimilarities with the conditioning event.


Considers ambiguity in games, but the ambiguity is only about nature’s moves (“external”). They show existence of equilibria, continuity in how they depend on ambiguity aversion. The paper does consider some ambiguity seeking, although no insensitivity. 


proper scoring rules

It is well known that the only strictly proper scoring rule that is local (payoff conditional on event depends only on probability assigned to that event) is the logarithmic family. However, virtually all proofs in the literature assume differentiability. For applications, one should also answer the question without assuming differentiability. This paper provides the answer, and some generalizations: it shows that, also without presupposed differentiability, the logarithmic family is the only one that satisfies weak properness and locality, where it also generalizes the domain considered. Before, Savage (1972) had also provided a proof without differentiability assumed for properness and on full domain, but it was complex and contained some steps that I never understood. The present paper considerably simplifies Savage’s proof.


They analyze how particularities of prospect theory can and cannot explain particular phenomena, such as negative-feedback trading patterns. They assume no probability weighting.

*loss aversion*: erroneously thinking it is reflection: I was glad to see that, unlike many authors in finance, these authors define loss aversion properly, and do not confuse it with reflection.

Survey many (83), though obviously not all (Harless & Camerer 1994; Hey & Orme 1994), empirical studies into violations of EU. They do not really do a meta analysis, but they only list references, but (too) many are missing.


Probability elicitation; substitution-derivation of EU;

Pp. 25-27 are on matching probabilities.

P. 99: References to studies showing that overconfidence in lay judgment is not universal. For easy questions (extremely high probabilities) underconfidence Marcel zegt that Yates voordelen van PT groter vindt dan nadelen.

Ch. 1, Ch. 2 up to p. 20, and Chs. 8-11 are on general decision, EV, EU, PT, etc. Rest of Ch. 2 and Chs. 3-7 are on probability elicitation. Chs. 12 etc. are on underlying psychological principles.

**risky utility** $u = \text{transform of strength of preference} \ v$: stated in Ch. 12 pp. 166-168.


Seems to find negative discounting for losses.


Real incentives are implemented.

**suspicion under ambiguity**: done by letting subjects choose the winning color
second-order probabilities to model ambiguity: Two-color Ellsberg urns. (Actually bags with 10 chips.) Game G is risk. Game G' is second-order probability, very clearly generated by the subjects themselves. Game G'' is just unknown probability. Find G \sim G' > G''. So, no aversion to 2nd order probability, but aversion to pure ambiguity. So, there is more to ambiguity aversion than second-order probabilities. 


PT falsified: This paper re-analyzes classical evidence favoring loss aversion, such as Fishburn & Kochenberger (1979), showing many weak points in that evidence. It argues that loss aversion was found for high stakes, but not for small ones.

I imagine that for high stakes, concavity of utility for gains and fear of ruin for losses, rather than loss aversion, can be doing much. For small stakes, joy of gambling and peanut effect can distort. For intermediate outcomes, loss aversion is more manifest. The distinction between what is small and what is moderate in the author’s terminology and in mine plays a big role here. I am more positive about loss aversion than the author. I think that loss aversion is strong and frequent, but, it is very volatile and can double or entirely disappear just by small changes in the stimuli. As components of decision attitudes become more volatile as they are more irrational. Loss aversion in the strict sense as I take it (only what results from reframing effects on reference point, and not “genuine” utility) is very volatile.

In the penultimate para, p. 1337, the author seems to argue that increased attention for losses is not loss aversion, and is not cognitive. I do not understand this para, and disagree. It can still be cognitive, and is as much part of loss
aversion as strengthened feelings. Peeters & Czapinski (1990) give a good
discussion of these two together comprising loss aversion. %}

Aversion,” *Psychological Research* 83, 1327–1339.

{% dynamic consistency; Seem to find underweighting of rare events for DFE.
(DFE-DFD gap but no reversal) %}

Underweighting Small Probability Events,” *Journal of Behavioral Decision
Making* 19, 1–16.

{% Seem to find underweighting of rare events for DFE. (DFE-DFD gap but no
reversal:) %}

Risk Taking in Decisions from Experience,” *Judgment and Decision Making* 3,
493–500.

{% Present a model and evidence that loss aversion is driven more by overattention to
losses than by extremer utility (for which the authors use the term weight) for
losses.}

**losses give more/less noise:** They also show that losses take more attention
and, thus, lead to better decisions. P. 213 first para cites preceding findings. For
instance (§2.1), subjects can choose between 35 for sure or 200.5X where X = 1
or X = −1. It is reasonable to take the risky choice as rational. Paradoxically, with
X = −1 subjects more often chose risky than with X = 1. This indirect violation of
montonicity is comparable to the zero-outcome effect paradox of Slovic-
Birnbaum ((.95, $96; .05, $24) receives lower CE than (.95, $96; .05, $0);
Birnbaum, Coffey, Mellers, & Weiss (1992)) but now without outcome 0
involved. %}

Yechiam, Eldad & Guy Hochman (2013) “Losses as Modulators of Attention: Review
and Analysis of the Unique Effects of Losses over Gains,” *Psychological Bulletin*
139, 497–518.

They add results to Yechiam & Hochman (2013) on the Slovic-Birnbaum paradox but with no 0 outcome involved. Here, for instance, subjects can choose between 50 for sure or 2000.5X where X = 1 or X = −1, with again, paradoxically, with X = −1 subjects more often chose risky than with X = 1.

**losses give more/less noise:** seem to find that less%


**reflection at individual level for risk:** correlation between risk aversion for gains and losses seem to be positive. %


**losses give more/less noise:** Several studies have found that choices under losses are more difficult and, hence, noisier than choices under gains (de Lara Resende, Guilherme, & Wu 2010 p. 129; Gonzalez, Dana, Koshino, & Just 2005 *JEΨ*; Lopes 1987). Somewhat different in spirit but not contradictory is that rewarding in terms of imposing losses to punish mistakes can work more effectively than imposing gains for good acts in making people make right choices. The presence of losses can make people pay more attention, improving decision quality.
**PT falsified:** This paper has an interesting experiment: People can choose between safe 35 and risky 2000.51, and also between safe 35 and risky 2000.5(-1). (Unit of outcome is points converted into small money amounts at the end of the experiment, with repeated payments, so income effects.) They more often choose risky in the second case, amounting to a violation of transitivity or stochastic dominance! The explanation is that the loss makes people pay more attention and, thus, they more rationally choose the highest expected value. This goes against the spirit of loss aversion. Interesting finding. They show that it is increased attention rather than contrast effect, because if the risky option has lower expected value then the loss makes people more often choose against the, now inferior, risky prospect. (cognitive ability related to risk/ambiguity aversion)

Note that, in general, loss aversion can be generated by increased attention for losses (rather than losses having lower utility), but the above increased attention is of a different kind.

They also find Slovic/Birnbaum-type paradoxes where changing a zero outcome into a loss increases evaluation, which is one of these weird zero-outcome paradoxes.

The conclusion writes: “losses may be treated as signals of attention and not only as signals of avoidance. … Our findings demonstrate that the attentional effect of losses is indeed distinct from loss aversion.”


**dynamic consistency:** nice empirical test of forgone-event independence


**decreasing ARA/increasing RRA:** they find it.

Present 50-50 risky choices, framed as good/bad harvest, to N=262 farmer households in Ethiopia, 6 gain choices and 6 mixed choices, using the Binswanger (1981) method to measure in each of those 12 choices. Real incentive for each of the gain choices (with stakes some days of salary), so that
income effects do arise. For losses only real incentives if first gained enough in gains (which is a mild form of deception regarding the gains) (deception when implementing real incentives) and only if they accept to participate, which only 76 of the 226 offered did. They only had to pay losses if not exceeding a threshold. This all gives huge biases as the authors properly point out on p. 1026 and defend given the limitations of the setting. More risk aversion they find for mixed than for pure-gain. %)

{% %}

{% Comparative statics for the smooth ambiguity model. %}

{% Investigate in a simple setup with hypothetical data how time and risk interact when one fixed positive amount is involved. They do it for one small and one big amount. A central point in their writing is that probability and delay can be combined into a single metric. Find that hyperbolic discounting fits well. Because only one positive gain, utility of outcomes plays no role. %}

{% https://doi.org/10.1177/0272989X211001841
When physicians communicate probabilities, they do so strategically, not just expressing their beliefs but distorting them in the direction of their preferred treatment. %}


Studies the interaction between impatience and time inconsistency in various discounting models. Quasi-hyperbolic predicts a positive relation, hyperbolic predicts the opposite, and constant sensitivity predicts a peak of insensitivity at moderate impatience. Data confirm the latter. Bleichrodt, Kothiyal, Prelec, & Wakker (2013 p. 69) preferred the term unit invariance for constant sensitivity.


They seem to show that any finitely additive measure \( \nu \) can be decomposed uniquely as \( \nu = \nu_1 + \nu_2 \) with \( \nu_1 \) countable additive and \( \nu_2 \) “pure,” that is any countable additive measure between zero and \( \nu_2 \) must be zero. (There is a sequence of events, all with measure 1, but converging to the empty set.) Seem to show it for Borel sigma-algebras on Hausdorff topological spaces. Aliprantis & Border (1999) have more.

Consider decision under pure risk with decision where the uncertain events are partly influenced by the agent (cf. Drèze 1959). In the latter case, they ask the agent for probability estimates for the latter events. They then fit PT. That way they get probability weighting for the two kinds of events (source functions!?). There then is source preference for the events under own control. 


* risk averse for gains, risk seeking for losses: they find this.

In two risky choice experiments with gains, and PT of Tversky & Kahneman (1992) data fitting, they find that time pressure increases risk seeking, but the effects on utility and probability weighting alone are not clear. In a similar experiment with losses, time pressure increases likelihood insensitivity, but does not affect risk aversion or risk seeking.

They asked almanac questions about sizes of states in the US, and asked to express $j \times 25\%$ confidence levels. How these were used for risky questions, and whether the expressed confidence levels were used as probabilities, was not clear to me. They asked for direct assessments of certainty equivalents, but how these were incentivized was not clear to me either. P. 181 2nd column 2nd para writes that they used RIS in the gains-choices of experiment 1. P. 182 1st column 3rd para suggests that it was incentive compatible. 


P 255: “But it is a common failing to read into the words of the past the thoughts of the present, and to view the evolution of history as the progressive triumph of one’s own viewpoint.”


risk averse for gains, risk seeking for losses

Much risk aversion for mixed. The authors find in an experiment that mostly loss aversion drives clients’ preferences for contingent-fee arrangements regarding attorney’s fees, rather than other components of risk aversion. Experiment 1 did hypothetical legal situations. Experiment 2 (N = 27) did real incentives, with the real payments a proportion of the amounts mentioned in the legal story. Four more experiments were done. Probabilities were always given. 


Characterizes PT for parametric utility which simplifies the derivation of the underlying PT, essentially generalizing Wakker & Zank (2002) from RDU to PT. Does a similar thing but now with multiattribute outcomes, and utility independence type conditions similarly simplifying the underlying PT derivation. Nice thing here is that just tail independence (or, similarly, the stronger comonotonic independence) already give a kind of state-dependent-utility generalization of RDU and PT, so that the axioms for parametric utility or utility independence need to be imposed only on gains and losses separately.


Characterizes PT in the context of welfare. Uses conditions to characterize particular forms of utility, to simplify the underlying derivation of PT, generalizing Wakker & Zank (2002) from RDU to PT. Shows that concavity at reference point is a kind of loss aversion.

{% An axiomatization of RDU for risk that is alternative to Abdellaoui (2002). The paper used the same notation with cumulative probabilities. It weakens Abdellaoui’s main axiom in the same appealing manner as Chateauneuf (1999) weakened the tradeoff consistency for outcomes of Wakker (1989, 2010), using a midpoint version rather than a general tradeoff version. %}


{% Discusses definitions of loss aversion, and proposes a new one that also has implications for probability weighting. The new proposal is: 0 > (p:x, 1−2p:0, p:−x) for all x > 0 and p ≤ ½. Holds under PT iff w+(p)U(x) ≤ −w−(p)U(−x). %}


{% Proposes, for a prospect x, a representation PT*(p: PT(x+), q:PT(x-)) where: PT* may be an entirely different PT functional than PT; p is the total probability of x yielding a gain (outcome > 0); q is the total probability of x yielding a loss (outcome < 0), 1−p−q is the probability of getting 0; x+ is the CONDITIONAL probability distribution of x given that it is a gain; x− is the CONDITIONAL probability distribution of x given that it is a loss. %}


{% This paper reports on personal letter communication between Savage and others regarding the issue of unknown/imprecise probabilities and ambiguity. I want to distinguish between two different reasons for having imprecise probabilities: (1) You are fully Bayesian, but for your decisions to be made you need not specify your probabilities precisely. For example, you have to choose between 100E0 and 40, and have linear utility. Then it suffices to know that P(E) < 0.4 to know that you choose the sure 40. In this sense your probability can be imprecise while being fully Bayesian. Your preference relation over some usual rich set of
acts is incomplete only because it is irrelevant, not because it would be “intrinsically” incomplete.

(2) You are not ambiguity neutral and go by some multiple prior model such as maxmin EU.

In papers published and in public presentations Savage never stated that deviations from his axioms can be rational. I conjecture that in his letters Savage was open to imprecise probabilities only because of (1) and not because of (2), so that it was not really a deviation from Bayesianism, and I here deviate from the opinions expressed in this paper.

de Finetti writes to Savage: “Have you read D. Ellsberg’s note (Quarterly J. of Econ., 75,4, Nov. 1961) that claims that you were ‘inconsistent’ in answering to one of his questions concerning issue such as Smith’s?”

B. de Finetti to L. J. Savage, March 8, 1962, LJS Papers, 8, 194, (Zappia’s translation from the original Italian)

Savage replies in a letter: “I have not only read Ellsberg’s paper but had a very thorough visit with him here in Ann Arbor. He is intelligent, steeped in the material, but quite blind about certain aspects of it. I feel that there may be a grain of truth in what he is trying to say, but find it very difficult to clear my own head on the subject.” (L. J. Savage to B. de Finetti, March 16, 1962, LJS Papers, Box 8, 194)

Here Savage may be close to accepting Ellsberg’s violation of his model as rational, by not explicitly negating what de Finetti writes, but there can be many explanations for why Savage wrote this.

In later writings Savage says that there may be unsatisfactory aspects to his theory, and that alternative theories are welcome if they get laid down, but this may as well be ADDING axioms to his own as removing some.

Savage wrote to de Finetti: “If upper and lower probabilities are taken seriously, they at least double the vagueness that they intended to alleviate … Nevertheless, I agree that there is practical importance in exploring the implication of a set of probabilities that might be designed as “acceptable” … I would expect convexity to be an innocuous assumption about a set of acceptable probabilities, and a convex set of probabilities can be well described by inequalities on expectations” (L. J. Savage to B. de Finetti, (February 23, 1962, LJS Papers, 8, 194)

This can all fit with (1) above. It can also be that one precise probability is desired at the end, to be a convex combination of a set considered.

Zappia’s paper of June 2019 ends with: “It can be concluded then that, though Savage objected to Ellsberg’s and Fellner’s criticism, his rejection was based more on their inability to
provide an alternative axiomatic set-up than on a clear-cut denial of the normative relevance of their argument, conceding that he may have been ready to endorse it if the appropriate axioms were made available by critics.” In Zappia’s interpretation, Savage would accept later-axiomatized multiple prior models of ambiguity. But I do not share that interpretation. %}


{% http://dx.doi.org/10.1509/jmkr.46.4.543 %}

nonconstant discount = nonlinear time perception: not fully that point, but nonlinear perception of time is central in their paper. Decompose discounting into subjective time perception and then weighting of that, and cite many preceding works on the idea of subjective time perception. When reading the first pages of the paper, I never saw the mystery revealed of how will they measure subjective time perception? P. 546 shows how psychologists can do this: They asked subjects to indicate on a line “how long” various periods of time were. Oh well. Seem to find that perception of time is more labile than perception of money. Köbberling, Schwieren, & Wakker (2007, Theory and Decision) used the introduction of the Euro to separate what they called numerical perception out of the utility of money based on revealed-preference. %}


{% Seems to have been the first to formally model moral hazard. %}

{% suspicion under ambiguity: p. S445 points out that suspicion can drive Ellsberg paradox. %}
Many examples and lessons about good investments when probabilities could not be known. Ricardo gained a fortune buying English bonds 4 days before the battle of Waterloo.

P. 14: “Prospect theory, the most important single contribution to behavioral decision theory to date, …” (PT/RDU most popular for risk)

P. 15 has nice experiment. Ambiguous event is that 10,000-ton asteroid passed within 40,000 miles of earth during last decade. To get anchor probability, asked a random sample of people to guess probability until a distance was found where the median estimated probability was 0.03. Took that as anchor probability for measuring ambiguity attitude. Nice! However, seems to assume that for such small likelihood one will find ambiguity aversion still, contrary to many empirical findings.

P. 34, §V: Buffett made much money reinsuring earth quakes in California. His capital was so big that he could still be risk neutral (if we can say so for unknown probabilities) for such high amounts.

P. 36, about ambiguity aversion: “Maxim G: discounting for ambiguity is a natural tendency that should be overcome, just as should be overeating.” He, thus, like me, takes ambiguity aversion as irrational and, I presume expected utility as rational. %} Zeckhauser, Richard J. (2006) “Investing in the Unknown and Unknowable,” Capitalism and Society 1, Article 5, 1–39.

inverse-S: the authors several times emphasize that small probabilities are overweighted. P. 559 2nd column l. –15: individuals have great difficulties comprehending extremely low-probability events. (Suggests it’s cognitive; cognitive ability related to likelihood insensitivity (= inverse-S)) P. 560 l. 3 suggests inverse-S in probability estimation.


% %}

{% Contains much of the literature up to 2007. %}


{% Mrkva et al. (2020) is replicated, but controlling for some things, and then no loss aversion is found for moderate amounts. For losses of $100, loss aversion is about 1.54. %}


{% DFE where subjects quickly receive much feedback from normal distributions. The authors present an RDU model for sequential sampling showing that in one task participants weighted larger payoffs more. %}


{% https://doi.org/10.1007/s11166-022-09391-y A modification of a model of Diecidue & van de Ven (2008), where the evaluation of a lottery has extra terms being the probability of gaining and the probability of losing. It can be modeled by letting utility have jumps at outcome 0. This paper does it for prospect theory. If finds that people pay more attention to the probability of a loss than of a gain. PT falsified: the paper qualifies its model and finding as a violation of prospect theory but it is no more than jumps of utility at 0, i.e., prospect theory with utility jumps at 0. %}


{% Section 2 nicely reviews stability across domains, tasks, and time. Fit the same parametric family as T&K’92 to CE (certainty equivalent)
measurements. Do measurements month apart, to test time stability. If I remember right, Cohen, Jaffray, & Said (1987) did two measurements a week apart.

**random incentive system between-subjects** (paying only some subjects):
paid 1 of every 10 subjects.

**losses from prior endowment mechanism**: did that.

**risk averse for gains, risk seeking for losses**: find it.

**concave utility for gains, convex utility for losses**: Find linear utility for gains (power 0.98), somewhat convex for losses (power 0.88). The probability weighting parameter is 0.865 for gains and 0.79 for losses, so, somewhat stronger for the latter. Loss aversion is 1.41.

Abstract and p. 360 point out that for CE measurements of PT parameters there can be considerable collinearities (they do not use this term). This is further analyzed on p. 366-369. Figure 1 concerns gain prospects with only one nonzero outcome. Then the joint power of utility and probability weighting is unidentifiable. Because the parametric family chosen for w has no free power, it leads to implications for the w parameter.

They show nice figures of maximum likelihood tests, showing that for CE measurements the parameters of PT strongly interact, with much collinearity. Show that there is a wide set of parameter combinations that fits the data almost as well as the optimal parameters. Figure 3b shows it for the Tversky & Kahneman (1992) data.

They find PT parameters similar to other studies, confirming **inverse-S** (although their one-parameter T&K’92 family enhances it).

P. 374: They test for stability at the individual level by using statistics that take within-subject choices as independent. It gives 1/3 of instable subjects (significant changes according to the statistic just mentionend. %)


An application of prospect theory in a remote field.

Zhang, Dianfeng, Yanlai Li, & Kwai-Sang Chin (2022) “Photovoltaic Technology Assessment Based on Cumulative Prospect Theory and Hybrid Information from Sustainable Perspective,” *Sustainable Energy Technologies and Assessments* 52 (2022) 102116

Examine and discuss probability and frequency (mis)perception in many areas, including risk & uncertainty, signal detection, support theory. P. 10 3rd para points out that in experiment 1 the slope decreases with experience, which is counterintuitive. *(cognitive ability related to likelihood insensitivity (= inverse-S))* P. 11 around Eq. 6 nicely relates Stevens’ power law on probability, for odds, to a one-parameter version of the LLO (linear in logodds = Goldstein-Einhorn family). The paper ends with humor: “we conjecture that there are factors in each of the domains we considered that are responsible for the particular choice of probability distortion observed. We need only find out what they are.”


*ordering of subsets*


Axiomatizes CEU (Choquet expected utility) with belief functions that are inner measures; proposes lambda-system for collection of unambiguous events, which generalizes sigma-algebra by relaxing intersection-closedness.

The author points out that the collection of unambiguous events is not intersection-closed. This had been known before, and I knew it as widely understood in the 1980s. If one knows marginal distributions then one need not know joint distributions. It came up in my conversations with Rakesh Sarin in the 1990s some times. Once Rakesh proposed what he called the flip-flop example that had it, but we never used it in a paper.

Introduction claims that people prefer known to unknown probabilities; §§1.3
and 4.1 erroneously write that the unambiguous events in Sarin & Wakker (1992) are primitive rather than derived from preference; §4.1 sides with Nehring’s (1992) criticism of cumulative dominance. 


When studying discounting one should correct for misperceived utility. She focuses on misperception by subjects. Interesting point is that the misperception can also be on the part of the researcher.


https://doi.org/10.1073/pnas.2114914119
The paper is “typically psychological” in being happy about context dependence. They investigate how many manipulations, such as putting a choice option left or right, how one gives info, and many other things, impact decisions, and have parametric models to fit it.


Investigate how neuro-chemical factors are related to gains and losses in risky decisions, and find differences between gains and losses.


Studying twins, they find evidence for heritability of economic risk attitudes.

{\( N = 350 \) students. Measure preference for longshot gains and losses, from one simple choice, with gains incentivized but losses not so. Find some relations with genes. \}


{\% losses from prior endowment mechanism; Use choice list to determine CEs (certainty equivalents) of prospects for both gains and losses, for \( N = 350 \) Chinese students. From each take some blood for genotyping.

**risk averse for gains, risk seeking for losses:** 38% risk averse for losses, only 52% for gains. Although the introduction and so on present this paper as a study into utility, it is only a study into risk attitude and not into utility (remember that EU fails descriptively). Find that high DA tone implies high risk aversion and high 5HT tone gives less risk aversion for losses.

Use random incentive system but do it several times so that there are income effects still. \%


{\% \%


{\% \%


{\% \%}


Argue that one should not just take utility in game theory for granted but derive it from observed choice; refer to observability problem in my ’89 book!

They measure risk attitudes by fitting preference functionals, EU and RDU with CRRA and CARA utility and, for RDU, the Tversky & Kahneman (1992) 1-parameter probability weighting family. They do so for four elicitation methods: Choice list (called Holt-Laury), pairwise choice, BDM (Becker-DeGroot-Marschak), and allocation. They equate risk aversion with utility curvature. (I criticized this on many occasions.) The main finding is that utility curvature depends more on elicitation method than on functional assumed. The paper presents a new visual implementation of BDM in Figure 4: The CE chosen leads to a lottery that is a mixture of a uniform distribution over [CE, max] and the original lottery. Reducing the CE a bit means adding a lower part to the uniform distribution while reducing the probability of getting the lottery. This works under EU but depends much on conditional thinking and may not be easy under nonEU theories. I suggest a different visual representation in Figure 4c: Put the uniform distribution all to the right, so that the subject clearly sees that reducing the CE means reducing the conditioning probability so as to add the lower part of the uniform distribution. Even nicer would be 100 little lines with each either containing the lottery or part of the uniform distribution, and the subject could choose how many of the 100 parts with lotteries to replace by the uniform distributions.

P. 737: “We choose the most popular [preference functionals] in the literature, namely Expected Utility (EU) and Rank Dependent expected utility (RD).”


Investigates elicitability of risk measures. Elicitability is something like the possibility to elicit it using proper scoring rules. Quantile-based risk measures, such as VaR, are elicitable. Expected shortfall and, more general, all law-invariant (= probabilistically sophisticated) spectral risk measures are not elicitable unless just minus expected value. This restriction does not hold for law-invariant “coherent” risk measures.

{% probability communication & ratio bias: this editorial argues that 1 in X is bad way to communicate risk, following Pighin et al. (2011). Refers to the Sirota et al. meta-analysis that argues that the effect is smaller than thought, but existing. The issue of this journal has several other papers on probability communication. %}


{% https://doi.org/10.1037/xge0000741 %}


{% Gives psychological background to verbal probabilities. %}


{% restrictiveness of monotonicity/weak separability: The author shows that independence/separability is, essentially, the same as monotonicity if we allow outcomes to be complex things such as conditional prospects. This was also demonstrated by Marschak (1987) and LaValle (1992). %}


{% %}

**nonadditive measures**: Considers several ways of updating capacities. Applies it in economic equilibrium model. Heavy weighting of tails is accommodated by using neo-additive weighting functions.


**(nonadditive measures)**: (Shows that the law of iterated expectations can be satisfied under CEU (Choquet expected utility) if updating happens in a “rank-respecting” manner suggested by Sarin & Wakker 1998. Lapied & Toquebeuf (2013) provide a correction.


**nonadditive measures**: (Use the neo-additive function of Chateauneuf et al. in a learning/updating model where new info leads to polarization.


**https://doi.org/10.1007/s00199-016-1007-y**

**nonadditive measures**: Nicholls, Romm, & Zimper (2015) did an experiment with Ellsberg urns where subjects could sample and learn. Strangely enough, that did not move towards EU but, if anything, made the violations worse. This paper proposes a theory on updating under ambiguity with multiple priors where there need not be convergence to EU, due to a “stubbornness” factor in the model, where priors are not removed very much after observations.


Considers a general Anscombe-Aumann framework, with usual EU (affine function) in 2nd stage, but horses interpreted as individuals. Theorem 1: Under some structural assumptions, monotonicity w.r.t. horses and strong Pareto optimality iff SEU with same beliefs for all individuals but individual-dependent utility functions. The structural assumptions comprise some diversity: for each individual there exists an outcome that has all other individuals indifferent but this individual not.


Consider infinite sequences of outcomes (interpreted as intertemporal), and rank-dependent representation + exchangeability, so, temporal ordering plays no role (rank-discounted utilitarian approach). Provide preference foundation for it, mostly by a comonotonic stationarity. Mathematical problem is how to do for
infinite sequences, where symmetry can generate impossibility results. Results on
inequality aversion, dictatorship.

Here is a detailed explanation:

It is easiest to understand this model first for finitely many
timepoints/generations. In fact, let us first do decision under uncertainty, where
RDU (often called CEU (Choquet expected utility)) is better understood, and then
extend it to the case of this paper. Assume that there are n states of nature in \( S = \{s_1, \ldots, s_n\} \), and
\[ x = (x_1, \ldots, x_n) \] is the prospect
yielding \( \$x_j \) if state of nature \( s_j \) occurs.
We consider a rank-dependent evaluation, as in Wakker (2010). We will do
reversed rank-ordering to stay close to the paper. Wakker (2010 §7.6) explains,
for risk, that reversed or not reversed ranking does not matter, and the same holds
for uncertainty. I strongly advise everyone to do nonreversed ranking, but for
clarifying this paper consider reversed ranking still. We take a weighting function
\( W \) with \( W(\emptyset) = 0 \) and \( W(S) = 1 \) (the latter relaxed soon). If \( x_1 \leq \cdots \leq x_n \), then
\[
RDU(x_1, \ldots, x_n) = \sum_{j=1}^{n} \pi_j U(x_j)
\]
where the weight \( \pi_j \) is
\[
W\{s_j, \ldots, s_1\} - W\{s_j, \ldots, s_{j-1}\}.
\]
(My book does it for non-reversed ranking \( x_1 \geq \cdots \geq x_n \), but this is an arbitrary convention as just explained.)

If not \( x_1 \leq \cdots \leq x_n \), then we have to reorder the outcomes into
\( x_1, \ldots, x_n \) with \( x_{[1]} \leq \cdots \leq x_{[n]} \). Then
\[
RDU(x_1, \ldots, x_n) = \sum_{j=1}^{n} \pi_{[j]} U(x_{[j]})
\]
where \( \pi_{[j]} = W\{s_{[j]}, \ldots, s_{[1]}\} - W\{s_{[j-1]}, \ldots, s_{[1]}\} \).
For example, if \( n = 3 \), \( (x_1, x_2, x_3) = (5, 7, 1) \), then
\( x_{[1]} = x_3 = 1 \), \( x_{[2]} = x_1 = 5 \), and \( x_{[3]} = x_2 = 7 \).
The convention is that \( W(S) = 1 \), but this is not important and is just
normalization. We can allow it to be any value > 0, and will do so. Only point to
keep in mind is that a constant act \( \alpha = (\alpha, \ldots, \alpha) \) is evaluated by \( W(S)U(\alpha) \) rather
than by \( U(\alpha) \).
Now assume
\[
W(E) = 1 + \beta^1 + \cdots + \beta^{j-1}
\]
whenever \( E \) contains \( j \) states, such as
E = \{s_1, \ldots, s_j\} or E = \{s_{n-j+1}, \ldots, s_n\}. Here \( \beta \geq 0 \).

If \( x_1 \leq \ldots \leq x_n \), then \( \text{RDU}(x_1, \ldots, x_n) = U(x_1) + \beta U(x_2) + \ldots + \beta^{j-1} U(x_j) \).

Rank dependence allows dependence of the weights on the rank, with different weighting for the best outcome than for the worst outcome for instance. This happens here. For \( \beta < 1 \), outcomes are weighted more as they are ranked worse. Such pessimism can be seen to be equivalent to \( W \) being concave for this reversed rank-ordering.

Now assume that \( s_j \) does not refer to a state of nature, but to a generation. Then we can use the same evaluation as above. Now overweighting the lowest outcome does not reflect pessimism, but preference for equity: The poorer a person is, the more weight is given to this person. It reflects a desire for fairness. That rank dependence can be used this way to capture fairness in welfare (if \( s_j \) is a person iso a state of nature) has been long known, and has been used in several papers. Wakker (2010, Appendix D, Interpretation D.2) discusses it. This is what Zuber & Asheim do, for generations. A generation is not weighted more as it is nearer to the present, but as it is poorer, for fairness reasons. So, \( \beta \) has nothing to do with discounting, but reflects fairness. The smaller \( \beta \), the more fairness concern. The authors extend the model to the case of infinite generations, which brings some mathematical complications but does not affect the concepts. %}


{\% questionnaire for measuring risk aversion; %}


{\% Seems to cite Markowitz on Markowitz himself, irrationally, investing his retirement savings fifty-fifty in bonds and equity. %}

“Feelings are more important than the mind: with passion, enthusiasm, and devotion the cynicism of everyday can be survived.” (Claim of Dutch Ph.D. dissertation at the University of Amsterdam.)


Find that more than half of the variance in risk aversion can be ascribed to genetic factors. An incredibly strong finding.