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Abstract: As consumers nowadays generate increasingly more content
describing their experiences with, e.g., products and brands in various
languages, information systems monitoring a universal, language-
independent measure of people’s intended sentiment are crucial
for today’s businesses. In order to facilitate sentiment analysis of
user-generated content, we propose to map sentiment conveyed by
unstructured natural language text to universal star ratings, capturing
intended sentiment. For these mappings, we consider a monotonically
increasing step function, a näıve Bayes method, and a support vector
machine. We demonstrate that the way in which natural language
reveals intended sentiment differs across our data sets of Dutch and
English texts. Additionally, the results of our experiments on modelling
the relation between conveyed sentiment and intended sentiment
suggest that language-specific sentiment scores can separate universal
classes of intended sentiment from one another to a limited extent.
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1 Introduction

Today’s consumers are increasingly more inclined to share their opinions or
experiences with, e.g., products and brands through the Web in the language
of their preference. Recent estimates indicate that by now, one in three blog
posts (Melville et al., 2009) and one in five tweets (Jansen et al., 2009) discuss
products or brands. As anyone can nowadays write reviews and blogs, post
messages on discussion forums, or publish whatever crosses one’s mind on Twitter
at any time, today’s businesses face a continuous flow of an overwhelming amount
of multi-lingual data of all sorts, containing traces of valuable information –
consumers’ sentiment with respect to products, brands, and so on. In this wealth
of user-generated content, explicit information on user opinions is often hard to
find, confusing, or overwhelming (Pang & Lee, 2008). As such, the abundance
of sentiment-carrying user-generated content renders automated information
monitoring tools for sentiment crucial for today’s businesses.

Such information monitoring tools rely on sentiment analysis techniques,
stemming from natural language processing, computational linguistics, and text
mining. The goal of most sentiment analysis approaches is to determine the
polarity of natural language text. Typical methods involve scanning a text for
cues (e.g., words) signalling its polarity. Most state-of-the-art methods are machine
learning approaches. Nevertheless, the use of sentiment lexicons, i.e., lists of
words and their associated sentiment, possibly differentiated by Part-of-Speech
(POS) and/or meaning (Baccianella et al., 2010), has gained attention in recent
work (Cesarano et al., 2006; Devitt & Ahmad, 2007; Ding et al., 2008; Heerschop et
al., 2011a,b; Taboada et al., 2011; Hogenboom et al., 2012), not in the least because
lexicon-based approaches have been shown to have a more robust performance
across domains and texts than machine learning methods (Taboada et al., 2008).
Additionally, lexicon-based methods allow for intuitive ways of accounting for
other cues for sentiment – e.g., emoticons (Hogenboom et al., 2013) – as well as
for incorporating deep linguistic analysis into the sentiment analysis process, for
instance by accounting for structural or semantic aspects of text (Chenlo et al.,
2013; Heerschop et al., 2011a).
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Existing sentiment analysis methods typically consist of language-specific
components such as sentiment lexicons, or components for, e.g., identifying the
lemma or POS of words. Each language-specific sentiment analysis approach
typically produces sentiment scores for texts in its reference language. These scores
are typically defined on a continuous scale between, e.g., −1 (negative) and 1
(positive). Intuitively, such scores should be meaningful and comparable across
languages, irrespective of the methods used to obtain these scores. Therefore,
many existing methods of analyzing sentiment in a multi-lingual setting focus on
language-specific sentiment analysis, and subsequently treat all language-specific
sentiment scores equally in a cross-lingual analysis (Bal et al., 2011). However,
sentiment scores have been shown not to be directly comparable across languages,
as they tend to be affected by several language-specific phenomena, such as
expressions or culture-dependent semantics (Bal et al., 2011; Wierzbicka, 1995a,b).

The language-specific sentiment scores produced by existing sentiment analysis
methods typically reflect the sentiment conveyed by the natural language content,
which is not necessarily the sentiment which authors of such content have intended
to convey. Therefore, we propose to map language-specific sentiment scores to
a universal, language-independent measure of people’s intended sentiment, i.e.,
star ratings. The number of stars assigned to a text typically reflects the extent
to which the author (e.g., a reviewer) intends to convey positive sentiment with
respect to the subject of the text (e.g., a reviewed product). As universal star
ratings capture people’s intended sentiment rather than the language-dependent
sentiment conveyed by natural language text, these star ratings can be used as
culture-free analytical tools for analysing people’s sentiment.

Star ratings are, however, not always available. For instance, opinionated blog
posts or tweets are not typically assigned scores by their respective authors in
order to signal their intended sentiment. In this light, a major challenge is to
automatically determine the star rating associated with reviews based on cues in
the actual natural language content. In our current endeavours, we aim to gain
insight in the relation between language-specific scores of conveyed sentiment on
the one hand, and universal star ratings of intended sentiment on the other hand.
As such, we aim to benefit from the robust and fine-grained type of analysis
that traditional, lexicon-based sentiment analysis techniques offer (Taboada et al.,
2008), while using universal star ratings to capture people’s intended sentiment.

The remainder of this paper is structured as follows. First, we discuss related
work on sentiment analysis in Section 2. Then, in Section 3, we propose several
methods for mapping language-specific sentiment scores to universal classifications
of intended sentiment in order to facilitate more meaningful analyses of people’s
true sentiment. A discussion of insights following from the evaluation of our
methods on Dutch and English documents is presented in Section 4. Last, we
conclude and propose directions for future work in Section 5.

2 Related Work

In an extensive literature survey on sentiment analysis (Pang & Lee, 2008), the
current surge of research interest in systems that deal with opinions and sentiment
is attributed to the fact that, despite today’s users’ hunger for and reliance upon
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on-line advice and recommendations, explicit information on user opinions is often
hard to find, confusing, or overwhelming. Many sentiment analysis approaches
exist (Cambria et al., 2013; Feldman, 2013), yet the relation between language-
specific sentiment scores stemming from such approaches and the actually intended
sentiment has been relatively unexplored.

2.1 Sentiment Analysis

The main objective of most sentiment analysis methods is to extract subjective
information from natural language text. Existing work focuses on several specific
tasks. Some work aims to distinguish subjective text segments from objective text
segments or to identify the degree of subjectivity of text (Wiebe et al., 2004).
Other work focuses on determining the overall polarity of words, sentences, text
segments, or documents (Pang & Lee, 2008). Even though this task is commonly
approached as a binary classification problem, in which a text is to be classified
as either positive or negative, some research focuses on ternary classification
by introducing a third class of neutral documents. Other work even focuses on
determining the degree of positivity or negativity of natural language text in order
to produce, e.g., rankings of positive and negative documents (Chenlo & Losada,
2011; Chenlo et al., 2013).

There are two main types of approaches to sentiment classification tasks.
On the one hand, some approaches exploit (generic) sentiment lexicons when
determining the subjectivity or polarity of natural language text. On the other
hand, many state-of-the-art approaches rely on machine learning techniques for
sentiment analysis. Recently, hybrid approaches that combine machine learning
techniques with sentiment lexicons have emerged as well.

Lexicon-based sentiment analysis methods account for the semantic orientation
of individual words by matching words in a text with a sentiment lexicon, i.e.,
a list of words and their associated sentiment. The overall semantic orientation
of a text is then determined by aggregating (e.g., summing) the sentiment
scores of the individual words, as retrieved from the sentiment lexicon. In
this sentiment scoring process, other aspects of content may be taken into
account as well, such as negation (Heerschop et al., 2011b; Hogenboom et al.,
2011), intensification (Taboada et al., 2011), or the rhetorical roles of text
segments (Heerschop et al., 2011a; Hogenboom et al., 2010).

In machine learning approaches to sentiment analysis, text is typically
represented as a vector. Such a vector denotes a bag-of-words, i.e., an unordered
collection of words occurring in a document. Here, a binary encoding of
text, indicating the presence of specific words, has proven to be an effective
representation (Pang & Lee, 2004), outperforming a frequency-based vector
representation of text (Pang et al., 2002). Vectors may also contain features other
than words, e.g., parts of words, word groups, or features representing other
aspects of content such as semantic distinctions between words (Whitelaw et al.,
2005). Additionally, documents may be represented as a (small) bag-of-concepts
(i.e., multi-word expressions of affective common-sense knowledge) (Cambria
& Hussain, 2012) and features represented in vectors may be weighted as
well (Paltoglou & Thelwall, 2010).
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Lexicon-based approaches have an attractive advantage over machine learning
approaches to sentiment analysis in that they have a robust performance across
domains and texts (Taboada et al., 2008). Additionally, lexicon-based approaches
enable deep, yet computationally-intensive linguistic analysis to be incorporated
into the sentiment analysis process (Heerschop et al., 2011a). Moreover, lexicon-
based approaches can be generalised relatively easily to other languages by using
dictionaries (Mihalcea et al., 2007). On the other hand, lexicon-based methods
tend to sacrifice computational efficiency as they often incorporate deep linguistic
analysis into the sentiment detection procedures (Heerschop et al., 2011a) and are
typically outperformed by machine learning approaches in terms of classification
accuracy in specific domains for which machine learning approaches can be trained
and optimised (Taboada et al., 2008).

This trade-off has inspired recent work to be focused on hybrid approaches,
combining the classification accuracy and processing speed benefits of machine
learning approaches with the robustness of lexicon-based methods. A promising
step into this direction has been made with the introduction of a bag-of-sentiwords
representation (Hogenboom et al., 2012), where a text is represented by means
of a binary vector representation, with the features representing the presence
of sentiment-carrying words, retrieved from a general purpose sentiment lexicon.
Only sentiment-carrying words are included in this vector representation, as these
words are assumed to play a crucial role in conveying the overall sentiment
of a text, as opinionated texts significantly differ from non-opinionated texts
in terms of occurrences of subjective words (Van der Meer et al., 2011). The
motivation for a binary representation lies in its superiority over a frequency-based
representation (Pang et al., 2002) as well as in an assumption that the sentiment
conveyed by a text is not so much in the number of times a single word occurs in
a text, but rather in the distinct words with a similar semantic orientation.

2.2 Analysing Sentiment in a Multi-Lingual Setting

Today’s sentiment analysis systems must be able to deal with an abundance
of multi-lingual sentiment-carrying user-generated content in order to facilitate
meaningful analyses of, for example, consumer sentiment with respect to products
or brands. Existing sentiment analysis approaches focus on determining language-
specific sentiment scores for (collections of) documents in selected languages,
mainly by means of applying sentiment analysis techniques tailored to each specific
considered language, as different sentiment analysis approaches are required for
distinct languages (Moens & Boiy, 2007).

One way of dealing with documents in multiple languages is proposed
by Bautin et al. (2008), who apply machine translation in order to convert all
considered texts into a reference language, i.e., English. Subsequently, sentiment
analysis is performed on the translated results. By doing so, Bautin et al. (2008)
assume that the results of the analysis on both the original text and the translated
text are comparable and that the errors made by the machine translation do not
significantly influence the results of the sentiment analysis. However, the quality of
the sentiment analysis on the translated text in fact does depend on the translation
quality in terms of, e.g., the accuracy of the representation of the original text at
a semantic level.
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As machine translation approaches clearly have their limitations, existing
research on dealing with a multi-lingual setting when analysing sentiment typically
deals with the sentiment scoring problem for each considered language separately.
Existing work is primarily focused on how to devise sentiment scoring methods
for new languages with minimal effort, yet without sacrificing too much accuracy.
The focus of existing work varies from creating sentiment lexicons (Hofman
& Jijkoun, 2009; Wan, 2009) to constructing entirely new sentiment scoring
frameworks (Abbasi et al., 2008; Dau et al., 2007a,b; Gliozzo & Strapparava, 2005;
Moens & Boiy, 2007) for languages other than the reference language.

The resulting scores reflecting the sentiment conveyed by natural language
content are not particularly meaningful per se. In recent work, Bal et al. (2011)
compare the sentiment conveyed by the natural language content of documents
with the sentiment conveyed by their translated counterparts. The experiments
of Bal et al. (2011) show that sentiment scores are not directly comparable
across languages, as these scores tend to be affected by many different language-
specific phenomena. Moreover, other research has shown that there is a cultural
dimension to sentiment differences across languages, as every language imposes its
own classification upon human emotional experiences, thus rendering sentiment-
carrying words in a particular language artefacts of that language rather than
culture-free analytical tools (Wierzbicka, 1995a,b).

In this light, in order for language-specific sentiment scores to be meaningful
when analysing user-generated content for the associated sentiment, we need to
map such scores to a universal, language-independent measure of people’s intended
sentiment. In this paper, we assume that star ratings reflect people’s intended
sentiment, as authors of, e.g., reviews can typically quantify their overall verdict
by means of such star ratings. In any language, a higher number of stars associated
with a text is typically associated with a more positive sentiment of the author
towards the topic of this text. As such, star ratings are universal classifications of
the sentiment that people actually intend to convey, whereas traditional sentiment
scores tend to reflect the sentiment conveyed by the way people express themselves
in natural language. Intuitively, both measures may be related to some extent,
yet to the best of our knowledge, the relation between language-specific sentiment
scores and universal sentiment classifications has not been previously investigated.
The contribution of our current endeavours lies in investigating how language-
specific sentiment scores can be mapped to universal star ratings.

3 From Sentiment Scores to Star Ratings

As traditional lexicon-based sentiment analysis techniques are guided by the
natural language used in texts, they allow for a fine-grained linguistic analysis of
conveyed sentiment. In addition, these techniques are rather robust as they take
into account the actual content of a piece of natural language text, especially when
involving structural and semantic aspects of content in the analysis (Chenlo et al.,
2013; Heerschop et al., 2011a; Taboada et al., 2011). As such, these lexicon-based
sentiment analysis techniques may prove to be useful for analysing the enormous
variety of multi-lingual user-generated content.
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Traditional lexicon-based sentiment analysis approaches typically aim to assign
sentiment scores to natural language text, ranging from, e.g., −1 (negative) to 1
(positive). In order to support amplification of sentiment, e.g., “very bad” rather
than “bad”, sentiment scores may also range from, e.g., −1.5 (very negative) to
1.5 (very positive). However, as such scores are not particularly meaningful as
they are a quantification of the sentiment conveyed by natural language rather
than a language-independent, universal measure of intended sentiment (Bal et al.,
2011), a mapping from language-specific scores of conveyed sentiment to universal
classifications of intended sentiment is of paramount importance, and a particular
contribution of our current endeavours.

3.1 Sentiment Scoring

As a first step, we propose to compute language-specific sentiment scores by means
of a sentiment scoring approach such as the method proposed by Bal et al. (2011).
This framework is essentially a pipeline in which each component fulfils a specific
task in analysing the sentiment of a document.

For each supported language, the sentiment analysis framework first prepares
documents by cleaning the text – i.e., converting the text to lowercase, removing
diacritics, etcetera. Initial linguistic analysis is subsequently performed by
identifying each word’s POS as well as by distinguishing sentiment-carrying words
and their modifiers (e.g., words negating or amplifying a sentiment-carrying word)
from words that do not carry any sentiment.

Then, for each sentiment-carrying word t in a document d, the sentiment score
ζt as well as the strength of its modifier mt (if any) is retrieved from a sentiment
lexicon. Sentiment scores range from −1.0 (negative) to 1.0 (positive), whereas
modifiers range from −1.5 (amplified negation) to 1.5 (amplification). If t is not
modified, mt is set to 1.0. The sentiment score ζd of a document d can then be
determined by sum-aggregating the (modified) sentiment scores of the individual
words and by subsequently normalising the result for the number of sentiment-
carrying words, i.e.,

ζd =

∑
t∈dmtζt

|t ∈ d| . (1)

The normalised sentiment score ζd of a document d can thus range from −1.5
to 1.5 and can subsequently be used to determine the associated classification of
intended sentiment cd.

3.2 Sentiment Mappings

In today’s Web, reviewers can often quantify their overall verdict by assigning stars
(typically with a maximum of five) to their reviews. As the use of such star ratings
has become a wide-spread phenomenon across domains, languages, and cultures,
we assume that consensus exists with respect to the meaning of each star rating
class, thus rendering a five-star rating scale a universal classification method for
intended sentiment. Star ratings capture the extent to which an author intends to
convey positive sentiment and are defined on an ordinal scale, such that, e.g., a
four-star text is considered to be more positive than a three-star text.
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When modelling the relation between language-specific sentiment scores ζ and
universal star ratings c, we initially assume higher language-specific sentiment
scores to be associated with higher star ratings, as people intending to convey
rather positive sentiment would intuitively write rather positive texts. As such,
texts belonging to, e.g., the four-star class should have higher sentiment scores
than three-star texts. We thus map language-specific sentiment scores to universal
star ratings by means of a monotonically increasing step function.

We can thus construct language-specific sentiment mappings M : ζd → cd,
which translate the language-specific sentiment score ζd of a document d into
a universal star rating cd. Each mapping covers five star segments, i.e., sets of
sentiment-carrying texts that have the same number of stars assigned to them.
These five segments are separated by four boundaries, the position of which is
based on the sentiment scores of the texts in each segment.

An intuitive sentiment mapping is depicted in Figure 1. One could expect
one-star and five-star texts to be representing the extreme negative and positive
cases, respectively, i.e., covering respective sentiment scores below −1 and above
1. The three-star class would intuitively be centred around a sentiment score
of 0, indicating neutral or mixed sentiment. The two-star and four-star classes
would then cover the remaining ranges of negative and positive scores, respectively,
representing rather negative and positive conveyed sentiment, respectively.

Many alternative mappings may exist for, e.g., different domains or languages.
Mappings may for instance be skewed towards positive or negative sentiment
scores or sentiment boundaries may be unequally spread across the full range of
considered sentiment scores. In this light, the challenge is to find an optimal set of
boundaries for each considered domain or language. The goal of this optimisation
process is to minimise the total costs κb associated with a given set of boundaries
b. We define these costs as the sum of the number of misclassifications εci (b) in
each individual sentiment class ci ∈ {1, 2, 3, 4, 5}, given the set of boundaries b, i.e.,

κb =

5∑
i=1

εci (b) . (2)

As such, the optimisation yields a set of boundaries associated with the least
possible number of misclassifications, subject to the constraint that the boundaries
must be non-overlapping and ordered, while being larger than the sentiment score
lower bound ζl (e.g., −1.5) and smaller than the sentiment score upper bound ζu
(e.g., 1.5), i.e.,

ζl < b1 < b2 < b3 < b4 < ζu. (3)

Figure 1 Intuitive mapping from sentiment scores to universal star ratings.
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Finding an optimal set of sentiment boundaries is not a trivial task, as
many combinations exist. Moreover, the sentiment boundaries are interdependent.
Once an arbitrary boundary is set, it affects the possible locations of the other
boundaries. Furthermore, classes may not be perfectly separable in the sole
dimension of sentiment scores. Many algorithms can be used in order to cope with
such issues. One may want to consider using a greedy algorithm when constructing
a set of boundaries. Alternatively, heuristic or randomised optimisation techniques
like genetic algorithms may be applied in order to explore the multitude of possible
solutions. Last, if the size of the data set allows, a brute force approach can be
applied in order to assess all possible boundary sets at a certain level of granularity.

By using our proposed method, the sentiment conveyed by people’s utterances
of opinions in natural language can first be accurately analysed by means of
sentiment analysis tools tailored to the language of these texts. The sentiment
scores thus obtained can subsequently be transformed into universal star ratings by
means of language-specific sentiment mappings, such that information monitoring
systems can base their analyses on these universal classifications of intended
sentiment rather than on less meaningful language-specific sentiment scores.

3.3 Star Ratings as a Non-Monotonic Function of Sentiment Scores

The sentiment mapping as proposed in Section 3.2 assumes that higher language-
specific sentiment scores are associated with higher star ratings and that the
sentiment classes associated with these star ratings are perfectly separable by
non-overlapping boundaries in the dimension of language-specific sentiment scores.
However, sentiment scores and star ratings may not be perfectly positively
correlated, as, e.g., people tend to use rather positive words in negative
reviews (Taboada et al., 2008). Moreover, sentiment classes may not be perfectly
linearly separable in the dimension of language-specific sentiment scores. These
concerns are not accounted for when modelling the relation between conveyed
sentiment and intended sentiment as a monotonically increasing step function.

In this light, we propose to relax some constraints imposed on the model
by our assumptions, such that the mapping M : ζd → cd between the sentiment
scores ζd and star ratings cd of a document d can possibly be more accurate. We
propose to drop the monotonicity constraint and allow for a non-linear relation
between sentiment scores and star ratings, while not enforcing all star ratings to
be represented in the mapping. To this end, we consider modelling our sentiment
mappings by means of two machine learning approaches that are commonly used
in state-of-the-art sentiment analysis methods, i.e., a näıve Bayes model and a
support vector machine (Pang & Lee, 2008).

3.4 Incorporating a Bag-of-Sentiwords Representation

The machine learning methods for modelling sentiment mappings M : ζd → cd
proposed in Section 3.3 essentially represent sentiment-carrying text of a document
d by means of a vector consisting of only one feature, i.e., the overall sentiment
ζd conveyed by the natural language text as a whole. As our considered sentiment
classes cd may not be perfectly separable in the sole dimension of language-specific
sentiment scores ζd, additional features may help improve the performance of the
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näıve Bayes and support vector machine methods proposed in Section 3.3. The
purpose of such additional features is to capture distinguishing characteristics
of natural language content, such that the associated sentiment classes can be
separated more accurately.

Sentiment-carrying words are considered to play a major role in conveying
the overall sentiment of a text (Hogenboom et al., 2012), as opinionated texts
have been shown to significantly differ from non-opinionated texts in terms
of occurrences of sentiment-carrying words (Van der Meer et al., 2011). As
such, sentiment-carrying words are attractive features to be included in vector
representations of sentiment-carrying text, along with the overall sentiment
conveyed by the text as a whole. To this end, we propose to incorporate the bag-of-
sentiwords representation proposed by Hogenboom et al. (2012), thus introducing
the occurrence of lexical representations of sentiment-carrying words retrieved
from a sentiment lexicon as features in our vector representation of text. As such,
we propose a sentiment mapping M : (ζd,Ξ)→ cd of ζd to cd, dependent on a
vector of bag-of-sentiwords features Ξ.

Following Hogenboom et al. (2012), we opt for a binary representation of
our additional features Ξ, as we assume the sentiment conveyed by a text
to be in the (number of) distinct words with a similar semantic orientation,
rather than in their frequency of occurrence. Moreover, binary features have been
shown to be more effective for sentiment analysis purposes than frequency-based
features (Pang et al., 2002). In addition to incorporating a bag-of-sentiwords
representation in our vector representations of sentiment-carrying text, we propose
to account for negation by differentiating between sentiment-carrying words and
their negated counterparts, as accounting for negation has been shown to improve
the performance of sentiment analysis approaches (Heerschop et al., 2011b;
Hogenboom et al., 2011).

As an example, let us consider the very negative sentence “I would not
recommend seeing that awful movie; it’s just awful!”, which could be assigned a
sentiment score of −1.5 and contains the negated, positive word “recommend”
and two occurrences of the negative word “awful”. This sentence could be
represented as a vector (−1.5, 0, . . . , 0, 1, 0, . . . , 0, 1, 0, . . . , 0), with the first feature
representing the sentiment score, the ones representing the occurrence of the
negation of “recommend” and the occurrence of awful, and all zeros representing
the occurrence of all other considered (possibly negated) sentiment-carrying words.
This vector representation can be used for classifying the star rating of the
associated text, while accounting for both its conveyed sentiment and the specific
(possibly negated) words that convey this sentiment.

4 Evaluation

The methods proposed in Section 3 can be used to explore how language-specific
sentiment scores can be converted into universal star ratings and how such
mappings differ across collections of documents in different languages. In this
section, we present our experimental set-up and discuss our experimental results.
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4.1 Experimental Setup

In our analysis, we consider two sets of similar documents. Our first data
set consists of 1,759 short movie reviews in Dutch, crawled from various Web
sites (Korte Reviews, 2011; Lemaire, 2011). The second data set considered in our
current work consists of 46,315 short movie reviews in English (Metacritic, 2011;
Short Reviews, 2011). These data sets essentially represent two distinct scenarios
in which we assess our methods for mapping sentiment scores to star ratings. As
we mainly assess these two scenarios in isolation, our analysis is not much affected
by the difference in sample size of the two considered data sets.

Each review in our data sets has been rated by its respective author on a scale
of one to five or, for some Web sites, ten stars, with more stars implying a more
positive verdict. We have constructed a ground truth on intended sentiment of our
documents based on the ratings as given by their respective authors, where we
have converted all scores on a ten-star scale to a five-star scale by dividing these
scores by two and rounding the resulting scores to the nearest integer. For both
considered languages, this process has yielded a data set in which the documents
are distributed as shown in Figure 2.

The documents in both data sets are first analysed for the sentiment conveyed
by their natural language content by means of an existing framework for lexicon-
based sentiment analysis in multiple languages, i.e., Dutch and English (Bal et
al., 2011). This framework is essentially a pipeline in which each component
fulfils a specific task in analysing the sentiment of a document. For each
supported language, the sentiment analysis framework performs the text cleaning,
word tokenisation, POS tagging, word type classification, and sentiment scoring
tasks as described in Section 3.1 by means of proprietary components in a
C# implementation of the framework. The components for Dutch and English
sentiment analysis are similar and use proprietary sentiment lexicons, which have
been manually created and maintained.

Using this existing lexicon-based sentiment analysis framework in order to score
each document in our considered Dutch and English data sets for the sentiment
conveyed by its natural language content yields a set of 1,759 two-dimensional
data points for Dutch and 46,315 similar two-dimensional data points for English.
Each of these data points represents a paired observation of a language-specific
sentiment score and the associated universal star rating of intended sentiment. For
both considered languages, the data points thus obtained can be used to construct
mappings between sentiment scores and star ratings for each considered language
by means of the methods described in Section 3.

Figure 2 Distribution of our Dutch and English documents over star rating classes.
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First, we consider modelling the relation between language-specific sentiment
scores and universal star ratings by means of a monotonically increasing step
function (MIS). The goal here is to create a sentiment map similar to the intuitive
one depicted in Figure 1. In order to optimise the location of the sentiment
boundaries in these mappings, we use a brute force approach, where we optimise
the performance of the resulting mapping in terms of number of misclassifications
for all possible combinations of boundaries. We utilize a step size of 0.1, as this
granularity renders a exploration of the full solution space feasible.

Second, we consider modelling our sentiment mappings by means of two
machine learning (ML) methods that are commonly used in state-of-the-art
sentiment analysis approaches (Hogenboom et al., 2012), i.e., a näıve Bayes (NB)
model and a support vector machine (SVM). As such, we drop the monotonicity
constraint of our first sentiment mapping method and allow for a non-linear
relation between language-specific sentiment scores (SS) and (some) star ratings.
In order to do so, we essentially represent each document by means of a vector
consisting of only one feature, i.e., the overall sentiment conveyed by the natural
language content of the document as a whole. We use existing WEKA (Hall et
al., 2009) implementations of NB and SVM models, i.e., NaiveBayes and SMO,
respectively, with their default settings.

Last, we expand the vector representations used by our NB and SVM
models by incorporating bag-of-sentiwords (BoS) features in these ML methods.
To this end, we introduce binary features into our vector representations of
documents, signalling the presence of lexical representations of sentiment-carrying
words retrieved from the proprietary general purpose sentiment lexicon used
by our employed sentiment analysis framework. We only represent those lexical
representations of sentiment-carrying words that occur in at least one of our
documents. The presence of the negated counterparts of these sentiment-carrying
words (if any) is signalled by separate features in order to account for negation.
Negation is detected by our employed sentiment analysis framework, which
considers a sentiment-carrying word to be negated if it is preceded by a negating
modifier. We thus obtain 509 features representing the occurrence of (negated)
sentiment-carrying words in our Dutch documents and 884 features representing
the occurrence of (negated) sentiment-carrying words in our English documents.

Our models’ quality is assessed by means of the 10-fold cross-validated overall
accuracy and the macro-level F1-measure. Accuracy is the overall proportion
of correctly classified documents. The macro-level F1-measure is the average
F1-measure of the individual star rating classes, weighted for their respective
relative frequencies. An F1-measure of a class is the harmonic mean of the
precision and recall of that class. Precision quantifies the number of documents
assigned to a class, relative to the number of documents that should have been
assigned to that class, whereas recall quantifies the number of documents correctly
assigned to that class, relative to the number of documents in that class. In our
performance evaluation, we consider an absolute baseline of random classification,
with probability distributions equal to the class distributions as depicted in
Figure 2. We assess the statistical significance of performance differences by means
of a paired two-sample one-tailed t-test.
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4.2 Experimental Results on Dutch Documents

Our considered methods for mapping scores for language-specific sentiment
conveyed by natural language text to intended sentiment, captured by universal
star ratings, result in clearly distinct sentiment mappings. Examples of our
constructed sentiment mappings for Dutch documents are visualised in Figure 3.
Several observations can be made in these visualisations.

First, Figure 3(a) shows that the MIS model for our considered movie reviews
in Dutch is more or less consistent with the intuitive sentiment mapping depicted
in Figure 1. The classes of intended sentiment are approximately equally spread
across the dimension of language-specific sentiment scores. Moreover, extreme
sentiment scores are associated with extreme star ratings, whereas the three-star
class, representing neutral or mixed sentiment, is associated with rather moderate
sentiment scores.

Figure 3 Typical sentiment mappings constructed on the training set of one specific
fold of our evaluation of our collection of opinionated Dutch documents. These
sentiment mappings depict how the (majority of) our considered opinionated
Dutch documents which convey specific sentiment scores in the test set of this
fold are classified by means of our initial monotonically increasing step
function (a), the best performing machine learning model using only the
sentiment score as feature (b), and the best performing machine learning
model additionally incorporating bag-of-sentiwords features (c).
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(a) Monotonically increasing step function.
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(c) Enriched with bag-of-sentiwords (SVM).
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Additionally, Figure 3(b) demonstrates that the SS models produce
monotonically increasing step functions, even though this is not enforced. The
sentiment mappings differ from the MIS mapping in that the SS models tend to
focus on the distinction between three and four stars. This suggests that in our
Dutch corpus, the overall sentiment conveyed by the words of a text as a whole can
best be used for making a rough distinction between the two most frequent classes
of intended sentiment, i.e., neutral or mixed sentiment and positive sentiment. A
more fine-grained distinction between classes of intended sentiment appears to be
difficult when only considering the sentiment conveyed by the words in a text.

When taking into account the occurrence of specific sentiment-carrying words,
such a more fine-grained distinction can be made, as the BoS models for
Dutch documents typically show a more scattered, non-monotonic mapping from
language-specific sentiment scores to star ratings, as visualised in Figure 3(c). This
suggests that the relation between conveyed and intended sentiment only partly
depends on the specific sentiment-carrying words used in the text.

Our distinct models perform significantly different from one another when
using the constructed sentiment mappings for classifying text into one out of
five star categories, as demonstrated by Tables 1, 2, and 3. The initial MIS
sentiment mapping, albeit the most intuitive and interpretable model, is the worst
performing sentiment mapping, being outperformed even by random classification.
For our collection of Dutch movie reviews, the constraints of monotonicity,
linearity, and representation of all star rating classes clearly thwart the predictive
power that language-specific sentiment scores conveyed by words have with respect
to the intended sentiment. The less constrained SS and BoS models significantly
outperform the MIS model in terms of both macro-level F1-score and overall
accuracy, with performance improvements of more than 100%.

Overall, on our Dutch corpus, the best performing models are the BoS models,
which do not significantly differ from one another in terms of performance.
Besides significantly outperforming the initial MIS model, the BoS models perform
significantly better than the SS models and moreover exhibit a more consistent
performance across sentiment classes, as signalled by their relatively low standard
deviations. This indicates that for our collection of Dutch movie reviews, sentiment
conveyed by a text as a whole can be better mapped to universal star ratings
of intended sentiment when accounting for the specific sentiment-carrying words
conveying the sentiment of the text. Nevertheless, even our best models can map
conveyed sentiment to intended sentiment only to a limited extent, as our highest
macro-level F1-scores and overall accuracy are approximately 50%.

Table 1 The weighted mean (µ) and standard deviation (σ) of the macro-level
F1-scores and accuracy over all classes, as computed for our considered
methods on our Dutch movie review corpus, based on 10-fold cross-validation.
The best performance is printed in bold for each performance measure.

Mapping F1 (µ) F1 (σ) Accuracy

Random 0.350 0.123 0.349
MIS 0.210 0.094 0.193
SS (NB) 0.421 0.218 0.488
SS (SVM) 0.396 0.206 0.456
BoS (NB) 0.479 0.198 0.524
BoS (SVM) 0.490 0.153 0.524
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Table 2 Relative differences of 10-fold cross-validated macro-level F1-scores of our
considered approaches, benchmarked against one another on our collection of
Dutch movie reviews. Performance differences marked with ∗ are statistically
significant at p < 0.01, those marked with ∗∗ are significant at p < 0.001, and
those marked with ∗∗∗ are significant at p < 0.0001.

Benchmark Random MIS SS (NB) SS (SVM) BoS (NB) BoS (SVM)
Random 0.000 -0.400∗∗∗ 0.204∗∗ 0.132 0.370∗∗∗ 0.401∗∗∗

MIS 0.667∗∗∗ 0.000 1.006∗∗∗ 0.887∗∗∗ 1.283∗∗∗ 1.335∗∗∗

SS (NB) -0.169∗∗ -0.502∗∗∗ 0.000 -0.060∗ 0.138∗∗∗ 0.164∗∗

SS (SVM) -0.116 -0.470∗∗∗ 0.063∗ 0.000 0.210∗∗∗ 0.238∗∗∗

BoS (NB) -0.270∗∗∗ -0.562∗∗∗ -0.121∗∗∗ -0.174∗∗∗ 0.000 0.023
BoS (SVM) -0.286∗∗∗ -0.572∗∗∗ -0.141∗∗ -0.192∗∗∗ -0.022 0.000

Table 3 Relative differences of the 10-fold cross-validated overall accuracy of our
considered approaches, benchmarked against one another on our collection of
Dutch movie reviews. Performance differences marked with ∗ are statistically
significant at p < 0.01, those marked with ∗∗ are significant at p < 0.001, and
those marked with ∗∗∗ are significant at p < 0.0001.

Benchmark Random MIS SS (NB) SS (SVM) BoS (NB) BoS (SVM)
Random 0.000 -0.446∗∗∗ 0.399∗∗∗ 0.306∗∗∗ 0.502∗∗∗ 0.502∗∗∗

MIS 0.805∗∗∗ 0.000 1.526∗∗∗ 1.357∗∗∗ 1.712∗∗∗ 1.712∗∗∗

SS (NB) -0.285∗∗∗ -0.604∗∗∗ 0.000 -0.067∗ 0.074∗ 0.074
SS (SVM) -0.234∗∗∗ -0.576∗∗∗ 0.071∗ 0.000 0.150∗∗∗ 0.150∗∗∗

BoS (NB) -0.334∗∗∗ -0.631∗∗∗ -0.069∗ -0.131∗∗∗ 0.000 0.000
BoS (SVM) -0.334∗∗∗ -0.631∗∗∗ -0.069 -0.131∗∗∗ 0.000 0.000

4.3 Experimental Results on English Documents

The sentiment mappings created using our methods on our collection of English
movie reviews look different from the Dutch sentiment mappings. Figure 4 exhibits
some of the distinctive features of our constructed sentiment mappings for our data
set of English documents.

First, the initial MIS model and, to a lesser extent, even the more sophisticated
SS and BoS models show a bias towards negative sentiment scores. In general,
in our corpus of English movie reviews, moderately positive and even moderately
negative sentiment scores of sentiment conveyed by natural language content are
typically already associated with the highest, i.e., most positive star ratings of
intended sentiment by all of our models.

Additionally, similarly to our findings for our Dutch corpus, Figure 4(b)
demonstrates that the SS models produce monotonically increasing step functions
for our English corpus, even though this is not enforced. As is the case in our
Dutch corpus, the English sentiment mappings produced by our SS models differ
from the MIS sentiment mapping in that the SS models tend to focus on the
distinction between only two star rating classes which are relatively frequent in the
corpus. Our English SS models tend to focus on the distinction between clearly
positive and clearly negative documents, i.e., those associated with five stars and
one star, respectively. In our corpus, the overall sentiment conveyed by the words
of an English text as a whole can apparently best be used for making a rough
distinction between two classes of intended sentiment, i.e., positive and negative
sentiment.
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A more fine-grained distinction between classes of intended sentiment is
possible when not only considering the sentiment conveyed by the words in a text,
but by additionally accounting for the specific words conveying this sentiment as
well. The BoS models for our collection of English movie reviews typically show
a rather scattered, non-monotonic mapping from conveyed sentiment to intended
sentiment. The bias towards negative sentiment scores is less apparent in the BoS
models than it is in the other models and, overall, the relation between conveyed
sentiment and intended sentiment appears to be more complex. For instance, some
documents with overall positive scores are classified as having the most negative
rating when accounting for the distinct sentiment-carrying words used. Similarly,
some documents with overall negative scores are classified as having the most
positive star rating by our BoS-based sentiment mappings. As such, the specific
sentiment-carrying words used in English text appear to play an important role in
the relation between conveyed and intended sentiment.

Figure 4 Typical sentiment mappings constructed on the training set of one specific
fold of our evaluation of our collection of English reviews. These sentiment
mappings depict how the (majority of) our considered opinionated English
documents which convey specific sentiment scores in the test set of this fold
are classified by means of our initial monotonically increasing step function
(a), the best performing machine learning model using only the sentiment
score as feature (b), and the best performing machine learning model
additionally incorporating bag-of-sentiwords features (c).
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(a) Monotonically increasing step function.
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Tables 4, 5, and 6 show that the MIS and SS (SVM) models are the
worst performing models on our English corpus, hardly outperforming random
classification of intended sentiment. The SS (NB) approach yields somewhat better
sentiment mappings. Yet, it is only when the occurrence of sentiment-carrying
words is taken into account that performance clearly improves with over 50%
in terms of macro-level F1-scores, and over 10% in terms of overall accuracy,
compared to the MIS model. Compared to our findings on our Dutch corpus, these
improvements are relatively small, yet significant. This is caused by our English
MIS model being of a comparatively good quality in terms of performance, as
opposed to our Dutch MIS model. Our best English sentiment mappings exhibit
an overall accuracy of over 50%, yet the best macro-level F1-score is approximately
45%. As such, for our English corpus, the scores of conveyed sentiment can be
mapped to star ratings of intended sentiment only to a limited extent.

Table 4 The weighted mean (µ) and standard deviation (σ) of the macro-level
F1-scores and accuracy over all classes, as computed for our considered
approaches on our English movie reviews, based on 10-fold cross-validation.
The best performance is printed in bold for each performance measure.

Mapping F1 (µ) F1 (σ) Accuracy

Random 0.305 0.292 0.449
MIS 0.296 0.303 0.457
SS (NB) 0.357 0.293 0.480
SS (SVM) 0.284 0.311 0.454
BoS (NB) 0.437 0.241 0.505
BoS (SVM) 0.425 0.257 0.511

Table 5 Relative differences of 10-fold cross-validated macro-level F1-scores of our
considered approaches, benchmarked against one another on our collection of
English movie reviews. Performance differences marked with ∗ are statistically
significant at p < 0.01, those marked with ∗∗ are significant at p < 0.001, and
those marked with ∗∗∗ are significant at p < 0.0001.

Benchmark Random MIS SS (NB) SS (SVM) BoS (NB) BoS (SVM)
Random 0.000 -0.031∗∗∗ 0.169∗∗∗ -0.071∗∗∗ 0.429∗∗∗ 0.391∗∗∗

MIS 0.032∗∗∗ 0.000 0.207∗∗∗ -0.042∗∗∗ 0.475∗∗∗ 0.435∗∗∗

SS (NB) -0.145∗∗∗ -0.171∗∗∗ 0.000 -0.206∗∗∗ 0.222∗∗∗ 0.189∗∗∗

SS (SVM) 0.076∗∗∗ 0.043∗∗∗ 0.259∗∗∗ 0.000 0.538∗∗∗ 0.497∗∗∗

BoS (NB) -0.300∗∗∗ -0.322∗∗∗ -0.182∗∗∗ -0.350∗∗∗ 0.000 -0.027∗∗

BoS (SVM) -0.281∗∗∗ -0.303∗∗∗ -0.159∗∗∗ -0.332∗∗∗ 0.027∗∗ 0.000

Table 6 Relative differences of the 10-fold cross-validated overall accuracy of our
considered approaches, benchmarked against one another on our collection of
English movie reviews. Performance differences marked with ∗ are statistically
significant at p < 0.01, those marked with ∗∗ are significant at p < 0.001, and
those marked with ∗∗∗ are significant at p < 0.0001.

Benchmark Random MIS SS (NB) SS (SVM) BoS (NB) BoS (SVM)

Random 0.000 0.018∗∗∗ 0.070∗∗∗ 0.012∗∗∗ 0.125∗∗∗ 0.139∗∗∗

MIS -0.018∗∗∗ 0.000 0.051∗∗∗ -0.006∗∗∗ 0.105∗∗∗ 0.119∗∗∗

SS (NB) -0.065∗∗∗ -0.048∗∗∗ 0.000 -0.054∗∗∗ 0.052∗∗∗ 0.065∗∗∗

SS (SVM) -0.012∗∗∗ 0.006∗∗∗ 0.057∗∗∗ 0.000 0.112∗∗∗ 0.125∗∗∗

BoS (NB) -0.111∗∗∗ -0.095∗∗∗ -0.049∗∗∗ -0.100∗∗∗ 0.000 0.012∗

BoS (SVM) -0.122∗∗∗ -0.106∗∗∗ -0.061∗∗∗ -0.111∗∗∗ -0.012∗ 0.000
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4.4 Overall Experimental Results

The results presented in Sections 4.2 and 4.3 demonstrate that sentiment mappings
may have different characteristics for distinct collections of documents – in our case
documents written in different languages. The constructed sentiment mappings
for our considered data sets do however exhibit some similar patterns. First,
in both data sets, allowing for a non-linear, non-monotonic relation between
conveyed sentiment and intended sentiment – possibly not covering all star rating
classes – yields sentiment mappings that tend to make only crude distinctions
between sentiment classes, e.g., positive and negative. Second, the relation between
conveyed and intended sentiment only partly depends on the specific sentiment-
carrying words used in a document’s natural language content. Involving the
occurrence of such words in the analysis of a document and its associated intended
sentiment enables a significantly better distinction between the five considered
classes of intended sentiment, as compared to not accounting for such features. In
this light, methods for classifying intended sentiment would benefit from a type of
analysis in which the specifics of natural language content are taken into account.

Our best performing sentiment mappings for both Dutch and English
documents tend to be non-monotonic – occasionally, more positive sentiment
scores are associated with a more negative intended sentiment, and vice versa.
As our considered sentiment scores are mainly constituted by sentiment-carrying
words and their modifiers, and largely ignore semantic and structural aspects
of content, our results suggest that intended sentiment may not necessarily be
conveyed by the sentiment-carrying words and their modifiers per se, but rather by
the way in which these words are used. An additional explanation for the observed
non-monotonicity of the constructed sentiment mappings lies in our mappings only
covering two dimensions of the sentiment analysis problem, i.e., the dimension of
language-specific sentiment scores and the dimension of intended sentiment. Other
factors such as rhetoric or even cultural aspects may be affecting the relation
between sentiment scores and intended sentiment, thus yielding non-monotonic
mappings in the two considered dimensions. As such factors are not explicitly
accounted for in our mappings, we can only successfully map sentiment conveyed
by natural language text to intended sentiment to a limited extent.

An error analysis of our results on both collections of Dutch and English texts
reveals that many classification errors are indeed caused by our sentiment analysis
methods accounting for what is said rather than for how sentiment-carrying words
are used. For instance, people tend to discuss different aspects of a movie and
possibly even of other movies before arriving at their conclusions. The sentiment
conveyed by the conclusions in such reviews appears to be a better proxy for the
intended sentiment. Another compelling example from our data is a review in
which the author heavily cites and criticises negative reviews and by doing so in
fact conveys a positive opinion while almost exclusively using negative sentiment-
carrying words. Even our best methods classify the intended sentiment of this text
as very negative, i.e., one star, whereas it should have been assigned five stars. In
this light, accounting for the (rhetorical) role of sentiment-carrying words in a text
may in the future help improve our mappings of conveyed sentiment to intended
sentiment.



20 A. Hogenboom et al.

5 Conclusions and Future Work

In this paper, we have proposed to use language-specific sentiment scores in order
to classify natural language text into universal star ratings, capturing people’s
intended sentiment. We envisage such mappings to be useful in analytical tools for
people’s true sentiment, independent of domain, language, or culture. The results
of our experiments with respect to modelling the relation between conveyed and
intended sentiment for both a Dutch corpus and an English corpus suggest that
the way natural language reveals people’s intended sentiment may differ across
distinct collections of documents. Additionally, the relation between conveyed and
intended sentiment of documents in both considered data sets only partly depends
on the sentiment conveyed by the words in a document. When accounting for
the occurrence of specific sentiment-carrying words used in a document’s natural
language content, our results show that language-specific sentiment scores can
separate universal classes of intended sentiment to a better, but still limited extent.

The findings presented in this paper indicate that, in practice, language-specific
sentiment scores form a good starting point for capturing people’s truly intended
sentiment, when combined with the specific sentiment-carrying words constituting
these scores. However, in order to be able to more accurately capture people’s
intended sentiment by means of analysing the natural language used by people to
convey their sentiment, more aspects of content, other than just the sentiment-
carrying words used, may need to be taken into account.

Therefore, in future work, we aim to explore the viability of exploiting other
aspects of text when analyzing people’s intended sentiment. The key may not
be so much in what people say, but rather in how they use sentiment-carrying
words in their motivation for their opinion. In this light, we aim to distinguish
important from less important text segments with respect to the overall intended
sentiment, for instance based on their rhetorical role, and to take this into account
when classifying an author’s intended sentiment. Additionally, the possibility for
a user to provide star ratings when writing a review may give less incentive for
a user to verbally express the sentiment associated with the rating. Therefore, we
consider using other aspects of content, e.g., emoticons or latent cues, as a proxy
for intended sentiment in future work.

As an alternative to our considered methods, future work could also be focused
on using the occurrences of specific words, (latent) cues, and/or semantic and
structural aspects of content in order to directly categorize text into universal
classes of intended sentiment. Last, an interesting direction for future work could
be to explore the cultural dimension of sentiment analysis, as people with different
cultural backgrounds may make different use of the same language in order to
convey their sentiment.
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