Argumentation
Mining

MARIE-FRANCINE MOENS

JOINT WORK WITH RAQUEL MOCHALES AND PARISA KORDJAMSHIDI
LANGUAGE INTELLIGENCE AND INFORMATION RETRIEVAL
DEPARTMENT OF COMPUTER SCIENCE

KU LEUVEN, BELGIUM

http://liir.cs.kuleuven.be

http://people.cs.kuleuven.be/~sien.moens/




Outline

*PhD thesis of Raquel Mochales

*Focus on two problems:
= Learning models that recognize argumentation structures

= Learning representations that help detecting
relationships between argumentation components

=Conclusions

IS-SWIS 2015 2



KATHOLIEKE UNIVERSITEIT [SArenberg Doctoral School of Science, Engineering & Technology

Faculty of Engineering
Department of Computer Science

Automatic Detection and Classification of
Argumentation in a Legal Case

Raquel MOCHALES

Dissertation presented in partial
fulfillment of the requirements for
the degree of Doctor

in Engineering

July 2011

IS-SWIS 2015




Argumentation mining of legal cases

Legal field:
> Precedent reasoning

o Search for cases that use a similar type of reasoning, e.g.,
acceptance of rejection of a claim based on precedent cases

Argumentation mining:

> Needs detection of the argumentation structure and
classification of its components

> Components or segments are connected with argumentative
relationships

> Adds an additional dimension to argumentative zoning (i.e.,
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Argumentation structure
of a case of the European
Court of Human Rights

—r
I

Figure |.1: Reasoning structure of the legal case In Appendix A. Each block 1s
a sentence of the legal case. There are 3 arguments (blue, green and red) that
Justify the final dectsion (brown). The contents of cach argument and the final
dectsion can be seen In detall In Figures 1.2, 1.3, | dand 15

[PhD thesis Raquel Mochales Palau 2011]
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The Court notes
that this complaint
Is not manifestly
W-founded within
tho moaning of
Article 3553 It must

of the Convention, therefore be
Adr Larid

it further notes that admissible.
it is Nat inadmissibie
on any other
grounds.

Figure 1.2: Closer view 1st Argument

Article 41 of the Convention provides:
*If the Court finds that there has been a
viclation of the Convention or the

Protocols thereto, and If the internal

law of the High Contracting Party Accordingly, the

concemed allows only partial reparation Court conziders

to be made, the Court shall, If necessary,| that:: a:::l

afford Just satisfaction to the Injured el

party.” under this
provision.

applicant has not filed a claim for
st satisfaction.

Figure 1.3: Closer view 2nd Argument

FOR THESE REASONS, THE COURT UNANIMOUSLY
1. Declares the application admessible;
2. Holds that there has baen a viclation of Article 6 § 1 of the Canvention

Figure 1.4: Closer view Final Decision
[PhD thesis Raquel Mochales Palau 2011]
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... as provided in Article 6 & 1)
thwe Convention, which
reads as follows: In the
etermination of his civil
rights and obligations......,
ryone is entitied to afair...
hearing within reascnable
time... byfa)... tribunal™

ou erates tha
reasonableness of the length
praceedings must be
ssessed inthe light of ..,
particularly the complexity of
e case, the conduct of the cordingly, there
pplicant and of the relevant has been a violation

Article 6 § 1 of the
[TRE Court conaiders thot the
present proceedings .. were
not particularly complex.
regards the conduct of the
ppicant ... applicams cannot
blamed far making full use

OWever, an applicant's ENCI
.. whether or not the reasonable

e present case,
he Court acknowledges
hat the apphcant had

augh Such conduct he Court therefore
comtributed ..., it is not ... || [fnds that the overall
sufficiant to axplain 1
the lanath of the
extensive proceedings.

proceedings cannat
be regorded as

“reasonable”,

The Cowrt cannat
|| N3 that the
rst set of proceedings, G.wemmmt has -
ere is a period of given sufficient
activity of more than || | @xplanation for thase
delays that occurred.

[PhD thesis Raquel Mochales Palau 2011]
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[PhD thesis of Raquel Mochales 2011]

> Argumentation: a process whereby arguments are constructed, exchanged and
evaluated in light of their interactions with other arguments

> Argument: a set of premises - pieces of evidence - in support of a claim

> Claim: a proposition, put forward by somebody as true; the claim of an argument is
normally called its conclusion

> Argumentation may also involve chains of reasoning, where claims are used as
premises for deriving further claims
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j==D
| |==: For tkhese recasons, the Commission by a majority declares the applicatiom admissible,
| without prejudging the zerits.
=4
I==A
I 1--C
I | |==: It follows tkat tke application cannct be dismissed as manifestly ill-founded.
I |==A
| |=-P
| | |==: It comsiders tkat the applicant 's cozplaicts raise serious issues of fact
| | acd lav under the convention, the determination of which skbould depend on
| | ac examinaticn cof the merits.
| =P
| |==: The Comziszzion has taken cognizance of the subziszsicns of the parties.
|==A
|==C
| |==: Ia tkese circumstances, the Comzission finds that the applicatior cancot be
| declared inadzissible for non-exhaustion of domestic rezedies.
|==A
| =P
| |==: The Comzissicn recalls that article art. x of the comvention cnly requires
| tke exhausticn of such rezedies which relate tc the breaches of the
| convention alleged and at the zame time can provide effective and sufficient
| redress.
=P
| |==: The Comziszsion notes that irn the context cof the zection powvers the
| secretary of state has a very wide discretiom.
|=-P
| |==: The Comzissicn recalls that in the case of temple v. the urnited kingdez
| no. x dec. d.r. p.
=P

|==: The Comziszsion held that reccurse to a purely discreticoary power on

| thke part of the secretary of state did not comstitute an effective

| dozestic remedy.

|==: The Comziszsicn firds that the suggested application for discreticnmary
relief in the instant case canrcot do so eitker.

Fig. 6: Qutput of the automatic system: small fragment of the argumentation tree-structure of a
document
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Fig, 5 Context-free grammar used for argumentation strocture detection and proposition
classification

Table 8:

Teeminal and non-terminal symbols from the context-free grammar used in the argu-

m*m.n Wl(\:lim.
enersl argumentative steoctare of legal case
K Argumentative structure that leads to » Bnal decison of the iInciSinder A =
far....,0.), each @ & an angament froen the argumentative structure.
D The tinal deckicn of the factlinder D« {d, ..., d.}. ench 4, is a sentence of the
final decsion
"~ One o more premises = {p, .., Py 2, 6800 Py 18 & mentence chussitiod s premise
| Preemise with at lesst ane contrast rhetorical marker
- Premise with at lesst ane article rhetorcal marser
Fous Premise with at lesst ane support rhetorical markee
Forap | Premise with at lesst ane verb related to a promise
C Sentence with 3 conclusive meaning
n Semtence, clause or word that indicates coe or more premmises will follow
s Serence, Clause o Word netther classfiod a3 & conclusion Dar & & premise (& =
(C1P)).
e Coaclusive rhetoeical marker (e thercfore, thus, ...
T Suppoet rhetorics]l marker (e muoreover, furthermare, also, ...
Pa Comtrast rhetoeionl marier (eg however, slthough, ... ).
Part Arntle reference [eg. terms of anticle, art. para. ... ).
tp Verd related to a premise (e, note, recall, state,... ).
v, Verd related 1o a conclusion (e.g. rejoct, dismiss, declare, ...).
S The estity providing the argumentation (e.g. cowrt, jury, commssion, ...

Experiments with
decisions of the
European Court of
Human Rights (ECHR)

[Mochales & Moens Al & Law 2011]
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Features of supervised classifier:
Clauses described by unigrams, bigrams, adverbs, legal keywords, word couples
over adjacent clauses, ...

Table 7: Results from the classification of Coneclusions in the ECHR

Classifier Combination Precision | Recall | F-Measure
Max.Ent. and Support 77.49 GO.88 | 74.07

Vector Machine
Context-iree Grammar G1.00 75.00 | 67.27

Table 8: Results from the classification of Premises in the ECHR
Classifier Combination Precision | Recall | F-Measure
Maxt.Ent. and Support 70.19 66.16 | 68.12
Vector Machine
Context-free Grammar 59.00 71.00 | 64.03

Context free grammar allows also to recognize the
full argumentation structure: accuracy: 60%

[Mochales & Moens Al & Law 2011]
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Argumentation mining

Argumentation mining needs a large amount of interrelated
knowledge:

° Linguistic knowledge of the vocabulary, syntax and
semantics of the language and the discourse

o Knowledge of possible argumentation structures
> Knowledge of the subject domains

> Background knowledge of the person who uses the texts
at a certain moment in time
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Focus on two problems

Argumentation mining : difficult task !

In what follows: focus on two problems and possible
solutions:

= Learning models that recognize argumentation structures

= Learning representations that help detecting
relationships between argumentation components

IS-SWIS 2015 13



Learning models that recognize
argumentation structures

Humans who recognize argumentation have some
knowledge on what discourse structures to expect

Grounds, Qualifier Claim

Warrant Rebuttal

1920 x 1200 - technmarketing.com

Backing [TOU|m|n 1958]
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Other argumentation structures

Many different argumentation schemes/structures discussed in [Walton 1996]
Work of Prakken, Gordon, Bench-Capon, Atkinson, Wyner, Schneider, ...

Coneation role P(roponent) O(pponent)
The Ctuerw scrvnsraton -~ o
A D OG0 SN NY L~ _~ - —— .
e s typegen T(hesis) S(upport) Attack) s A
type N(ormal)  E(xample) R(ebut) U(ndercut) N E R u
combined S(imple) C(ombined) S Cc S c S c S Cc S Cc
It was Pascal who
was in Nadla's car ou B e
5 |
—— (A [ [k [4 ]
R I Nl Sormecoe wha locks ke Pazcal was ! gl L
n Y o i Pascal was in Nadi's Nad;a;s@"st ! | | [;] I ]
car e day of the murder S0Me poin .t
Argumant from Witnass Argunant [uﬁ ¢ | :’( o | T "%' i]
o % Testmony froen Swan d il Sl v -—J
l Witress Bob saw Nada's | Witness Bob assered Pascals soent was m
M » M e car veer off the rosd the sameone kacking like racognzed n Nada's
I day af the murder Pascal was in Nadia's car car by polioa dogs ( (i) (19) (v) o)
A ) V. ) . >

agle b ol Comn crpent senal diverpent

e Ammmiors 269 x 148 - jodischneider.com
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Structured machine learning

> Independent classifiers and combination of results (e.g.,
based on integer linear programming)

° Joint or global learning # local learning of independent
classifiers: joint training:

o 1 classification model for the global structure
o Qutput is = structure

Grounds, Qualifier | | claim

uuuuuuu

eeeeeee
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16



An example: spatial role labeling
framework

‘Thereisa white, large statue with spread arms on a hill. |

spatial roles

Trajector= {statue}
Landmark= {hill}
Spatial-indicator= {on}

spatial relation | Spatialrelation={(On,statue,hill)}

is-a is-a
Iy | Region={(On,statue,hill)} I'4 Direction={(On,statue,hill)} | General type
iIs-a is-a

I3 |EC=((On,statue,hil)} l r4| ABOVE=((On,statue,hill)} | Specific type

[Kordjamshidi & Moens 2015]



Output

Output variables = labels in the structure

The flag of Paraguay is waving at the top of the building.

compasea-o
is-a
= it o Detanca
i Direction -
GwRegn .  (agsing)
va S EQ O i o
is-a \ Cleft 2
isla ISNE @ isla is\a is-2 l
) \ Gene ection
CPP Ao 2 m ‘ -auypwﬂogm l ' ral-type=Dir '

C back 3 G below 2 3 Roc-s=Ec r4

Figure 1. (a) The spatial ontology. (b) Example sentence and the recognized spatial concepts.
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Learning mode

(argumentatior

s that recognize

) structures

Many possible approaches: e.g.,

> Conditional random fields: allow modeling dependencies

between labels and relational constraints as features

o Structured SVM, structured perceptrons: allow relational
constraintsto be modeled as constraintsin a cutting plane
algorithm [Kordjamshidi & Moens 2015]

Vk, try + lmg + nrol,, = 1

i, 4, locij +nloci; = 1
Vi,j, g > lOC,'j, lm]- > lOC,'j

Vi, g, i, 5" loci; > rrijirgr,  locg

> TTijitg

See also ICML 2015 Tutorial on Advances in Structured Prediction

by Hal Daumé I1l (University of Maryland) and John Langford

(Microsoft Research)

IS-SWIS 2015
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Representation learning?

> Most difficult problem when detecting the argumentation
structure:

> When are two text fragments related though an
argumentation relationship, e.g., which
premise/rebuttal belongs to which conclusion?

> Discourse markers might be ambiguous or missing

> Learning better representations that help detecting
relationships between argumentation components?
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Representation learning?

> When are two text fragments related though an
argumentation relationship, e.g., which
premise/rebuttal belongs to which conclusion?

> Often entails world knowledge or domain specific
knowledge

o Can we automatically learn better representations that

help detecting relationships between argumentation
components?

IS-SWIS 2015
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National Rejectors Inc., v. Trieman

In 1957, National employees , defendants
Trieman and Melvin started their own business
for producing coin-handling devices, Melvin,
working at his home, designed two rejectors
that were as close as possible to the
comparable National rejectors. He combined
his knowledge of the National device with
information obtained from measuring National
rejectors. He also used production drawings, a
few parts, and material obtained without
consent from National.

IS-SWIS 2015
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Representation learning?

> [BoltuZic & Snajder 2015] recognize arguments in online
discussions: e.g., entailment features (FE): from
pretrained entailment decision algorithms (which a.o. use
WordNet, VerbOcean); semantic text similarity features

(STS), ...
o Possibility of deep learning approaches, new models of
compositionality?
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Argumentation mining

Open field, awaiting research ...
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