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ABSTRACT
With consumer reviews becoming a mainstream part of e-
commerce, a good method of detecting the product or ser-
vice aspects that are discussed is desirable. This work fo-
cuses on detecting aspects that are not literally mentioned
in the text, or implicit aspects. To this end, a co-occurrence
matrix of synsets from WordNet and implicit aspects is con-
structed. The semantic relations that exist between synsets
in WordNet are exploited to enrich the co-occurrence matrix
with more contextual information. Comparing this method
with a similar method which is not semantics-driven clearly
shows the benefit of the proposed method. Especially cor-
pora of limited size seem to benefit from the added semantic
context.

1. INTRODUCTION
With the advance of e-commerce and the Web 2.0, online

consumer reviews are now ubiquitous. Review information
is valuable for consumers and producers alike, but the sheer
size of it makes its access prohibitive. To be able to leverage
the available information, automatic methods for processing
and summarizing consumer reviews are needed. In order to
provide sufficient insight, consumer review summaries have
to present sentiment information on an aspect level, as op-
posed to just one overall sentiment score [5]. This is usually
referred to as aspect-level sentiment analysis, and it roughly
consists of two core parts: detecting the aspects and classi-
fying sentiment for each aspect. In this work, only the first
part is discussed.

When aspects are mentioned literally in the text, they
are called explicit aspects, as opposed to implicit aspects,
which are only implied by some fragment of text. With
explicit aspects being much more numerous, most research
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has focused on that type of aspects. The little work [2, 7, 8,
6] that has been done on implicit aspects generally makes use
of co-occurrences between words and aspects, either directly
or via association rule mining.

“This product costs too much”

In this example, the aspect ‘price’ is not literally mentioned,
even though it is clearly implied by the word ‘costs’. This
directly links the word ‘costs’ to the implicit aspect ‘price’.
However, this link is not always so obvious.

“I could not sleep because of the noise”

When reviewing a hotel, this example sentence is obviously
a negative comment about the rooms or the location of the
hotel, but there is no clear word-to-aspect link that can be
used.

We propose a semantics-driven approach, extending the
work described in [6], that goes beyond the straightforward
word-to-aspect links that have been used in previous work,
employing word sense disambiguation and utilizing the se-
mantic relations between words in a text to provide a broader
semantic context for finding implicit aspects.

2. METHOD
The core element of the proposed method is to build a co-

occurrence matrix that contains the co-occurrence frequen-
cies of annotated implicit aspects and synsets from WordNet
in a training corpus. The synsets are acquired by performing
word sense disambiguation, for which the Lesk [4] algorithm
is used, and they represent the semantics or meaning of a
word given the context. This is done at training time using
only the training data.

At runtime, when processing the test data, a score is com-
puted for each potential implicit aspect, based on the co-
occurrence frequency between that implicit aspect and each
synset in a given sentence. This information is enriched by
adding a weighted fraction of the co-occurrence frequencies
of all semantically related synsets. This helps create a more
complete representation of the semantics that are being con-
veyed by a given sentence. A formula representation of this
runtime scoring process is shown in Eq. 1.
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where v is the number of synsets corresponding to a sen-
tence, ai is the ith implicit aspect in the total list of implicit
aspects, j is the jth synset in a sentence, ci,j is the co-
occurrence frequency of aspect i and synset j in the training
set, fj is the total frequency of synset j in the training set,
r is a semantic relation corresponding to synset j, R is the
set of semantic relations available in WordNet, Kr(j) is the
set of synsets corresponding to relation r and synset j, w(r)
is the optimized weight that corresponds to the semantic re-
lation r, ci,k is the co-occurrence frequency of aspect i with
the related synset k from Kr(j) in the training set, and fk
is the total frequency of synset k in the training set.

The potential implicit aspect that has the highest score
using the above formula is associated to this sentence, as
long as it exceeds a certain trained threshold. This enables
the algorithm to not choose any implicit aspect for a sen-
tence if scores are too low.

3. EVALUATION
Two standard data sets are used to evaluate the work

presented here. The first data set contains restaurant re-
views [1]; the second contains electronic product reviews [3].
Both data sets roughly have the same number of sentences.
However, whereas the restaurant data has 5 different im-
plicit aspects that all have a relatively high frequency, the
product data set has many different implicit aspects and
most implicit aspects have a frequency below 10.

For all algorithms, we use a 10-fold cross-evaluation. Op-
timization of the weights associated with the semantic re-
lations and the threshold are all performed on the training
data only. In [6], the effect of Part-of-Speech (POS) filters
was shown to have a significant effect on the results. With
POS filters, certain categories of words can be filtered out of
the co-occurrence matrix. For this evaluation, the presented
results are acquired by using the best performing POS filter
for each algorithm.

In Table 1, the results of the different methods are given.
The original word-based co-occurrence method from [6] is
reported, as well as the ‘Synsets’ method which only replaces
the words by the synsets using word sense disambiguation,
followed by the results of the ‘Relations’ method, which is
the ‘Synsets’ method enriched with information from the
semantic relations.

Method F1-score
Restaurant review data set

Schouten and Frasincar [6] 63.6 (NN+JJ)
Synsets 64.2 (NN)
Relations 79.4 (NN+VB+JJ)

Product review data set
Schouten and Frasincar [6] 12.5 (NN+VB+JJ+RB)
Synsets 12.9 (NN+JJ)
Relations 70.4 (all)

Table 1: Comparison of the F1-scores of the ‘Relations’,
‘Synsets’, and Schouten and Frasincar [6] methods. In
parentheses, the used, optimal, POS filter can be found.

From the above table, one can notice that simply exchang-
ing words for synsets does not significantly improve results.
This can be due to the fact that word sense disambiguation
is a very hard problem and the used algorithm is likely to
introduce errors that will offset any improvements gained
by using synsets. However, adding the information from the
semantic relations, which is only possible after transitioning
from words to synsets, yields a significant increase in perfor-
mance. This is true for both data sets, but more so on the
harder product data set, where only few positive training
examples are available. The lack of data is, at least par-
tially, compensated by having a broader semantic context
available.

4. CONCLUSION
In this work, a new method to find implicit aspects is pro-

posed that better represents the semantics of a sentence by
utilizing synsets and semantic relations in WordNet. Enrich-
ing an existing word-based co-occurrence method with this
semantic information improved the results, especially for the
smaller data set considered. An obvious improvement for fu-
ture work is to have the algorithm be able to assign more
than one implicit aspect to a given sentence. Furthermore,
the synsets and semantic relations from WordNet could be
complemented with concepts and relations from domain on-
tologies to yield an even better sentence representation.
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