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Abstract—In this paper we evaluate several novelty control
mechanisms for ranking Web news articles depicting a story.
These mechanisms rank individual news items based on a
novelty measure using as context the items which have been
previously reviewed. An evaluation within the Hermes news
personalization framework is performed for pairwise and non-
pairwise novelty control mechanisms based on various distance
measures and vector-based news representations. On average,
the most effective distance measure is Kullback-Leibler and
the best performing news representation vector uses named
entities.
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I. INTRODUCTION

The Web is a great source of information, affecting many
of our daily information-intensive activities. Among others,
this information comes in the form of news items. However,
the user is confronted with an overload of information, and
hence, many methods have been developed to filter and
structure this information. Often, these approaches are based
on queries made by the user to represent his interests. One
framework using this approach is Hermes [1]–[3]. Hermes
is a framework for personalizing news based on Semantic
Web technologies, which uses concepts from a knowledge
base instead of simple keywords for annotating and query-
ing. Unfortunately, this approach retrieves a lot of relevant
articles which offer no new information when compared to
the story depicted by previously reviewed articles.

Once a user finds a story which is relevant to his interests,
he might want to keep following this story. Story-based
news representation combined with novelty control could
allow the user to identify and keep track of developing
stories. Novelty control is a mechanism which sorts news
items based on their novelty compared to the seed item
and previously browsed items [4]. The seed item usually
is the first item from the story. Similar to grouping of news
in stories, novelty control makes use of distance measures
to determine the similarity of two documents. News items
which are dissimilar to other documents, but which belong to
the same story might indicate that the storyline is developing
and new information is released. Such documents should
receive a higher novelty score than others.

Most methods developed for these purposes use all words
from the documents as dimensions in a vector-based news

representation [4]. Common algorithms use language models
based on these words and compute the Kullback-Leibler
(KL) divergence [5]. In our approach we use all words
as well as the named entities as vector dimension. We
assume that named entities carry a large part of the story
information contained in the news item. It is possible that
using all words also includes a lot of noise, words that
do not depict the story of interest. We examine the use
of both named entities and all words in combination with
several distance measures. The main contribution of this
paper is our extensive evaluation of different novelty control
mechanisms using various distance measures and vector-
based news representations, which to our knowledge has not
been done before.

The rest of this paper is organized as follows. Section II
describes related work on novelty control. The algorithms
of our framework are devised in Section III. Then, Sec-
tion IV discusses the implementation of our algorithms in
the Hermes News Portal, the implementation of the Hermes
framework. Section V evaluates the investigated novelty
control solutions and Section VI concludes this paper.

II. RELATED WORK

This section gives a brief overview of related research in
the field of novelty control. In the first subsection we discuss
general mechanisms of novelty control. In the remaining
three sections we describe existing document distance mea-
sures along with their specific data representations.

A. Novelty Control

In 1998, Carbonell and Goldstein motivated a need for
novelty control in addition to the traditional ranking of
documents which is solely based on the user’s query [6].
They devised the Maximal Marginal Relevance (MMR)
method which gives a document a high marginal relevance
if it is both relevant to the query and contains minimal
similarity to previously selected documents. The original
discussion on MMR lacks a description of possible similarity
measures, as it only indicates that the metrics of traditional
IR could be used. Novelty control can use both symmetric
and asymmetric distance measures, because the order of
news might matter as there is a history of browsed news.



Novelty control involves sorting the news based on a
novelty score of news items compared to already browsed
items. This novelty score usually consists of a traditional
distance metric based on a certain document representation.
The distance metric can be used either pairwise or non-
pairwise [7]. Pairwise usage involves comparing a document
to all previously browsed documents and determining nov-
elty scores by computing the similarity to the most similar
document, i.e.,

Nov(di|d1, . . . , dm) = min
1≤j≤m

Dist(DRi|DRj) , (1)

where

Nov = Novelty score
di = Document i
j = Index of previously browsed documents
m = Number of previously browsed documents

Dist = Distance metric
DRi = Document representation of document i

With non-pairwise (or aggregated) usage, the data rep-
resentations from all previously browsed documents are
aggregated, and a document is compared to this aggregated
vector. This aggregated distance metric is defined as:

Nov(di|d1, . . . , dm) = Dist(DRi|DRu) , (2)

where

DRu =

m⋃
j=1

DRj

B. Language Models
A common method to measure the similarity between

two documents is using language models [8]. Language
models are models that define a probability mechanism
for generating language. They compute a probability P
of picking term T randomly from document D. This
probability is called P (T |D). A language model Θ from
document D can be defined as the vector of probabilities
(P (T1|D), P (T2|D), . . . , P (Tn|D)) where n is the number
of different terms in the set of documents. Please note that
we focus here solely on unigrams (in contrast to bigrams,
trigrams, etc.) when we refer to language models.

Divergence metrics compute the distance between two
language models Θ1 and Θ2, indicating the dissimilarity. A
commonly used divergence metric is Kullback-Leibler (KL)
divergence [5]. KL divergence is asymmetric and therefore
only applicable to novelty control and not to story detection.
It is defined as:

KL(Θ1||Θ2) =

n∑
i=1

Θ1(i)log
Θ1(i)

Θ2(i)
, (3)

where

Θx = Language model based on document x
Θx(i) = Probability of term Ti in document x

Another divergence measure is Jensen-Shannon (JS) [9]
divergence. JS divergence is a symmetric and smoothed
variant of the KL divergence and is defined as follows:

JS(Θ1||Θ2) =
1

2
KL(Θ1||M) +

1

2
KL(Θ2||M) , (4)

where

M =
1

2
(Θ1 + Θ2) .

Because we only consider terms which are in either of
the documents, JS divergence will always give finite values
as result. A problem with the KL divergence in language
models is that some probabilities might be zero, making the
denominator zero. This problem can be solved by means
of a smoothing method, i.e., linear interpolation smooth-
ing (also called Jelinek-Mercer smoothing) [10], smoothing
document weights for KL divergence against the set of all
documents [8]. The smoothing calculations are shown in (5).

Θk(i) = λ ∗Θk(i) + (1− λ) ∗Θ1,...,n(i) , (5)

where

k = 1 or 2
λ = Unknown value between 0 and 1 which

should be tuned to optimize performance
Θ1,...,n(i) = Probability of term Ti in aggregated

documents 1, . . . , n

C. Word Count Models

Other frequently used methods to compute the distance
between two documents are based on counting words in
both documents. A straightforward method of calculating the
distance between two documents is a new word count [11].
The score of the new document is equal to the number of
words in it which have not appeared in the old one. Please
note that this distance metric is asymmetric. This method
might be used either pairwise or aggregated. The pairwise
form of this method is referred to as set difference [12] and
is considered to be more sophisticated [7].

D. Vector Space Model

Vector space models are commonly used for computing
the distance between two documents, where documents are
represented by vectors of weights. Some examples of data
representations for the vector space model are Boolean
weighting, a simple word count, and term frequency-
inversed document frequency weighting (TF-IDF) [13],



which has many variations. A popular distance metric for
the vector space model is the cosine distance [14], which
has proven to be the most successful metric to date for New
Event Detection (NED) [15]. The cosine measure for novelty
control could either use the pairwise comparison or the
aggregate comparison [7]. The cosine distance is symmetric.

III. NOVELTY CONTROL

An approach aimed at making it easier for the user to
browse the news is by sorting the news based on their nov-
elty or redundancy with respect to previously browsed items.
Many news items about the same event are summarizing or
repeating the same facts. These duplicate news items need to
be filtered out. Also, it would be useful to rank news items
which report many new facts about a story high in the result
list. Users would be able to quickly inform themselves with
new facts about the events they are interested in without
having to read the same information again. In this section
we present the investigated methods for novelty control.

Novelty control usually takes place within a single story,
as novelty control without story-based news presentation is
not interesting because two news items about completely
different topics are usually novel with respect to each other.
Traditional novelty control makes use of the same distance
measures as a traditional ranking system with a query.
However, browsing the news using a query requires the
system to rank the news items which are very similar to
the query high. In novelty control the browsed items are
regarded as the query, however, in contrast to the traditional
system, the items which are very dissimilar to this query
should be ranked high. Novelty control can be implemented
with both symmetric and asymmetric distance measures,
which could be used either pairwise or aggregate.

In our approach we use the Kullback-Leibler divergence,
Jensen-Shannon divergence, and the cosine similarity mea-
sure. KL and JS are used in combination with raw prob-
abilities of terms (basic language models), while we use
the cosine with TF-IDF and cosine normalization. Because
novelty control uses distance metrics, we convert the cosine
similarity measure as indicated in (6). All methods are
evaluated both pairwise and aggregate, and both with the
vector of all words and a vector of all named entities. News
items which are similar to formerly read items should appear
at the bottom of the result list.

Dist(di, dj) = 1− Sim(di, dj) . (6)

IV. IMPLEMENTATION

In this section we discuss the implementation of the nov-
elty control algorithm in the Hermes News Portal (HNP) [1]–
[3]. The HNP is a possible implementation of the Hermes
framework. It provides the opportunity to employ the se-
mantic features of the Hermes framework for news person-
alization.

The HNP is written in Java and uses OWL [16], recom-
mended by W3C, as ontology language to store the news
items. SPARQL [17], the query language recommended by
W3C as the query language for RDF languages including
OWL, is used to query this ontology. The Java library
ARQ [18] is used to execute SPARQL queries.

In order to evaluate the novelty control methods, a suitable
dataset is required. Therefore a wrapper is constructed to
extract news items from a reliable source with an extensive
offer of articles. The wrapper makes use of an array of
existing packages in combination with custom code to ex-
tract the required information. First, using a package called
TagSoup [19], an HTML page is parsed to XML. TagSoup
does not require the HTML code to be perfectly formed,
allowing it to overcome some of the problems many other
parsers have with existing ill-formed websites. Second, the
package JAXEN [20] provides XPath [21] functionality in
order to extract the specific pieces of information. Again
the XPath functionality in this package is less susceptible
to errors caused by poorly formed XML, when compared
to other packages. Third, the named entities in extracted
news items are determined using functionality provided by
the Stanford Named Entity Recognition and Information
Extraction package [22]. Last, once all named entities are
determined, all relevant data is stored in an OWL file, which
is handled by Jena [23], a Semantic Web framework for Java.
The gathered data consists of: the title and body of the news
item, the publisher, the date it was published and the named
entities, including how many times the named entities were
discovered in the article.

V. EVALUATION

In this section we evaluate several methods for novelty
control. We compare the cosine metric, the Kullback-Leibler
divergence, and the Jensen-Shannon divergence, all pairwise
and aggregate. As dimensions for news representation we
test a vector of only named entities and the vector of all
words (excluding stop words).

From the Yahoo! Finance News Archive [24], which
offers access to Web articles published by many well-known
news providers, we extracted 8,097 news items dated from
28-02-2011 to 08-04-2011. The main stories in our data set
are shown in Table I. We left out very small stories (less than
4 items) as these are not interesting for the evaluation due to
their lack of informational content. The average number of
news items per storyline is approximately 9 and the stories
span 2 to 38 days.

We compare all methods to a list of chronologically sorted
news items. As evaluation metrics we use Kendall’s τ [25]
and the Discounted Cumulative Gain [26] to compare a
‘golden rank’ determined by test users and the rank given by
the novelty control methods. Kendall’s τ accounts for tied
ranks in both lists. The domain of Kendall’s τ is from -1
to 1, where 1 indicates that both rankings are the same and



Table I
DESCRIPTION OF MAIN STORIES IN THE NEWS DATABASE

Topic id Topic description Number of items
1 Debt crisis Portugal 7
2 Daimler and Rolls-Royce want to jointly buy a supplier 6
3 Oil and gas prices rise by trouble in Middle East 18
4 European Union/European Central Bank debt crisis 20
5 National Football League union meet for Collective Bargaining Agreement negotiations 7
6 Panel to review North Dakota state government pension changes 5
7 Government and big tobacco companies in dispute over proposed ads 8
8 Detroit musicians on strike 6
9 Pennsylvania judge corruption case 5
10 California city officials accused of scam face judge 5

-1 indicates that one ranking is the reverse of the other. The
domain of the discounted cumulative gain is from 0 to 1,
where 0 indicates a bad correlation between both lists and
1 indicates a perfect correlation. In order to compensate for
the bias we would get from tied ranks within the golden rank
which are not tied in the rankings provided by the different
methods, we modified the existing novelty control methods
for Kendall’s τ to produce lists with ranks with the same
values to the news items as the golden rank, i.e., values
0 (no novelty), 1, 2, and 3 (high novelty) approximately
equally spread starting from the most relevant item.

Table II shows an evaluation example, where Rankn de-
notes the rank given by novelty control mechanism. Rankc
represents the converted rank given by the novelty control
mechanism (by means of a normalization procedure), and
Ranku describes the rank given by the user. Concordant
and discordant pairs and the number of tied ranks for
Kendall’s τ are calculated based on Rankc and Ranku,
while the discounted cumulative gain is calculated based
on the ordering of items by the novelty control and Ranku.
There are 9 concordant and 2 discordant pairs. There are
two groups of ties in both rankings which both count 2 tied
ranks. This results in a score of 0.62 for Kendall’s τ and
0.95 for the discounted cumulative gain.

We created several test cases, where a test case consists of
a list of news items which belong to the same story. Several
news items from these lists are considered to be previously
read. Three test users were instructed to assign rankings
between 0 and 3, (approximately) equally spread, to news
items based on their novelty to the seed item and the list
of previously read items. The ‘golden rank’ is constructed
based on the rounded average of the users’ ratings.

Table II
EVALUATION EXAMPLE

Item Rankn Rankc Ranku
1 0.9 3 3
2 0.8 3 2
3 0.7 2 3
4 0.7 2 1
5 0.4 1 0
6 0.2 0 1

We evaluated the Jensen-Shannon divergence, the
Kullback-Leibler divergence, and the cosine similarity. The
first two methods are used in combination with word appear-
ance, while we based the cosine metric on TF-IDF weights.
Kullback-Leibler divergence is smoothed with linear inter-
polation smoothing using λ = 0.9 as suggested by [27].
All methods are used both pairwise and aggregate. As
vector dimensions we employed both the vector of all words
(stop words excluded) and a vector of only named entities.
Tables III and IV show the results. Methods are labeled
using the following convention: the first part indicates the
divergence distance measure (JS, KL, or COS), the second
part indicates if the method is used pairwise or aggregate (P
or A) and the last part indicates which dimensions are used
for the vector representation (WORDS or NE). For example,
pairwise JS divergence with all words as vector is labeled
‘JS P WORDS’. The chronologically sorted list is labeled
‘ORG’. All possible combinations add up to a total of 13
methods.

We discuss the most interesting results based on the data
from Tables III and IV. At first sight we can not really
determine if the methods work better pairwise or aggregate.
The first noteworthy observation is that all methods are
outperforming the chronological sorting method for both
metrics. Secondly, it can be noted that pairwise and ag-
gregate comparison provide little to no difference in the
results. Finally, we can determine the best overall method,
which is KL P NE for Kendall’s τ , and KL A NE for the
Discounted Cumulative Gain. Other methods which perform
well on both metrics are JS P NE and JS P WORDS.

We can draw more general conclusions based on the
averages presented in Tables V and VI. First, we can
conclude that the pairwise control mechanism offers slightly
better results than the aggregate control. This is due to the
fact that the aggregate method by merging all previously read
document decreases the quality of novelty control measures.
Second, we can observe that named entities outperform all
words. This is because named entities capture an important
part of the information that depicts the story within a news
item. All words contain more information, but are also more
susceptible to noise. The words used in the article could be



Table III
KENDALL’S τ OF NOVELTY CONTROL

Story
Method 1 2 3 4 5 6 7 8 9 10 AVG
KL P NE -0.671 0.913 0.564 0.463 0.671 1.000 0.689 0.707 -0.548 -0.333 0.346
JS P NE -0.671 0.913 0.665 0.392 0.671 1.000 0.430 0.236 -0.548 -0.333 0.276
COS A NE 0.335 0.913 -0.434 0.333 0.894 0.333 0.430 0.236 -0.183 -0.333 0.253
COS P NE 0.112 0.913 0.477 0.380 0.112 0.333 0.430 0.236 -0.183 -0.333 0.248
JS P WORDS 0.112 0.913 0.564 0.582 0.112 1.000 0.689 0.237 -0.913 -1.000 0.229
KL A WORDS 0.671 0.548 -0.362 0.463 0.447 -0.333 0.602 -0.236 -0.913 1.000 0.189
KL P WORDS -0.112 0.913 0.391 -0.071 0.112 1.000 0.689 0.236 -0.913 -0.333 0.169
KL A NE 0.000 -0.913 -0.448 0.463 0.224 1.000 0.602 0.236 -0.548 1.000 0.162
COS A WORDS 0.335 0.913 -0.231 0.487 -0.112 1.000 0.689 -0.707 -0.548 -0.333 0.149
JS A NE -0.335 0.548 -0.477 0.392 -0.112 1.000 0.689 0.236 -0.548 -0.333 0.106
JS A WORDS 0.112 0.913 -0.680 0.392 -0.112 1.000 0.689 -0.236 -0.913 -0.333 0.083
COS P WORDS 0.335 0.913 0.391 -0.226 -0.112 0.333 0.689 -0.707 -0.548 -0.333 0.083
ORG 0.335 -0.548 0.391 -0.285 0.112 -1.000 -0.344 0.236 0.183 -1.000 -0.192

Table IV
DISCOUNTED CUMULATIVE GAIN OF NOVELTY CONTROL

Story
Method 1 2 3 4 5 6 7 8 9 10 AVG
KL A NE 0.817 0.812 0.808 0.874 0.854 0.846 0.993 0.943 0.566 0.734 0.825
KL A WORDS 0.885 0.906 0.659 0.738 0.857 0.846 0.993 0.930 0.538 0.768 0.812
JS P WORDS 0.689 0.842 0.840 0.843 0.742 0.846 0.823 0.802 0.538 0.768 0.772
JS P NE 0.636 0.842 0.848 0.764 0.794 0.846 0.817 0.802 0.566 0.734 0.765
KL P NE 0.636 0.842 0.836 0.738 0.794 0.846 0.823 0.814 0.566 0.734 0.763
COS A NE 0.779 0.842 0.730 0.779 0.845 0.780 0.806 0.802 0.581 0.673 0.762
KL P WORDS 0.756 0.842 0.834 0.672 0.697 0.846 0.823 0.802 0.538 0.768 0.758
COS P NE 0.759 0.842 0.831 0.782 0.715 0.780 0.806 0.802 0.581 0.673 0.757
COS P WORDS 0.779 0.842 0.827 0.844 0.690 0.822 0.823 0.716 0.566 0.698 0.753
COS A WORDS 0.779 0.842 0.721 0.805 0.690 0.846 0.823 0.716 0.566 0.698 0.749
JS A NE 0.666 0.832 0.692 0.672 0.697 0.846 0.823 0.802 0.566 0.734 0.743
JS A WORDS 0.683 0.842 0.576 0.643 0.690 0.846 0.823 0.780 0.538 0.768 0.731
ORG 0.775 0.728 0.800 0.630 0.742 0.668 0.689 0.802 0.741 0.631 0.721

dependent on the author’s writing style, for example. Finally,
we can conclude that KL (the only asymmetric distance
measure we used) is the best performing method in general.

VI. CONCLUSION

In this paper, we reviewed work in the field of novelty
control within Web news stories. Additionally, we have
implemented an extensive selection of different novelty
control techniques using several distance methods in combi-
nation with different representation dimensions and control
mechanisms. An evaluation procedure was set up to test the
results obtained from the aforementioned implementation for
novelty control.

Table V
MEAN KENDALL’S τ RESULTS

Method Overall P A WORDS NE
JS 0.173 0.252 0.095 0.156 0.191
KL 0.216 0.257 0.175 0.179 0.254
COS 0.183 0.165 0.201 0.116 0.250

Table VI
MEAN DISCOUNTED CUMULATIVE GAIN RESULTS

Method Overall P A WORDS NE
JS 0.753 0.769 0.737 0.752 0.754
KL 0.789 0.760 0.818 0.785 0.794
COS 0.755 0.755 0.755 0.751 0.760

Our evaluation provides a detailed comparison of different
novelty control mechanisms currently not existing in the
literature. In general methods perform better with named
entities than all words as news vector dimensions. The best
performing distance measure on average is Kullback-Leibler
divergence (with linear interpolation smoothing).

In the future we would like to investigate story detection
techniques that take into account the age difference between
news items. Also, we plan to investigate the use of semantic
approaches [28] for novelty control. While using a named
entity in a domain is a good step in this direction, we can go
further by using concepts from a domain ontology represen-
tative for the available news items for a vector-based doc-
ument representation. Semantic similarity measures should
be useful for novelty control in this context [29].
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