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ABSTRACT
Content-based news recommendation is traditionally per-
formed using the cosine similarity and the TF-IDF weighting
scheme for terms occurring in news messages and user pro-
files. Semantics-driven variants such as SF-IDF additionally
take into account term meaning by exploiting synsets from
semantic lexicons. However, they ignore the various seman-
tic relationships between synsets, providing only for a lim-
ited understanding of news semantics. Moreover, semantics-
based weighting techniques are not able to handle – often
crucial – named entities, which are often not present in se-
mantic lexicons. Hence, we extend SF-IDF by also con-
sidering the synset semantic relationships, and by employ-
ing named entity similarities using Bing page counts. Our
proposed method, Bing-SF-IDF+, outperforms TF-IDF and
SF-IDF in terms of F1-scores and kappa statistics based on
a news data set.

1. INTRODUCTION
Nowadays, the Web has become an important source of

information, housing more information providers than ever
before. One of the Web’s main contents is media, mostly in
the form of news. However, the user is confronted with an
overload of information, and hence, many recommendation
methods have been developed to filter and structure this
information. Recommender systems lend a hand in distin-
guishing between interesting and non-interesting products,
news articles, etc. Based on user preferences or characteris-
tics, captured in elicited or derived user profiles, recommen-
dations can be made. There are three basic types of rec-
ommendation systems: content-based recommenders, which
recommend news items based on their content, collabora-
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tive filtering recommenders, which recommend news items
by means of user similarity, and hybrid recommenders, that
combine the previous two approaches.

Traditionally, content-based recommender systems are
term-based, and hence operate on term frequencies. A com-
monly used measure is Term Frequency – Inverse Document
Frequency (TF-IDF). When employing user profiles that de-
scribe users’ interest based on previously browsed items,
these can be translated into vectors of TF-IDF weights.
With a measure like cosine similarity, one can calculate the
interestingness of a new item (with respect to a user pro-
file). For this, TF-IDF weights are computed on every term
within a document.

However, TF-IDF-based systems and the like do not con-
sider the text semantics, which could be added by using Web
ontologies, yet these are mostly domain dependent, requir-
ing continuous maintenance. One could also employ syn-
onym sets (synsets) from general semantic lexicons (e.g.,
WordNet [9]), eliminating the need for domain ontologies.
A synset is a collection of one or more words sharing parts-
of-speech and meaning. For example, the synset ‘turkey’
and ‘meleagris gallopavo’ refers to an animal, while the de-
scription of the synset consisting of the words ‘Turkey’ and
‘Republic of Turkey’ describes a country. While the words
are identical, their synsets and thus their meanings are not
the same. Using synsets as proxies for document semantics
could hence prove to be a viable addition to recommendation
methods.

In previous work [5], we hence introduced the Synset Fre-
quency – Inverse Document Frequency (SF-IDF) measure,
operating on WordNet synsets instead of terms. We evalu-
ated SF-IDF with respect to TF-IDF and a semantics-based
alternative, Semantic Similarity (SS), and showed the ben-
efits of considering synsets. However, up until now, we did
not take into account inter-synset relationships. For exam-
ple, the ‘turkey, Meleagris gallopavo’ synset is a hyponym
of the synset consisting of the words ‘domestic fowl’, ‘fowl’,
and ‘poultry’ referring to a bird. Research has shown that
relationships such as synonymy, hyponymy, merynomy, tro-
ponymy, antonymy, and entailment, provide more structure
in a text and hence contribute to an improved level of inter-
pretability [11].

Additionally, a vast amount of named entities appear in
news articles, which could provide crucial information when
constructing user profiles. When employing a synset-based



method for (news) recommendation, named entities are usu-
ally not taken into consideration. One could enhance exist-
ing semantics-based recommendation methods by employing
similarities based on page counts gathered by Web search
engines, e.g., Google or Bing.

Therefore, we extend SF-IDF by additionally consider-
ing synset semantic relationships, and by using named en-
tity similarities using Bing page counts. The proposed rec-
ommendation method, Bing-SF-IDF+, as well as SF-IDF
and several semantic lexicon-driven similarity methods are
implemented and evaluated. The remainder of this paper
is organized as follows. First, we discuss related work in
Section 2. Next, we introduce the hybrid semantics-driven
Bing-SF-IDF+ news recommender in Section 3. Last, we
evaluate our performance in Section 4 and draw conclusions
in Section 5.

2. RELATED WORK
Many profile-based recommender systems exist, differing

in their approaches for news recommendation. Most impor-
tantly, they implement different similarity measures for cal-
culating similarities between a news item and a user profile,
i.e., the set of news items previously read by a user.

2.1 TF-IDF
One of the most commonly used similarity measures is

TF-IDF, combined with cosine similarities. The TF-IDF
method is composed of two parts: term frequency tf(t, d)
and inverse document frequency idf(t, d), and operates on
terms T in documents D. The term frequency measures the
number of occurrences n of term t ∈ T in document d ∈ D
expressed as a fraction of the total number of occurrences of
all k terms in document d:

tf(t, d) =
nt,d∑
k nk,d

. (1)

The inverse document frequency expresses the inverse of
the occurrence of a term t in a set of documents D and is
defined as:

idf(t, d) = log
|D|

|{d : t ∈ d}| , (2)

where |D| is the total amount of documents in the set of
documents being compared to one another, and d : t ∈ d de-
notes the amount of documents which contain term t. When
multiplying tf(t, d) and idf(t, d), we obtain tf -idf(t, d):

tf -idf(t, d) = tf(t, d)× idf(t, d) . (3)

For every term t in document d, the TF-IDF value is com-
puted and stored in a vector A(d). This computation is per-
formed for all documents in D. Subsequently, the similarity
between a set of terms from news item du and a user profile
dr is calculated using the cosine similarity measure:

simtf-idf (du, dr) =
A(du) ·A(dr)

||A(du)|| × ||A(dr)|| . (4)

After every unread document has been assigned a value
representing its similarity with the user profile, the unread
news items with a similarity value higher than the cut-off
value are recommended to the user.

2.2 SF-IDF
A drawback of TF-IDF is that word semantics are not

taken into account, resulting in different words with the
same meaning to be counted as two separate terms, and
a word appearing for two different meanings to be counted
as one. Therefore, semantics-based similarity measures have
been proposed. A TF-IDF variant is the Synset Frequency
– Inverse Document Frequency (SF-IDF) [5], which makes
use of synonym sets (synsets) from a semantic lexicon (e.g.,
WordNet [9]) instead of terms. These synsets are obtained
after performing word sense disambiguation. After replacing
term t by synset s, the SF-IDF formulas are:

sf -idf(s, d) = sf(s, d)× idf(s, d) , (5)

simsf-idf (du, dr) =
A(du) ·A(dr)

||A(du)|| × ||A(dr)|| . (6)

Similar to the TF-IDF method, the cosine similarity mea-
sure is used to compute the similarity of an unread news
article to the user profile, and the unread news items with
a rating above the cut-off are suggested to the user.

2.3 Semantic Similarity
Another semantics-based measure is Semantic Similarity

(SS) [5], in which one compares synsets from the unread
news items with synsets from all the news items in the user
profile. This is performed by employing pairs between the
elements of the two sets with a common part-of-speech. In
order to do so, we define V , which contains all the possible
pairs of synsets from the unread news item du, U , and the
union of synsets from the user profile dr, R:

V = (〈u1, r1〉, . . . , 〈uk, rl〉) ∀ u ∈ U, r ∈ R , (7)

where uk represents a synset from the unread news item, rl
represents a synset from the user profile, k is the number
of synsets in the unread news item, and l is the number
of synsets in the user profile. A subset of V that contains
all the combinations that have a common part-of-speech is
described as:

W ⊆ V ∀ (u, r) ∈W : POS(u) = POS(r) , (8)

where POS(u) and POS(r) are defined as the part-of-speech
of synsets u and r in the unread news item and user profile,
respectively.

For every combination in W , a similarity rank is com-
puted, measuring the semantic distance between synsets u
and r when represented as nodes in a hierarchy of ‘is-a’ re-
lationships (gathered from a semantic lexicon as WordNet).
The final similarity rank is defined as:

simSS(W ) =

∑
(u,r)∈W

sim(u, r)

|W | , (9)

where sim(u, r) is the similarity rank between the synsets u
and r, and |W | is the number of pairs between the synsets
from the unread news item and the user profile. The news
item with ranks which are higher than the cut-off value are
recommended to the user.

Some similarity measures are based on the information
content of the corresponding nodes. The information con-
tent (IC) of a node is the negative logarithm of the sum of



all probabilities of all the words in the synset:

IC(s) = − log
∑
w∈s

p(w) , (10)

where p(x) denotes the probability that an instance x of
synset s occurs in a corpus, and w represents a word sense
in synset s. The Jiang & Conrath [14] measure uses the
information content of both the synsets and the lowest com-
mon subsumer (LCS), while Lin’s measure [16] makes use
of the logarithms of the chances of appearance of both and
the lowest common subsumer. Resnik’s measure [17] on the
other hand uses the information content of the lowest com-
mon subsumer of the two synsets. The information content-
based measures are defined as follows:

simJ&C(u, r) =
1

IC(u) + IC(r)− 2× IC(LCS(u, r))
,

(11)

simL(u, r) =
2× log p(LCS(u, r))

log p(u) + log p(r)
, (12)

simR(u, r) = IC(LCS(u, r)) . (13)

The Leacock & Chodorow [15] and Wu & Palmer [19]
measures, on the other hand, make use of the path length
between the nodes. The path length is either the shortest
path (Λ) between the two nodes or the depth (Ω) from a
node to the top node. Leacock & Chodorow’s measure is
based on the shortest path length Λ between nodes u and
r (where Ω is the maximum depth of the taxonomy). The
Wu & Palmer’s similarity measure on the other hand makes
use of the depth of the lowest common subsumer of both
nodes and the path length between them. The measures are
defined as follows:

simL&C(u, r) = − log
Λ(u, r)

2Ω
, (14)

simW&P (u, r) =
2× Ω(LCS(u, r))

Λ(u, r) + 2× Ω(LCS(u, r))
. (15)

2.4 Improvements
Even though the SF-IDF and SS methods have a notion

of semantics, they do not take into account semantic rela-
tions. However, research has shown that the relationships
between concepts provide more structure in a text and hence
contribute to an improved level of interpretability [11]. The
authors of [11] propose using Semantic Relatedness to rec-
ommend news articles to the user by making use of WordNet
relationships regarding synonymy, hyponymy, and meron-
omy. Weights are assigned based on maximum enclosure
similarities. In our work, we also make use of WordNet re-
lationships, yet we do not limit ourselves to a subset of rela-
tions, but instead utilize all relationships available in Word-
Net. Furthermore, we aim for a more advanced mechanism
for determining importance weights for these relationships
in the form of a machine learning approach.

Complementary, one could enhance existing semantics-
based recommendation methods by employing similarities
based on page counts gathered by Web search engines for
named entities. Typically, these named entities do not ap-
pear in a semantic lexicon and thus cannot be covered by
the previous approach. The more a pair of entities co-occur
on Web sites, the more likely it is that there is a similar-
ity between both entities [3]. A frequently studied similar-
ity measure based on page counts is the Normalized Google

Distance (NGD) [6], which is a normalized semantic distance
with values between 0 and 1 that is calculated using proba-
bilities related to the number of hits associated with the two
separate entities, the number of hits associated with the two
entities appearing together, and the number of indexed Web
pages. However, as at the time of writing, Google’s API was
not available as a free service anymore, in our research we
made use of Bing, which still offered an API for free [2].

3. BING-SF-IDF+ RECOMMENDATION
As is the case for most semantics-based news recommen-

dation methods, Bing-SF-IDF+ performs recommendations
based on a user profile, reflecting the user’s interests. Under
the assumption that users only read news items to their lik-
ings, a user profile consists of all currently read news items.
A user profile is updated upon reading previously unseen
news items by the associated user. In order to perform news
recommendation, for every unread news item, a similarity
score between the news article and the user profile is com-
puted. Unread news items having a similarity score that
exceed a predefined cut-off value are recommended to the
user.

The Bing-SF-IDF+ similarity score is a weighted average
of two separate similarity scores, each expressing a different
type of similarity. The Bing component expresses similar-
ities between named entities, whereas SF-IDF+ measures
the similarities between synsets. This section continues by
describing the calculation of both similarity scores, and sub-
sequently we explain the combination of both scores into the
final similarity score.

3.1 Bing
The Bing similarity score takes into account the named

entities which do not occur in a semantic lexicon (e.g., Word-
Net [9]). These named entities are derived from news arti-
cles through a named entity recognizer (e.g., from the Alias-i
LingPipe [1] software). We describe an unread news item du
and the user profile dr using sets of named entities, U and
R, respectively:

U ={u1, u2, . . . , uk} , (16)

R ={r1, r2, . . . , rl} , (17)

where uk represents a named entity in the unread news item
U , rl denotes a named entity in the user profile R, and k
and l are the number of named entities in the unread news
item and in the user profile, respectively.

Next, we construct a vector containing all possible pairs
of named entities from the unread news item du and the user
profile dr:

V = (〈u1, r1〉, . . . , 〈uk, rl〉) ∀ u ∈ U, r ∈ R . (18)

Subsequently, we use search engine page counts of the
named entity pairs in order to measure the similarity be-
tween the pairs. The page count is defined as the number
of Web pages that were found by the Bing Web search en-
gine that contain a named entity or a pair of named entities.
For every pair (u, r) in V we compute the page rank-based
Point-Wise Mutual Information (PMI) co-occurrence simi-
larity measure [4] instead of the NGD [6], due to the unavail-
ability of the Google API. PMI, in our case, is a measure
of association between two probabilities, measuring the dif-
ference between the actual and expected joint probability of



the occurrence of two named entities in a query on a Web
search engine, based on the marginal probabilities of the
two named entities while assuming independence. The PMI
similarity measure simPMI for pair (u, r) is defined as:

simPMI(u, r) = log
c(u,r)

N
c(u)
N
× c(r)

N

, (19)

where c(u, r) is the page count for the pair (u, r) of named
entities, c(u) and c(r) are the page counts for the named en-
tities u from the unread news item and r from the user pro-
file, respectively, and N denotes the number of Web pages
that are indexed by the Bing Web search engine, which is
approximately 15 billion [12].

Last, the Bing similarity score is defined as the average of
the PMI similarity scores over all named entity pairs:

simBing(V ) =

∑
(u,r)∈V

simPMI(u, r)

|V | . (20)

3.2 SF-IDF+
The SF-IDF+ similarity score takes into account sets of

synonyms (synsets) of words that occur in a semantic lexicon
(e.g., WordNet [9]) and is based on the Synset Frequency –
Inverse Document Frequency similarity measure introduced
in earlier work [5]. First, all synsets are retrieved from the
unread news items by employing natural language process-
ing techniques. The set of synsets is extended by appending
the concepts that are referred to by semantical relationships
of the included synsets, and hence is then defined as:

S(s) = {s} ∪
⋃

r∈R(s)

r(s) , (21)

where s is the synset in the news item, r(s) is the synset
that is related to synset s by relationship r, and R(s) is the
set of relationships of synset s.

The unread news item and the user profile can be de-
scribed as sets of extended synsets:

U ={S(u1), S(u2), . . . , S(uk)} , (22)

R ={S(r1), S(r2), . . . , S(rl)} , (23)

where S(uk) is the k-th extended synset in the set of ex-
tended synsets of the unread news item du, U , and S(rl) de-
notes the l-th extended synset in the set of extended synsets
of the user profile dr, R.

The computation of SF-IDF+ values is similar to SF-IDF
and TF-IDF calculations introduced earlier, yet SF-IDF+
makes use of extended synsets instead of terms (TF-IDF) or
synsets (SF-IDF), and weighting is applied depending on the
relationship that the semantically related synset has with
the synset. We define the SF-IDF+ weight for the unread
news item du and the user profile dr as:

sf -idf+(s, d, r) = sf(s, d)× idf(s, d)× wr , (24)

with d ∈ {du, dr}, where sf(s, d) is the synset frequency
of synset s in the unread news item or the user profile d,
idf(s, d) is the inverse document frequency of synset s in
d, and wr is the weight of the relationship r between the
semantically related synset and the synset s, which can be
optimized, for example, by means of a genetic algorithm.

Then, two vectors are constructed, representing the un-
read news item du and the user profile dr, each containing
all sf -idf(s, d) and sf -idf+(s, d, r) weights for all extended
synsets s in d:

A(d) =


ς(s1, d), ς(s1, d, r1), . . . , ς(s1, d, rms1

),
ς(s2, d), ς(s2, d, r1), . . . , ς(s2, d, rms2

),
· · ·
ς(sn, d), ς(sn, d, r1), . . . , ς(sn, d, rmsn

)

 , (25)

where ς(s, d) represents sf -idf(s, d), ς(s, d, r) represents
sf -idf+(s, d, r), n denotes the total number of synsets in
document d, and msi is the total number of synsets related
to synset si.

Last, we compute the similarity score between the unread
news item du and the user profile dr with the cosine simi-
larity measure that is defined as:

simsf-idf+(du, dr) =
A(du) ·A(dr)

||A(du)|| × ||A(dr)|| . (26)

3.3 Bing-SF-IDF+
For every unread news item du, we now have a Bing

similarity score simBing and a SF-IDF+ similarity score
simsf-idf+. We normalize the similarity scores of both com-
ponents in order to make both scores compatible. For this,
we employ min-max normalization between 0 and 1 on both
sets of similarity scores:

simBing(du, dr) =

simBing(du, dr)−min
u
simBing(du, dr)

max
u

simBing(du, dr)−min
u
simBing(du, dr)

, (27)

simsf-idf+(du, dr) =

simsf-idf+(du, dr)−min
u
simsf-idf+(du, dr)

max
u

simsf-idf+(du, dr)−min
u
simsf-idf+(du, dr)

.

(28)

The final Bing-SF-IDF+ similarity score is computed by
taking a weighted average of the normalized similarity scores
of the Bing and SF-IDF+ elements:

simBing-sf-idf+(du, dr) = α× simBing(du, dr)+

(1− α)× simsf-idf+(du, dr) ,

(29)

where α is a weight that is optimized on a training set. All
the unread news items which have a similarity score that
exceeds the predefined cut-off value are recommended to the
user.

3.4 Bing-SF-IDF+ Implementation
Our framework is implemented as an extension to the

Ceryx [5] plugin of the Hermes News Portal (HNP) [10],
a news recommendation service. The HNP, a Java-based
tool that makes use of various Semantic Web technologies,
operates based on user profiles and processes news items
from RSS feeds. The core of the HNP is an OWL domain
ontology that is constructed by domain experts, allowing
for semantics-based operations on news messages. For this
paper we did not make use of the OWL domain ontology
of Hermes. These items are classified using the GATE nat-
ural language processing software [8] and the WordNet [9]



Table 1: The number of interesting news items (I+),
the number of non-interesting news items (I–), their
associated inter-annotator agreements (IAA+ and
IAA–, respectively), and the total inter-annotator
agreement (IAA) for each topic.

Topic I+ I– IAA+ IAA– IAA
Asia or its countries 21 79 100% 97% 99%
Financial markets 24 76 75% 68% 72%
Google and its rivals 26 74 100% 95% 97%
Web services 26 74 96% 92% 94%
Microsoft and its rivals 29 71 100% 96% 98%
National economies 33 67 94% 85% 90%
Technology 29 71 86% 87% 87%
United States 45 55 87% 84% 85%
Average 29 71 92% 88% 90%

semantic lexicon. The semantics-based methods addition-
ally make use of the Stanford Log-Linear Part-of-Speech
Tagger [18], Lesk Word Sense Disambiguation [13], and the
Alias-i’s LingPipe 4.1.0 [1] Named Entity Recognizer. Page
counts are gathered through the Bing API 2.0 [2].

4. EVALUATION
In order to evaluate Bing-SF-IDF+ against its semantics-

based alternatives and TF-IDF, we collected a data set con-
taining 100 news articles from a Reuters news feed on tech-
nology companies. Three users from our university with
expertise in news analytics indicated whether a news article
relates to one of eight given topics. Out of these user ratings,
a user profile was constructed for every topic using a mini-
mum inter-annotator agreement (IAA) of 66%. Table 1 dis-
plays the resulting number of interesting and non-interesting
news items per topic, as well as their associated agreements
and the total inter-annotator agreement. For each topic, the
result set is split proportionally into a training set (60%) for
creating the user profile and a test set (40%) for evaluation.

4.1 Experimental Set-Up
In order to evaluate the Bing-SF-IDF+ recommendation

method, we compare its performance to the performance
of TF-IDF recommendation, the original SF-IDF method,
and the five SS recommendation methods introduced earlier
in terms of F1 and kappa statistics [7] (measuring whether
the proposed classification is better than a random guess),
which are commonly used in this context, and hence are
our main focus. Moreover, we also report on accuracy, pre-
cision, recall, and specificity. Performances are evaluated

for the individual topics using various cut-off values (i.e.,
items with similarity scores above a specific value are rec-
ommended), ranging from 0 to 1 with an increment of 0.01.
Additionally, we analyze graphs of F1 and kappa statistics
over the full range of cut-off values and assess the significance
of the results using a one-tailed two-sample paired Student
t-test with a level of 95% significance. Last, we optimize
the weights and the α-value used in Bing-SF-IDF+ using a
genetic algorithm, which aims to maximize F1-scores. The
genetic algorithm is executed with a population of 333, a
mutation probability of 0.1, elitism of 50, and a maximum
number of 1,250 generations. These settings have been de-
termined during initial experiments on a small, yet repre-
sentative portion of our training set.

Experiments are run on the Lisa system, a SARA Com-
puting and Networking Services cluster computer consisting
of several hundreds of multi-core nodes running the Debian
Linux AMD64 operating system. The computers employed
for our experiments each have dodeca-core CPUs with 12MB
cache running at 2.26GHz, and operate on 24GB of QPI 5.86
GT/s memory.

4.2 Experimental Results
Table 2 displays the average performance for each of the

evaluated recommender methods (rows) in terms of accu-
racy, precision, recall, F1, specificity, and kappa statistics
(columns). Bing-SF-IDF+ outperforms TF-IDF and all se-
mantic recommenders. The Jiang & Conrath recommender
also shows good overall performance. The graphs in Fig-
ures 1(a) and 1(b), which provide a closer look into the
F1-scores and kappa statistics, support these findings. Fig-
ure 1(a) shows that for high cut-off values (i.e., above 0.3),
Bing-SF-IDF+ outperforms all other recommenders in terms
of F1, while there is not much difference in performance be-
tween the other recommenders. For low cut-off values, TF-
IDF performs best, and the Jiang & Conrath recommender
performs good as well over the full range of values.

According to its definition, the Kappa statistic plotted
in Figure 1(b) measures whether the proposed classifica-
tions are better than random guessing. The closer to 1, the
more classification power a recommender has. Negative val-
ues indicate that a recommender performed worse than the
expected performance with random guessing. Figure 1(b)
demonstrates that for high cut-off values, the Bing-SF-IDF+
recommender scores a higher Kappa statistic than the TF-
IDF recommender and the other semantic recommenders.
This is an indication that the Bing-SF-IDF+ recommender
seems to have more classification power than the other rec-
ommenders. Not only Bing-SF-IDF+ and TF-IDF show a

Table 2: Average test results for Bing-SF-IDF+ (BS), SF-IDF (S), Jiang & Conrath (J&C), Leacock &
Chodorow (L&C), Lin (L), Resnik (R), Wu & Palmer (W&P), and TF-IDF (T).

Acc. Prec. Rec. F1 Spec. Kappa
BS 0.81 0.71 0.53 0.58 0.91 0.47

S 0.65 0.68 0.43 0.37 0.76 0.32
J&C 0.72 0.73 0.48 0.45 0.82 0.31
L&C 0.55 0.44 0.58 0.39 0.54 0.11

L 0.51 0.38 0.53 0.34 0.51 0.03
R 0.60 0.55 0.57 0.42 0.61 0.17

W&P 0.57 0.46 0.59 0.40 0.55 0.13
T 0.75 0.83 0.44 0.45 0.88 0.34
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(b) Kappa statistics.

Figure 1: F1-scores and kappa statistics measured for the Bing-SF-IDF+ (BS), SF-IDF (S), Jiang & Con-
rath (J&C), Leacock & Chodorow (L&C), Lin (L), Resnik (R), Wu & Palmer (W&P), and TF-IDF (T)
recommenders for various cut-off values.

good performance, but also the SF-IDF and Jiang & Con-
rath SS methods.

An overview of the p-values resulting from the one-tailed
two-sample paired Student t-tests on F1-scores and kappa
statistics is shown in Tables 3 and 4. With a level of 95% sig-
nificance, Bing-SF-IDF+ significantly outperforms all other
approaches. Also, the tables support the conclusions that
TF-IDF significantly outperforms SF-IDF, Leacock &
Chodorow, Lin, Resnik, and Wu & Palmer, yet it does not
significantly outperform Jiang & Conrath in terms of F1.
The difference between the performance of Bing-SF-IDF+
and SF-IDF is evident, as SF-IDF significantly outperforms

only one other recommender, i.e., Lin SS. The Jiang & Con-
rath recommender performs a lot better, and outperforms all
recommenders but Bing-SF-IDF+ and TF-IDF significantly.

For the kappa statistics, the results are more clear cut.
Bing-SF-IDF+ significantly outperforms all other recom-
menders, and TF-IDF outperforms all but Bing-SF-IDF+
recommenders. SF-IDF also outperforms many of the evalu-
ated recommenders, i.e., Leacock & Chodorow, Lin, Resnik,
and Wu & Palmer. The other recommenders perform no-
tably worse, with the Lin SS recommender being the worst
performing recommender, significantly outperformed by all
other recommendation methods.

Table 3: One-tailed two-sample paired Student t-test p-values for the F1-measure averages for the Bing-SF-
IDF+ (BS), SF-IDF (S), Jiang & Conrath (J&C), Leacock & Chodorow (L&C), Lin (L), Resnik (R), Wu &
Palmer (W&P), and TF-IDF (T) recommenders (H0 : µcolumn = µrow , H1 : µcolumn > µrow , α = 0.05).

BS S J&C L&C L R W&P T
BS 1.00 1.00 1.00 1.00 1.00 1.00 1.00

S 0.00 0.00 0.03 1.00 0.00 0.01 0.00
J&C 0.00 1.00 1.00 1.00 1.00 1.00 0.59
L&C 0.00 0.97 0.00 1.00 0.00 0.07 0.00

L 0.00 0.00 0.00 0.00 0.00 0.00 0.00
R 0.00 1.00 0.00 1.00 1.00 1.00 0.01

W&P 0.00 0.99 0.00 0.93 1.00 0.00 0.00
T 0.00 1.00 0.41 1.00 1.00 0.99 1.00

Table 4: One-tailed two-sample paired Student t-test p-values for the kappa statistic averages for the Bing-
SF-IDF+ (BS), SF-IDF (S), Jiang & Conrath (J&C), Leacock & Chodorow (L&C), Lin (L), Resnik (R), Wu
& Palmer (W&P), and TF-IDF (T) recommenders (H0 : µcolumn = µrow , H1 : µcolumn > µrow , α = 0.05).

BS S J&C L&C L R W&P T
BS 1.00 1.00 1.00 1.00 1.00 1.00 1.00

S 0.00 0.56 1.00 1.00 1.00 1.00 0.00
J&C 0.00 0.44 1.00 1.00 1.00 1.00 0.00
L&C 0.00 0.00 0.00 1.00 0.00 0.00 0.00

L 0.00 0.00 0.00 0.00 0.00 0.00 0.00
R 0.00 0.00 0.00 1.00 1.00 1.00 0.00

W&P 0.00 0.00 0.00 1.00 1.00 0.00 0.00
T 0.00 1.00 1.00 1.00 1.00 1.00 1.00



Table 5: Typical example of optimized semantic re-
lationship weights based on F1-score maximization
for a cut-off of 0.33, using an optimized α of 0.35.

Relationship Weight
Derived from adjective 1.00
Attribute 0.96
Instance hyponym 0.83
Substance holonym 0.82
Member meronym 0.74
Member of this domain - Usage 0.74
Derivationally related form 0.73
Part meronym 0.58
Domain of this synset - Topic 0.42
Participle 0.41
Member of this domain - Region 0.35
Pertainym 0.33
Member of this domain - Topic 0.31
Member holonym 0.28
Domain of this synset - Usage 0.24
Instance hypernym 0.22
Substance meronym 0.21
Similar to 0.20
Domain of this synset - Region 0.13
Cause 0.12
Also see 0.09
Part holonym 0.07
Verb group 0.06
Antonym 0.05
Entailment 0.03
Hypernym 0.01
Hyponym 0.01

Last, an evaluation of the optimized weights and α-values
for all cut-off values leads to various insights. For Bing-SF-
IDF+, scores are weighted using an average optimized α of
0.48 (with a standard deviation of 0.27), giving a substantial
weight to Bing similarities as well as to the extended synsets
incorporating semantic relationships, underlining the impor-
tance of both proposed extensions. Table 5 presents a typical
example of the weights for each synset relationship, and uses
an α of 0.35. The relationships that typically obtain high
weights are ‘attribute’, ‘derivationally related form’, ‘derived
from adjective’, ‘instance hyponym’, ‘substance holonym’,
‘member meronym’, and ‘member of this domain - usage’.

Related synsets with a ‘member meronym’ or ‘member
of this domain - usage’ relationship are a part of and thus
are strongly semantically related to the original synset in
the news article. Related synsets with the ‘attribute’ re-
lationship are adjectives which often express members of
the original synset in the news article. Also, ‘derivation-
ally related form’ and ‘derived from adjective’ show strong
connections between synsets and occur frequently in the em-
ployed semantic lexicon. Furthermore, ‘instance hyponym’
relations (stating a synset is an instance of another synset)
have high weights, as these would typically lead to closely re-
lated, more abstract synsets, the utilization of which would
improve user profile and news message matching. Last, the
‘substance holonym’ relation (expressing a synset is a sub-
stance and part of another synset) is a surprising relation-
ship that obtained high weights, possibly due to the topics
used in the evaluation.

5. CONCLUSIONS
In most recommendation applications, news recommenda-

tion is performed using the cosine similarity and the TF-IDF
weighting scheme. In order to better cope with news infor-
mation, recently, semantics-driven methods have been de-
veloped, taking into account term meaning by exploiting se-
mantic lexicon synsets and the cosine similarity (SF-IDF) or
by making use of semantic (lexicon-driven) similarities (SS).
However, such systems do not take into account the vari-
ous semantic relationships between synsets, like synonymy,
homonymy, etc., providing only for a limited understanding
of news semantics. Additionally, named entities are not con-
sidered, as these are often not present in semantic lexicons.

In this paper, we explored the possibilities of extend-
ing the state-of-the-art SF-IDF method for news recom-
mendation, in order to additionally take into account se-
mantic relations between synsets, as well as named entities.
The proposed recommendation method, Bing-SF-IDF+, SF-
IDF, and several SS methods have been implemented in
Ceryx, an extension to the Hermes news personalization ser-
vice for news recommendation. Our evaluation on 100 finan-
cial news messages and 8 user profiles (queries) showed that
Bing-SF-IDF+ outperforms the other methods for F1-scores
and kappa statistics.

The discussed recommenders are based on synsets from a
semantic lexicon. However, such recommenders are depen-
dent on the information available in such lexicons. There-
fore, as future work, we would like to investigate a way to
combine multiple semantic lexicons, or to create an expert
system which gathers information and updates the known
information in a semantic lexicon. Additionally, we would
like to experiment with obtaining the semantic relationship
weights by making use of other metaheuristic methods such
as simulated annealing and ant colony optimization. Last,
it would be worthwhile to investigate similar Bing-based
named entity extensions to other recommendation methods,
such as TF-IDF and SS.
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