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ABSTRACT
The emergence of the Web has made more and more news
items available, however only a small subset of these news
items are relevant in a decision making process. Therefore
decision makers need an information system that is capa-
ble of extracting a set of relevant news items automatically.
This paper proposes a framework that provides decision
makers with the ability to extract a set of news items re-
lated to specific concepts of interest. This is accomplished
by creating a knowledge base and developing a system that
classifies news with respect to the knowledge base.

Categories and Subject Descriptors
H.4.2 [Information Systems Applications]: Types of
Systems—Decision support ; H.5.2 [Information Interfaces
and Presentation]: User Interfaces—User-centered design;
I.2.4 [Artificial Intelligence]: Knowledge Representation
Formalisms and Methods—Representation languages

General Terms
Design, Management

Keywords
Decision Support Systems, Ontology, Semantic Web

1. INTRODUCTION
The amount of information available on the Web is steadily

growing. Most of this information has no associated seman-
tics which means that, although it is perfectly human under-
standable, machines can not reason with it. The Semantic
Web [2] project of the World Wide Web Consortium (W3C)
aims to provide a framework that solves this issue. For this
purpose W3C proposes common formats to structure data,
that will not only make the data machine understandable,
but also make it interchangeable amongst computers. One

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
SAC’08 March 16-20, 2008, Fortaleza, Ceará, Brazil
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of these formats is the Web Ontology Language (OWL) [1],
which is an ontology language that can formally describe the
meaning of concepts [10]. When data is properly annotated
using OWL, a computer should be able to reason with it,
making it easier for computers to integrate the data with
other information.

A concrete example of a field that has a lot of unstruc-
tured information on the Web is the news domain. The Web
has become an important platform to spread news around
the world. News items appear on the Internet in large quan-
tities, this information overload making it hard to stay up
to date. Because of the huge amount of news items avail-
able, it is hard to extract only the relevant news items. If
all these news items were properly annotated, it would be
more easy to extract relevant news items by making use of
domain specific ontologies.

In some fields, like the stock market, news items are very
important inputs into the decision making process. News
messages have a big impact on the prices of stocks and
should be carefully monitored by stock market analysts. As
the amount of news sources that are available have grown
tremendously with the rise of the Web over the last decade,
this task is difficult to be done manually. Existing ap-
proaches like Google Finance1, despite being able to fil-
ter the news directly related to a certain portofolio (e.g.,
Google) do not allow users to access other relevant news
items which are indirectly related to the portofolio (e.g.,
competitors of Google like Microsoft). These indirectly re-
lated news items play also a role in determining the share
price of a company.

In order to support the news items analysts in their daily
tasks, and to show a useful application of Semantic Web
technologies, we propose Hermes. Hermes is a framework for
searching news sources on the Internet, based on Semantic
Web technologies. By using these technologies, clear seman-
tics can be assigned to the various news messages, thereby
providing a basis for a structured overview of the news. This
structured overview enables users to extract relevant news
items.

The technologies that we used include the data description
languages RDF (Resource Description Framework) [4, 15],
OWL (Web Ontology Language) [1], and the corresponding
query language SPARQL (SPARQL Protocol And Query
Language) [18]. Our approach is based on a conceptual
model for storing concepts, news items, and the relations
between these concepts and news items in an ontology. In

1http://finance.google.com/finance



this paper, we present a useful example of the application
of Semantic Web technologies to solve a real world problem.
We will focus on the NASDAQ stock market domain for the
news classification [14].

The paper is organized as follows. In the next section we
discuss the work, related to our research. The section there-
after explains the news classification process, while the next
section discusses the user interface of our software and how
the user can interact with the system. This is followed by
a description of the result extraction and visualization pro-
cess. The last section summarizes our findings, and presents
our conclusions.

2. RELATED WORK
This section gives a brief introduction about research in

the fields of news classification and ontology visualization.

2.1 News Classification
Recently there has been an increasing number of news

items delivered in a semi-structured format, called Really
Simple Syndication (RSS) [24]. The RSS format delivers a
news item together with its meta-data. The meta-data con-
tains the time of release, a link to the original item, etc.
Most press agencies, such as Reuters and AFP, provide RSS
feeds that contain news items that cover a specific news cat-
egory. As these feeds contain meta-data and are category
based, the news items contained by them can be called semi-
structured news items. These news feeds can be processed
with the help of Natural Language Processing frameworks
such as GATE [6] (General Architecture for Text Engineer-
ing). The GATE framework contains components such as
the semantic tagger, the ortho matcher, and the ontology
gazetteer, which can be used to analyze the news items. Al-
though these components are provided by the GATE frame-
work, GATE does not provide a complete methodology for
news item classification. In the next paragraph we will dis-
cuss a complete methodology.

The SemNews [11] application aims to extract meaning-
ful information out of news items, which appear on the In-
ternet in news feeds. The news items are analyzed by On-
toSem [12], SemNews’s underlying natural language process-
ing engine, and are classified with respect to their meaning.
After this, they are stored together with their semantics in
an ontology using OWL. By making use of this method,
news items that have been published all over the Web can
be stored in a structured way, to make them more accessible
for the user. However, SemNews lacks an easy and powerful
way to search through the news. This makes the extraction
of relevant news items a cumbersome job.

myPlanet [13] is another ontology-based news classifica-
tion system. In addition to news classification, it also per-
sonalizes the application by retrieving only the news items
that interest a certain user. It does so by allowing the user
select the desired concepts from the ontology and relies on
heuristics to extend the result set. Nevertheless, the classifi-
cation approach is not fully automated and the user cannot
exploit the graph nature of the ontology in order to define
its preferences.

2.2 Visualization
In the past few years visualization of ontologies has be-

come a popular research field. A lot of the text-based on-
tology editors are unable to cope with the large amounts of

data which usually resides in ontologies. These editors are
very often unable to present the data in a way that allows
for easy navigation and understanding of the information
with respect to its context [5]. Because the data in an on-
tology can easily consist of thousands of entities, it is more
appropriate to use visual tools rather than textual tools to
present an ontology. This enables users to effectively navi-
gate the ontology, understand the complex data structure,
and interpret the relationships between entities.

Protégé [16], for example, is an ontology editor that sup-
ports hierarchical views based on the sub- and superclass
relationships in OWL, using a tree layout. This is cumber-
some if the user wants to understand the graph-like structure
which is inherent to the use of RDF and OWL data [21]. By
making use of plugins it is possible to obtain different views
of the ontology. An example of one of these plugins is Onto-
Sphere [3], which displays ontologies in a three-dimensional
space. Another plugin is Jambalaya [20], which uses a hi-
erarchical multi-perspective visualization technique to show
the ontology. OntoViz [19] shows the data as a simple graph,
which can be customized to the needs of the user.

IsaViz [17] is a visual environment for browsing and au-
thoring RDF models. It is capable of showing both RDF
and OWL data in a graphical way, thereby making use of
a graph layout algorithm which determines the location of
the elements. Despite the good quality of the drawn graph
IsaViz is unable to load large ontologies, as the visualiza-
tion algorithm is too slow, the drawing time of the graphs
growing exponentially. Furthermore the graphs produced by
IsaViz look very fuzzy when large datasets are used.

GViz [22] is a general-purpose visual environment which
facilitates browsing and editing of graph data. It provides
users with the ability to create customized visualization sce-
narios which are able to suit their specific needs. An RDF
data format plugin for GViz is proposed, which creates the
possibility to use GViz to generate customized visualizations
of RDF data [8]. As GViz provides the user with many op-
tions and advanced visualizations scenarios, it might not be
usable for relatively inexperienced users, whom may not un-
derstand the meaning of the complex visualizations.

3. CLASSIFYING NEWS
In this section of the paper we describe the process of

classifying news within our Semantic Web decision support
system. News items are provided by news feeds and should
be classified at such a pace that stock traders have read the
relevant news items earlier than their competitors. At the
current moment, based on the rate of news items emerging
on the selected RSS feeds, the system starts classifying news
items every 5 minutes. After classification, the news items
should be personalized to be tailored to the needs of the
stock trader. Therefore the performance of the classifica-
tion process of news items is very important. This does not
allow us to use the most sophisticated (and time-consuming)
ontology populating techniques, because the main aim is to
provide reliable classification in a timely manner. By reli-
able classification we mean that news items should always
be assigned to the most relevant concepts in the ontology.

3.1 The Knowledge Base
In the knowledge base we store all information about the

news domain. We chose to store the information in an on-
tology, not only because the Semantic Web is based on the



idea of sharing information in ontologies, but also because
it supports easy extensibility of the information and it is
well supported in multiple software environments. Ontolo-
gies are also easily interchangeable, this enables others to
use our knowledge base, or conversely if other people have
knowledge bases of another domain, we can benefit from
their knowledge to classify news and to populate the news
ontology.

To keep the information exchange as simple as possible
there are no special restrictions on the knowledge base, as
long as it is stored in OWL format. For every concept
in the ontology, a synonym property is defined to supply
the classification process with lexical representations of a
concept. Moreover a WordNet sense property is defined.
This property stores URIs (Uniform Resource Identifier) of
WordNet [7] senses in order to retrieve more synonyms from
WordNet. These URIs refer to an RDF resource of the
WordNet OWL/RDF representation. We have chosen to
start working with the OWL/RDF WordNet representation
that is currently under development by the W3C [23]. Word-
Net also provides hyponyms for synsets that can be useful
in some cases in the classification process. In fact by linking
concepts to WordNet senses the domain specific knowledge
base has become an extension of the general WordNet lexical
ontology.

To demonstrate our approach we have developed a domain
specific ontology. We chose to model a knowledge base that
can classify news in the NASDAQ domain. More specifically,
we selected a subset of twenty companies. Our aim is to
collect and classify all news items that are relevant with
respect to these companies.

In the framework there is another important ontology be-
sides the knowledge base ontology: the news ontology. The
news ontology bridges the gap between the concepts of the
knowledge base and the news items itself. It stores the news
items together with all relevant information like the associ-
ated hyperlink, release time, and source. The classification
process links news items to the concepts in the knowledge
base and vice versa, this linkage is also stored in the do-
main ontology. By using the relations between the concepts
in the knowledge base and the news items we can provide
news personalization. Using these two ontologies, the knowl-
edge base ontology and the news ontology, we are now able
to start the classification process and populate the news on-
tology with news items which are linked to concepts in the
knowledge base ontology.

3.2 The Classification Process
The classification process basically consists of two steps:

searching for the name or synonyms of the concept as de-
fined in the ontology, and looking up words that denote the
concept with the help of WordNet. We will discuss these
steps of the process in this section. The classification pro-
cess is knowledge base centric, which means that a concept
is loaded from the knowledge base, then this concept is di-
rectly matched against every news item. This is opposed to
a news item centric approach, where for every news item ev-
ery concept in the ontology would be matched. The ontology
centric approach was chosen to have better performance in
combination with retrieving synonyms and hyponyms from
WordNet, which has to be done every time a concept is
loaded from the knowledge base. An overview of this process
can be found in Figure 1. The concepts and their associates

Figure 1: An overview of the classification process.

WordNet synsets are manually added to the knowledge base
by the knowledge engineer.

3.2.1 Concept matching
Concepts are represented as classes or individuals in the

ontology. In each iteration one of the concepts is selected
by the classification process. For this concept its name and
synonyms are retrieved from the ontology, and its presence
in the news items is checked. A relation between a news item
and a concept in the knowledge base can be denoted by one
or more lexical representations of a concept. For example,
“New York” and “Big Apple” can denote the same relation
between a news item and a concept (the concept being New
York City). These lexical representations are stored as hits,
to be able to examine the reason of existence of the relation
in the future by users or by domain experts.

3.2.2 Improving the classification result with Word-
Net

We improve our classification process with the help of
WordNet. For every concept the process retrieves synonyms
and hyponyms from WordNet. Hyponyms are only retrieved
when the concept is a class in the ontology that does not
have any subclasses and instances, or if the concept is an
individual. The intuition for this approach is that when a
class does not have any subclasses or instancees in the on-
tology, the domain expert, who defined the ontology, is not
interested in a more detailed classification of the concept.
However, if more specific forms of the concept are found it
is still useful to classify them as the more general one. If
WordNet can provide hyponyms for an individual the same
intuition as for classes without children (subclasses or indi-
viduals) holds true.

The classification process loads the WordNet senses from
the ontology and sends them to the WordNet library, which
in turn provides the classification process with lexical rep-
resentations for this WordNet senses. These lexical repre-
sentations are then checked for presence in the news items.
If an item is present the same process is applied as for the
lexical representations stored in the ontology.



Figure 2: The conceptual graph.

3.2.3 Evaluation
When all concepts from the knowledge base are passed

and all their respective lexical representations are looked
up, the process starts an evaluation round. In this evalua-
tion round the relations of every news item are assessed. If
enough relations are found for a news item to become useful,
it is added to the news ontology. Currently our heuristic is
that every news item should have at least three relations to
concepts in the knowledge base in order to be useful in the
decision making process. Having less relations means that a
news item is not relevant for the domain of the knowledge
base and therefore is not of any interest to the end-user.

4. ONTOLOGY VISUALIZATION
In order to present the knowledge base to the user, we

depicted it as a directed graph. We decided to use a graph
instead of a tree, because this results in a clear picture of the
relations between concepts, even when the knowledge base
gets very large. A tree only shows the sub- and superclass
relations between nodes, while a graph also shows the other
relations between the nodes. The user can use this graph
to specify the concepts in which he is interested. Figure 2
shows the conceptual graph.

Each node in our graph represents a concept in the knowl-
edge base, having two properties: a lexical representation of
the concept in the ontology and a Uniform Resource Iden-
tifier (URI). The lexical representation is displayed on the
node, while the URI is used to uniquely identify that partic-
ular node. Nodes can have multiple incoming and outgoing
edges.

Each edge in our graph represents a relation between two
concepts in the knowledge base, is directed, and has a label
associated with it. This label represents the type of rela-
tion between two nodes. An example of this is the edge
between the nodes MSFT (which stands for Microsoft) and
Steve Ballmer with the label hasCEO. This edge shows that
Microsoft has a CEO named Steve Ballmer; it is an outgoing
edge for Microsoft and an incoming edge for Steve Ballmer.

In our graph we use a node coloring scheme to emphasize
the node’s states and types, which is depicted in Table 1.
Looking at Figure 2, this coloring scheme becomes apparent.

4.1 Selecting Concepts
When the user wants to start the information retrieval

process, he is presented with an interface such as shown in

Table 1: Node coloring scheme.
Color State
Yellow Nodes of type OWL individual
Purple Nodes of type OWL class
Red Selected nodes
Green Nodes directly related to the selected node
Pink Nodes in the keyword search result

Figure 3: An overview of the application showing
the knowledge base.

Figure 3, i.e., a graph which depicts all the concepts in the
knowledge base. By using this graph, the user is able to
select concepts about which he wants to see news, we call
these concepts the “concepts of interest”.

By selecting a concept in the graph the control panel in
the application is activated, thereby enabling the user to add
the selected concept (and optionally its related concepts) to
the concepts of interest. These concepts of interest are the
concepts to which the news items must be related. The
control panel provides the user with the ability to not only
add the selected node to the concepts of interest, but also
nodes directly related to it. A user might for example want
to add the node GOOG (which stands for Google) and its
competitors to the concepts of interest.

4.2 Time Constraints
Time constraints are useful, because the degree to which

news items are relevant varies across time. In some cases
only recent information is relevant, for example when try-
ing to determine what recent news influenced the price of a
stock. In other cases a historical overview might be more
appropriate, for example in the case where analysts want to
analyze news from the past quarter to be able to say some-
thing about an upcoming quarterly result announcement.
Our framework allows the user to impose constraints on
the time period in which the extracted news items emerged.
There can be constraints on either the time or the date of
the news items.



Table 2: An example of a default time constraint
query

PREFIX hermes: <http://hermes-news.org/news.owl#>
SELECT ?title
WHERE {

?news hermes:title ?title .
?news hermes:time ?date .
?news hermes:relation ?relation .
?relation hermes:relatedTo hermes:Google .
FILTER
(

?date > "2007-03-01T00:00:00.000+00:01" &&
?date < "2007-05-31T00:00:00.000+00:01"

)
}

Table 3: Custom time functions
Function Output
currentDate() xsd:date
currentTime() xsd:time
now() xsd:dateTime
dateTime-add(A, B) xsd:dateTime
dateTime-subtract(A, B) xsd:dateTime

5. RESULT EXTRACTION AND VISUAL-
IZATION

In order to retrieve the news items that are related to
the concepts of interest specified by the user, we need a
query language which is capable of extracting data from an
ontology. We make use of SPARQL [18], which is a query
language capable of extracting data from ontologies, based
on path expressions and filters. However, SPARQL does not
support advanced time functions, so we extended SPARQL
with the more advanced time functions we need in order to
apply time and date constraints to the news items.

5.0.1 SPARQL Time Extension
Users are mostly interested in recent news, so time con-

straints are an important part of the result extraction pro-
cedure. By making use of a FILTER tag, SPARQL is able
to restrict the result set based on some conditions, which in
our case are usually time constraints. An example of a time
constraint search query is:

“Which are the news items about Google from the past
three months?”

If this question is asked on the 31st of May 2007, then the
SPARQL equivalent of this question is depicted in Table 2.

Although using a filter with a hard coded date can help in
this case, it is more convenient to use predefined functions
like currentDate() and currentTime(). It might also be
useful to perform arithmetic with times and dates to create
more expressive time and date filters. Table 3 shows the
custom time functions we have added to SPARQL.

Using these custom time functions makes it easier to ex-
press the previously discussed search query in SPARQL. Be-
cause some time functions provided by our extension are
relative, it is no longer needed to hard code the time con-
straint in the appropriate xsd:dateTime format. Instead it
is possible to create an expression by combining the custom
time functions, which enable more powerful time constraints
directly into SPARQL. In Table 4, the same query as in Ta-
ble 2 is depicted, only now the time constraint in the FILTER

Table 4: An example of a time-constraint query, us-
ing custom functions
PREFIX hermes: <http://hermes-news.org/news.owl#>
SELECT ?title
WHERE {

?news hermes:title ?title .
?news hermes:time ?date .
?news hermes:relation ?relation .
?relation hermes:relatedTo hermes:Google .
FILTER
(

?date > hermes:dateTime-substract(hermes:now(), P0Y3M) &&
?date < hermes:now()

)
}

Figure 4: A visualization of various news items.

is constructed using our custom functions. The first argu-
ment (A) for the dateTime-add and dateTime-substract

functions is of type xsd:dateTime. The second argument
(B) of these functions is of type xsd:duration.

5.0.2 News Item Extraction
The ultimate goal of our software is to provide the user

with the news items that are related to the concepts of in-
terest. Once the user has selected all the concepts which
are of interest to him, the relevant news items are to be
extracted. This is done by the Result Extractor which gen-
erates a SPARQL query based on the concepts the user is
searching for, and executes this query.

The result is shown to the user as a summary of all the
news items which are related to the selected concepts. An
example of this summary can be found in Figure 4. For
each news item the title, the source, and the date are shown
together with the first few lines of the item. However many
news agencies do not encode the source in their RSS feeds.

6. CONCLUSION
The Hermes news portal is a decision support system for

domains that are highly dependent on news from several
sources. Furthermore it is bringing the benefits of seman-
tic relationships to a decision support system. As part of
the framework we introduced ontology-based news classifi-
cation, which we extended with synonyms and hypernyms



that are retrieved from WordNet. Ontology-based person-
alization allows the decision maker to make use of relations
between concepts when searching for evidence supporting
or rejecting a decision, based on a pool of recent and older
news items. As users are able to limit the search space by
time constraints, they are able to retrieve recent informa-
tion from a recent news item, or instead retrieve a historic
overview, about the evolution of the domain over time.

By using Semantic Web techniques the different sources
of news items can easily be integrated, and the relations be-
tween concepts in a knowledge base and news items can be
represented. The ontology facilitates semantic-based infor-
mation retrieval for decision making purposes. The emer-
gence of the Semantic Web provides new opportunities for
decision support systems. We have demonstrated its useful-
ness in the stock market domain where information in news
items heavily supports decision making.

In the future we plan to extend our framework with semi-
automatic ontology learning components in order to keep
the knowledge base up-to-date. Furthermore a front-end
improvement would be to provide context graphs for news
items. Such a graph depicts the news item in the context of
the knowledge base by visualizing all news item relations to
concepts in this knowledge base. We also plan to evaluate
the tool with real users to further improve our approach.
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