
Abstract
With the increasing popularity of aspect-level sentiment analysis, where 

sentiment is a�ributed to the actual aspects, or features, on which it is 

u�ered, much a�ention is given to the problem of detecting these features. 

While most aspects appear as literal words, some are instead implied by the 

choice of words. With research in aspect detection advancing, we shift our 

focus to the less researched group of implicit features. By leveraging the 

co-occurrence between a set of known implicit features and notional words, 

we are able to predict the implicit feature based on the choice of words in a 

sentence. Using two different types of consumer reviews (product reviews and 

restaurant reviews), an F1-measure of 38% and 64% is obtained on these data 

sets, respectively.

Original Method
The original method of Zhang and Zhu [1] counts co-occurrences between 

explicit features and notional words in a sentence. In that way, a feature is 

found to implied by the words in the sentence if that feature co-occurs most 

with the words in the sentence throughout the corpus. The score is computed 

as

where

  is the ith feature in the set of possible features;

  is the jth lemma in the sentence;

  is the number of lemmas in the sentence;

  is the co-occurrence between feature i and lemma j; and

  is the occurrence frequency of lemma j.

Tested Hypotheses

To test this assumption, we counted co-occurrences between annotated 

implicit features in a sentence and the words in a sentence. This directly 

links the used words in a sentence to the implicit feature. 

Drawback: this makes the method supervised instead of unsupervised.
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Explicit features are a good proxy for implicit features

All word types contribute to performance

To test this assumption, the co-occurrence matrix is built from a limited 

set of words, instead of all words. This selection is done based on the 

Part-of-Speech tag of the words.
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Results

Data
The product data consists of a set of product reviews, for five different 

products, taken from Amazon [2]. The restaurant data is the same as 

used in SemEval-2014 Task 4 Aspect-Based Sentiment Analysis, 

except that the ‘miscellaneous’ category is removed, since it is not 

really an implicit feature.
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Directly training on the implicit features clearly yields be�er results 

compared to using explicit features as an intermediary step. This is 

true for both data sets.

Only using certain word types for the co-occurrence matrix is helpful: 

when considering only nouns, verbs, and adjectives, the proposed 

method performs be�er on both data sets. The original method is 

unaffected by this change.
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