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Abstract Automated analysis of the ever-increasing amount of reviews available
through the Web can enable businesses to identify why people like or dislike (as-
pects of) products or brands, yet to this end, a reliable indication of the intended sen-
timent of reviews is of crucial importance. This sentiment is typically quantified in
universal star ratings, which are not always available. We propose and compare the
performance of several statistical methods of automatically classifying star ratings
of reviews represented by means of a binary vector representation, with features
signaling the presence of sentiment-carrying words. A nearest neighbor classifier
maximizes recall, whereas a naı̈ve Bayes classifier excels in terms of precision, ac-
curacy, and the root mean squared error of the assigned number of stars.
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1 Introduction

The Web as it exists today encompasses a vast and ever-increasing amount of user-
generated content. Popular Web sites like Twitter, Blogger, or Epinions enable any-
one to write and publish short messages, blog posts, or reviews about anything at
any time. Today’s typical Web user exhibits a hunger for and reliance upon on-line
advice and recommendations, yet in the wealth of user-generated content, explicit
information on user opinions is often hard to find, confusing, or overwhelming [11].
Nevertheless, user-generated content does contain traces of people’s sentiment. As
recent estimates indicate that twenty percent of all tweets [6] and one third of all
blog posts [8] discuss products or brands, automated information monitoring tools
for consumer sentiment are crucial for today’s businesses.
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For such information systems, reviews form an important source of information
for, e.g., marketing and reputation management. In reviews, users describe their
experiences with a particular brand or product, while implicitly or explicitly ex-
pressing what they do or do not like about the subject of their respective reviews.
The overall verdict of a review can typically be classified by means of universal star
ratings, where the number of stars reflects the extent to which a reviewer intends
to convey positive sentiment with respect to the review’s subject. Such star classes,
typically five, are defined on an ordinal scale, e.g., a piece of text that is assigned
five stars is considered to be more positive than a four-star piece of text.

Star ratings can enable the extraction of valuable information from the multitude
of available reviews, as they can facilitate analyses of, e.g., which aspects of an ar-
bitrary product are mentioned in what context in reviews associated with particular
ratings. Sentiment analysis techniques can be used to this end. Some of such tech-
niques focus on identifying the subjectivity or objectivity of a text, whereas other
techniques aim to determine the polarity of natural language text.

Typical sentiment analysis approaches involve scanning a text for cues signaling
subjectivity or polarity, e.g., words, parts of words, or other (latent) features of nat-
ural language text, typically in statistics-based machine learning approaches. The
use of sentiment lexicons – lists of words and their associated sentiment, possibly
differentiated by Part-of-Speech (POS) and/or meaning [1] – has gained attention in
recent research endeavors [2, 3]. Such lexicon-based methods have been shown to
have a more robust performance across domains and texts than pure machine learn-
ing approaches [14]. Additionally, lexicon-based methods allow for intuitive ways
of incorporating deep linguistic analysis into the sentiment analysis, for instance
by accounting for structural or semantic aspects of text, but this comes at a cost of
significant decreases in processing speed with respect to statistical approaches [2].

In order to be able to (semi-)automatically analyze user-generated content for
clues as to, e.g., why people like or dislike (aspects of) products or brands, or how
different aspects of products contribute to the overall user experience, a reliable in-
dication of intended sentiment associated with this content is of crucial importance.
Some Web sites offer users the possibility to assign scores to their reviews in or-
der to express their intended sentiment, but such scores are not always available.
For instance, opinionated blog posts or tweets are not typically assigned scores by
their respective authors in order to signal their intended sentiment. Therefore, a ma-
jor challenge is to automatically determine the star rating associated with reviews
based on cues in the actual natural language content.

In this light, we propose and compare several statistical methods for classifying
the star rating of reviews. In our current endeavors, we aim to contribute to combin-
ing the accuracy and processing speed benefits of statistics-based sentiment analysis
approaches with the robustness of lexicon-based approaches.

The remainder of this paper is structured as follows. First, we discuss related
work on sentiment analysis in Sect. 2. Then, we propose several statistics-based
approaches to star rating classification of the sentiment associated with reviews in
Sect. 3. An evaluation of our methods is presented in Sect. 4. Last, we conclude and
propose directions for future work in Sect. 5.



2 Sentiment Analysis

The research area of sentiment analysis is related to natural language processing,
computational linguistics, and text mining. The main goal of sentiment analysis is
the extraction of subjective information from natural language text. Existing work
focuses on several specific tasks. Some work aims to distinguish subjective text
segments from objective ones or to identify the degree of subjectivity of text [17].
Other work is focused on determining the overall polarity of words, sentences, text
segments, or documents [11]. This is typically treated as a binary classification prob-
lem, i.e., text is classified as either positive or negative, yet some research focuses
on ternary classification by introducing a third class of neutral documents. Other
work focuses on determining the degree of positivity or negativity of text.

In general, there are two main types of approaches to sentiment classification
tasks. On the one hand, some approaches exploit (generic) sentiment lexicons when
determining the subjectivity or polarity of natural language text. On the other hand,
many state-of-the-art approaches rely on statistics-based machine learning tech-
niques for sentiment analysis.

Lexicon-based approaches take into account the semantic orientation of indi-
vidual words by matching words in a text with a list of words with their associated
sentiment, possibly differentiated by POS and/or meaning. The overall semantic ori-
entation of a text is then determined by aggregating (e.g., summing) the word scores,
possibly while taking into account other aspects of content as well, e.g., nega-
tion [3, 5], intensification [13], or rhetorical roles of text segments [2, 4]. Lexicon-
based approaches enable deep, yet computationally intensive linguistic analysis to
be incorporated into the process of analyzing sentiment in natural language text [2]
and have been shown to have a robust performance across domains and texts [14].

On the other hand, machine learning approaches have been shown to have great
potential with respect to sentiment classification accuracy in specific domains for
which they have been trained [14]. In such approaches, text is typically represented
as a vector, which can be used to model the text as a bag-of-words, i.e., an unordered
collection of words occurring in a document. Here, a binary representation of text,
indicating the presence or absence of specific words [10] has been shown to be more
effective than a frequency-based vector representation text [12]. Vectors may also
contain features other than words, e.g., parts of words, word groups, or features rep-
resenting other aspects of content such as semantic distinctions between words [16].
Features represented in vectors may be weighted as well [9].

Machine learning approaches have an attractive advantage over lexicon-based
approaches in that they tend to perform better in terms of classification accu-
racy [14]. Additionally, lexicon-based methods tend to sacrifice computational ef-
ficiency when naturally incorporating deep linguistic analysis into the sentiment
analysis process [2]. These properties render statistics-based machine learning
techniques attractive approaches to sentiment analysis tasks. However, lexicon-
based methods tend to be more robust across domains and texts [14]. Therefore,
a statistics-based method in which sentiment lexicons are exploited as well appears
to be a viable approach to our targeted multi-class sentiment analysis problem.



3 Star Rating Classification

In this paper, we aim to automatically determine the star rating of reviews by means
of analyzing the sentiment conveyed by these pieces of natural language text. Rather
than targeting a binary or ternary sentiment classification problem, we aim to dis-
tinguish five sentiment classes, i.e., one star, two stars, etcetera. These stars repre-
sent sentiment classifications ranging from very negative (one star), to neutral (three
stars), and very positive (five stars).

As we hypothesize that the boundaries between classes may not be very clear-
cut because of the different degrees of positivity and negativity represented by our
star ratings, we assume that a statistics-based machine learning approach would be
a better fit than unsupervised lexicon-based approaches for the problem we target in
our current endeavors. Nevertheless, the robustness across domains and texts typ-
ically exhibited by lexicon-based approaches is an appealing feature. In this light,
we propose to make a first step towards combining the classification accuracy and
processing speed benefits of statistics-based sentiment analysis approaches with the
robustness of lexicon-based approaches by means of linking vector representations
of our texts to a sentiment lexicon.

In order to be able to apply statistical analyses on our data, we need a proper
representation of our texts. We propose a novel bag-of-sentiwords representation,
i.e., a vector with features representing the presence of sentiment-carrying words,
retrieved from a sentiment lexicon. We include only sentiment-carrying words in our
vector, as we assume these words to play a major, if not crucial role in conveying
the overall sentiment of a text, as opinionated texts significantly differ from non-
opinionated texts in terms of occurrences of subjective words [15]. We propose to
use a binary representation, as we hypothesize that the sentiment conveyed by a text
is not so much in the number of times a single word occurs in a text, but rather in the
(number of) distinct words with a similar semantic orientation. Moreover, research
has shown that such a binary representation is more effective for sentiment analysis
purposes than a frequency-based vector representation of natural language text [12].

Statistical analyses and machine learning algorithms can be applied to the vector
representations of text thus obtained in order to identify similarities between texts
and to exploit these, such that the correct sentiment classification of a text can be
identified. In this work, we consider two types of classifiers, both of which assume
the availability of a set of training data, labeled with their corresponding sentiment
classification, and a set of test data for which the sentiment needs to be classified
based on the model built from the training data. The first type of classifier we con-
sider is a nearest neighbor classifier. Additionally, we consider to use a naı̈ve Bayes
classifier for determining the star rating associated with a text.

In our nearest neighbor classifier, we compare an arbitrary unlabeled text with
vector representations of each of our considered classes and subsequently assign to
the text the label of the class with which the similarity is the highest. These vector
representations of classes are typically representative documents or they represent
the typical characteristics of documents in their respective classes. The similarity be-
tween two (vector representations of) documents can be measured in several ways.



First, we consider to compute a Jaccard similarity coefficient, by defining the
similarity sjac (di,d j) between documents di and d j as the size – i.e., the number of
ones in the vector representation – of the intersection of di and d j in terms of the
size of the union of these documents, i.e.,

sjac (di,d j) =

∣∣di∩d j
∣∣∣∣di∪d j
∣∣ . (1)

Alternatively, the similarity between two vector representations of natural lan-
guage text could be computed by means of the cosine similarity scos (di,d j) of doc-
ument di to document d j, i.e.,

scos (di,d j) =
∑

n
f=1 di f d j f√

∑
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)2
√
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(
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with di f and d j f representing feature f out of n features for documents di and d j,
respectively.

Another design issue lies in the definition of a class, i.e., the determination of
which vector representation(s) an unlabeled document should be compared with in
order to determine its class. In our current endeavors, we consider three types of
vector representations of a class.

The first vector representation of a class we consider is a centroid representation,
where a class is represented by the document with the highest similarity to all other
documents in its class. When using this representation, an unlabeled document is
assigned the class of the centroid that is most similar to this document.

Second, we consider representing each class by means of all its associated docu-
ments. This implies that a new document can be classified by computing its similar-
ity to each document in the training set and subsequently classifying it into the class
associated with the highest similarity, averaged over its constituting documents.

Last, we consider to represent each class by merging all documents in each re-
spective class into one vector representation per class. In this merger, a new vector
is constructed for an arbitrary class by taking the union of all vectors this class is
constituted by. When using this representation, an unlabeled text can be classified
into the class of which the merged vector has the highest similarity to the vector
representation of the unlabeled text.

As an alternative to our considered nearest neighbor methods, we consider a
naı̈ve Bayes classifier. In this classifier, a document di is assigned a class ck, for
which the probability P(ck|di) is maximized. This probability is defined as the prod-
uct of the prior probability P(ck) of class ck to occur – which can be estimated from
the training data – and the probability P(wt |c j) of each of its m distinct words wt to
occur in a document of class ck, i.e.,

P(ck|di) = P(ck)
m

∏
t=1

P(wt |c j) . (3)



Fig. 1 Star rating classification of documents, represented by the occurrence of words retrieved
from a sentiment lexicon, by means of nearest neighbor (NN) and naı̈ve Bayes (NB) classifiers.

Our star rating classification approaches are summarized in Fig. 1. The nearest
neighbor classifiers use the Jaccard or cosine similarity measure, combined with
class representations based on the centroids, all documents, or a merger of all docu-
ments of a class. Our naı̈ve Bayes classifier models document similarity by means of
probability distributions for star rating classes, given documents, where each class
is modeled as the probability distributions for word occurrences in that class.

4 Evaluation

The statistical sentiment analysis methods proposed in Sect. 3 can be used for classi-
fying the star rating of reviews based on cues in the actual natural language content
of these reviews. These cues are constituted by the occurrence of specific sentiment-
carrying words, derived from a sentiment lexicon, and are reflected in our novel
binary vector representations of reviews. Our proposed methods can be applied to
these vectorized reviews in order to identify similarities between reviews and to
exploit these, such that their associated star ratings can be determined.

4.1 Experimental Setup

In order to evaluate and compare our proposed star rating classification methods, we
assess their performance on a data set containing reviews posted on Amazon [7]. In
this data set, the reviews have been annotated by their respective authors with a star
rating between one and five stars. The reviews cover a multitude of products, in-
cluding books, music, and movies, and hence span multiple domains. We randomly
sample 10,000 reviews from this data set as our training set, and 10,000 reviews as
our test set. The reviews in both sets are approximately normally distributed over
five star classes, while being somewhat skewed towards the higher ratings.



The reviews in our data set need to be represented by means of vectors signaling
the presence of sentiment-carrying words. In our current endeavors, we extract these
sentiment-carrying words from the Multi-Perspective Question Answering (MPQA)
corpus [18], which contains a large collection of subjective words collected from
several news sources, covering a wide variety of subjects. We extract all subjective
words and subsequently discard all duplicate entries while not accounting for POS
or meaning. This process leaves us with 4,300 lexical representations of sentiment-
carrying words, i.e., 4,300 features for our binary vector representation of reviews.

We evaluate and compare the performance of several star rating classification ap-
proaches on our vectorized data. In our experiments, we consider the nearest neigh-
bor and naı̈ve Bayes approaches proposed in Sect. 3. For the nearest neighbor clas-
sifier, we consider both the Jaccard and the cosine similarity measure. Additionally,
we consider class representations based on the centroid reviews of each class, all
reviews, and a merger, i.e., union, of all reviews constituting each respective class.

Each method is assessed by means of several performance measures. First, we
assess the average precision, recall, and F1 measure over all five classes. Precision
is the proportion of the reviews classified as, e.g., one star, which in fact should
have been classified as such. Recall is the proportion of the reviews with a particular
classification which are also classified as such. The F1 measure is the harmonic mean
of precision and recall. We also assess the overall accuracy, i.e., the percentage of
correct classifications. Finally, we assess the Root Mean Squared Error (RMSE) of
the class numbers in order to evaluate how far off the classifications typically are.

4.2 Experimental Results

The experimental results presented in Table 1 suggest that, on our data set and with
our vectorization method of the reviews in this data set, the Jaccard similarity mea-
sure typically yields better results for the nearest neighbor method than the cosine
similarity measure does, especially in terms of precision. Furthermore, in terms of
precision, recall, and F1 measure, a class representation based on all reviews in a
particular class appears to outperform the other considered class representations.
However, a merger of all vector representations of reviews constituting a particu-
lar class appears to yield better results in terms of overall accuracy and RMSE of
assigned class numbers than a class representation based on all reviews does.

However, the nearest neighbor classifiers are clearly outperformed by the naı̈ve
Bayes star rating classifier, especially in terms of overall accuracy and RMSE of as-
signed class numbers. The naı̈ve Bayes approach is however outperformed in terms
of recall by nearest neighbor classifiers with a class representation based on all
reviews in a particular class, yet this is compensated for by the relatively high pre-
cision and, to a lesser extent, F1 measure of the naı̈ve Bayes approach as compared
to the nearest neighbor star rating classifiers. All in all, the naı̈ve Bayes approach
appears to be superior to all considered nearest neighbor approaches.



Table 1 Average precision, recall, F1 measure, overall accuracy, and RMSE of assigned class
numbers over all five star rating classes for the considered nearest neighbor (NN) and naı̈ve Bayes
(NB) star rating classifiers. The best performance is printed in bold for each performance measure.

Method Precision Recall F1 Accuracy RMSE
NN (Jaccard, centroid) 0.241 0.235 0.219 0.300 1.879
NN (Jaccard, all) 0.294 0.325 0.261 0.323 1.673
NN (Jaccard, merged) 0.228 0.211 0.184 0.477 1.432
NN (cosine, centroid) 0.232 0.230 0.230 0.365 1.508
NN (cosine, all) 0.293 0.318 0.244 0.291 1.727
NN (cosine, merged) 0.227 0.229 0.223 0.392 1.567
NB 0.328 0.269 0.269 0.508 1.296

Even though the performance of some of our considered methods seems rather
promising, the algorithms leave room for improvement. An error analysis has re-
vealed that our considered approaches typically fail to correctly interpret more com-
plex sentences, for instance those containing negation. Other errors are caused by
occasionally sparse vectors due to a lack of identified sentiment-carrying words in
some of the reviews in our data set. Another common source of errors appears to be
off-topic noise in the reviews. People tend to discuss different aspects of their sub-
jects and possibly even of other subjects before they arrive at their conclusions. The
sentiment conveyed by the conclusions in such reviews appears to be a better proxy
for the intended sentiment and thus for the overall verdict, quantified in a star rating.
As such, a weighting scheme taking into account the position or role of words in a
text may help improve the performance of our considered star rating classification
methods.

5 Conclusions and Future Work

In this paper, we have proposed and assessed several statistical methods for classi-
fying the star rating of reviews. The contribution of this work is two-fold. First, in
an attempt to combine the classification accuracy and processing speed benefits of
statistics-based sentiment analysis approaches with the robustness of lexicon-based
approaches, we have proposed to represent the content of reviews by means of a bi-
nary vector representation, where the features represent the presence of sentiment-
carrying words, retrieved from a general purpose sentiment lexicon. Second, we
have compared the performance of several classifiers on these vector representa-
tions. A nearest neighbor classifier turns out to maximize recall, whereas a naı̈ve
Bayes classifier appears to excel in terms of precision, accuracy, and the RMSE of
the assigned number of stars. These findings can help businesses in their marketing
or reputation management efforts by providing a comparably reliable indication of
intended sentiment in reviews. Such insights enable businesses to identify, e.g., why
people like or dislike (aspects of) products or brands.



In future research, we plan to take more approaches into account in our compar-
isons of methods for star rating classification of sentiment. Furthermore, we plan
to include additional features in our vector representations of content of reviews.
Such features may be the frequencies, POS, and word senses of (sentiment-carrying)
words. Additionally, we consider devising a weighting scheme for our vector repre-
sentations in order to take into account the position or role of (sentiment-carrying)
words in a text. Last, other machine learning algorithms, e.g., support vector ma-
chines, may be applied in order to possibly improve upon the performance of the
star rating classification methods considered in our current endeavors.
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