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Abstract: In this paper we present a framework for the computational content analysis of European Central Bank (ECB) statements. Based on this framework, we provide two approaches that can be used in a practical context. Both approaches use the content of ECB statements to predict upward and downward movement in the MSCI EURO index. General Inquirer (GI) is used for the quantification of the content of the statements. In the first approach, we rely on the frequency of adjectives in the text of the ECB statements in relation to the content categories they represent. The second approach uses fuzzy grammar fragments composed of economic terms and content categories. Our results indicate that the two proposed approaches perform better than a random classifier for predicting upward or downward movement of the MSCI EURO index.
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I. Introduction

For a large part, corporate as well as government communication consists of free text. Although accessible to the human mind, such information fragments are difficult to process in an automated way. When faced with high volumes of such information, one would find it desirable to use machines for the processing, interpretation and aggregation of this knowledge. Ideally, such a process should lead to an advice in the form of a recommended decision that follows from the text that is being considered.

This issue is especially relevant for financial investors, who are often faced with high volumes of information and are under time pressure to incorporate this into their decision-making, in a time short enough to provide a competitive advantage over other market participants. The sources of information can be very diverse, ranging from formal means of communication to social media. Indeed, different studies show that European Central Bank (ECB) statements hold predictive power over financial markets [15, 16], and that the general mood on Twitter can be used in predicting upward or downward movement in the Dow Jones Industrial Average (DJIA) index [5].

Most approaches to content and sentiment analysis in economic text are currently focused on different isolated problems rather than providing frameworks for this problem. In this paper, we aim at providing a general framework towards the automated analysis of ECB statements, with the goal of aiding decision-makers with investment decisions. We focus the analysis on the content of fragments of text, based on the General Inquirer service [29], which employs the Harvard-IV-4 and Lasswell content dictionaries.

We provide two approaches for our proposed framework, that can be used in a practical context. The first focuses on the frequency of content categories as encountered in text. The second one takes a more sophisticated approach in that, rather than focusing on word frequencies, it focuses on fragments of text containing both an economic term as well as a word denoting some content category. Again, the frequency of such fragments is measured in text.

The information source we choose consists of European Central Bank (ECB) communication. The statements we consider have appeared monthly starting at the end of 1998. In addition to discussing the levels of the key interest rates in the European Union, these statements provide an overview of the
We validate our framework by measuring the accuracy of the proposed approaches in terms of correctly predicting upward or downward movement of the index. We find that both approaches show a performance that exceeds the accuracy of a random classifier, thus validating our general framework for automated financial decision support based on economic text. While one approach gives a better accuracy on the test set, the other one helps at reducing the number of features used for prediction and gives more stable models.

The outline of the paper is as follows. In Section II we present studies related to the extraction of content and sentiment from text. Section III presents our general framework for the content analysis of ECB statements. Two approaches based on our framework are described in Section IV. We present the fuzzy model that we use for the analysis in Section V. The experimental setup and the results are presented in Section VI. Our conclusions and suggestions for further work are described in Section VII.

II. Content and Sentiment Analysis

The first attempt at content analysis in an economic context is presented in [10]. Here, the authors investigate the relationship between a focus on wealth and wealth-related words in the speeches of the German Emperor and the state of the economy over the period 1870–1914. They find a strong relationship between the focus on wealth and the state of the German economy. More recent research, such as [27], relies on the GI dictionary for explaining the market prices and the trading volumes. The author finds that a relationship exists between a daily Wall Street Journal column, ‘Abreast of the Market’, and the market prices and trading volumes of that day for the stocks discussed in the column. In [19] the authors develop a method for the automated extraction of basis expressions that indicate economic trends. They are able to classify positive and negative expressions which hold predictive power over economic trends, without the help of a dictionary.

Other research has focused on the extraction of sentiment from free text in an economic context. In [28], the authors focus on eight dimensions of sentiment: joy, sadness, trust, disgust, fear, anger, surprise, and anticipation. They are able to provide visualizations of how these eight sentiments evolve over time for some concept, e.g., Iraq, based on news messages. The results are validated against ratings of human reviewers of the news messages. The method performs satisfactorily in visualizing the evolution of these sentiments.

In [7], the authors discuss a sentiment mining approach related to the extraction of term subjectivity and orientation from text. The approach starts with two training sets consisting of positive and negative words, respectively. It extends these two sets with WordNet synonyms and antonyms of the words in the sets. Then, a binary classifier is built by a supervised learner that is able to categorize vectorized representations of terms and classify them as positive or negative. In another approach in [1] extraction of fuzzy sentiment is done, where the authors are able to assign a fuzzy membership of positive or negative to a set of words using the so-called Sentiment Tag Extraction Program (STEP).

The first approach presented in this paper differs from the above approaches in that it relies on selected content categories from GI, and employs a fuzzy model for the prediction of movements in the MSCI EURO index. Rather than focusing on sentiment, we select a total of thirteen categories from GI and employ the percentages of words that fall under those categories as document fingerprints for the individual ECB statements. By using a fuzzy model, we are able to investigate how each category impacts the index, and draw economic conclusions. Contrary to the approach in [27], we do not aggregate all content categories into one single indicator, which would lead to losing the ability to question the impact of the different content categories on the explanandum.

In the second approach, we focus on the use of fuzzy grammars that are learnt from the text. Central to our work is the approach described in [12], where the evolution of fuzzy grammar fragments is studied for matching strings originating in free text. The basis of our approach are the methods described in [21, 22] for learning and extracting such fuzzy grammar fragments from text.

III. Content Analysis Framework

In this section, we introduce the framework that we propose for the automated content analysis of ECB statements. An overview of the architecture that we propose is given in Figure 1. In the remaining part of this section, we discuss the different modules and the reasons for including them in the architecture, as well as different approaches for concretizing each of these modules.

Our framework consists of three main modules: the Linguistic/Semantic Preprocessing module, the Content Fingerprinting module, and the module responsible for creating
the model based on historical data and the content of the text documents. We discuss each of these three modules in detail, together with the inputs they require and the output they generate.

Given a collection of ECB statements, some linguistic and/or semantic processing is required before analyzing the content of such documents. In the linguistic/semantic preprocessing module one can envision transformations such as stemming, stopword removal, part-of-speech tagging, and/or more complex operations such as semantic analysis of the concepts presented in text, possibly based on a domain-ontology or economic thesaurus such as [33]. The output of this module consists of a text that is at least transformed in such a way that makes syntactic comparison across documents possible. If a semantic approach is considered, then the comparison across documents can move from the syntactic level to an analysis of how different concepts are incorporated in different documents, i.e., a comparison of the content is enabled at a deeper level.

The preprocessed documents can then be analyzed in terms of the content they present. While the previous step mainly concerns linguistic and semantic analysis, further processing of the preprocessed documents can be purely quantitative. Here, we envision the generation of content fingerprints that make a quantitative comparison between documents possible. The content fingerprints can be generated based on the frequency of (some) words and the content they denote. A more complex approach can incorporate an analysis of predefined concepts within the text, an ontology-based approach, or an analysis of recurring structures/patterns as encountered in the text documents, in terms of the link between the concepts and content that describe these patterns. The content analysis can be based on content dictionaries such as the General Inquirer (GI) [29]. The GI service provides over 180 content categories, each of them described by a set of words that fall under that category. Regardless of the approach being considered, the output of this step consists of a quantification of the content of the text document, a content fingerprint, which describes the document being considered in terms of the content it describes. This approach makes a comparison between documents possible, and, simultaneously, enables the mapping of the content fingerprints to some numerical variable that is influenced by the content of the economic texts, e.g., stock prices for some company’s shares, levels of stock indexes, etc.

Provided that one has access to historical prices of an asset or the index being considered, and that these prices can be matched with the time when the economic text documents have been made public, the price variable can be modeled based on the content fingerprints of the documents being considered. In this step, one can also consider other economic/financial variables that are relevant in the price formation of the object being considered. Different approaches can be envisioned in this step, such as Fuzzy Inference Systems (FIS) when interpretability of the model is desired, or Neural Networks (NN) for capturing the possible non-linearity of the relationship between the content fingerprints and the numerical variable being predicted without a focus on interpretability. Other approaches could also be considered.

The output of the modeling step is a forecast of the level of the asset value being considered, which can be translated to a recommendation with regard to some portfolio. For example, a price projection higher than the current price can be regarded as an advice of buying/increasing the weight of that asset within the portfolio, while a lower price projection can be interpreted as a (short) selling recommendation. In this paper, we use the forecasts of our system for the evaluation of the approach.

IV. Two Approaches to Computational Content Analysis

In this section we provide two approaches that show how the generalized framework that we present can be applied in a practical context. The text documents that we consider are the monthly statements of the European Central Bank (ECB). We consider these statements due to their comparable structure over the years, and the fact that they are issued regularly at predictable moments. In addition to the level of key interest rates, the ECB statements focus on the current state of the economy, and discuss likely economic developments for the short-, medium-, and long-term in the European Union (EU). Being received with much anticipation by the financial markets, we consider these statements highly relevant in the price formation of assets across the EU. Since the individual assets are affected to various extents by the considerations in ECB statements, we consider an aggregate index (MSCI EURO index) as the measure of performance for both approaches that we present in this paper. This index is a measure of the equity market performance of developed European markets, and currently considers sixteen countries: Austria, Belgium, Denmark, Finland, France, Germany, Greece, Ireland, Italy, the Netherlands, Norway, Portugal, Spain, Sweden, Switzerland, and the United Kingdom. For the quantification of the content of the ECB statements we use GI, while the model used is a FIS, chosen based on its ability to capture non-linear relationships and its interpretability.

The two approaches that we present quantify the content of ECB statements at different levels of complexity. The first approach that we consider, the Adjective Frequency Approach (AFA) presented in Section IV-A, looks at the frequency of adjectives within the text in relation to the content category they describe. The fingerprints thus generated are mapped onto levels of the MSCI EURO index. The second approach that we consider, the Fuzzy Grammar Fragments Approach (FGFA) presented in Section IV-B, looks at the frequency of grammar fragments composed of at least one economic term and a word belonging to a content category. Again, the fingerprints that we generate are mapped onto the levels of the MSCI EURO index.

A. The Adjective Frequency Approach (AFA)

In this approach, we require data from two different sources. On the one hand, we use ECB statements available from the ECB press website [30]. On the other hand, we use the MSCI EURO index, available from the Thomson One Banker website [32].

An ECB statement consists of different parts. The first part deals with the key ECB interest rates and their levels for the coming months. The following four parts deal with the eco-
onomic and monetary analysis, as well as the fiscal policies and structural reforms. These first five parts are considered relevant for our purpose. Finally, approximately the second half of an ECB statement consists of questions and answers from the press directed towards the president of the ECB. For the current scope, we consider the Q&A part of an ECB statement relevant only indirectly, and only focus on the part describing the current and expected future state of the economy.

The relevant parts of the ECB statements for the selected period are extracted by using an HTML wrapper from the ECB press website. Upon successful extraction, each statement is annotated for parts of speech using the Stanford POS Tagger [25, 26]. Based on the part of speech annotation, we extract only the adjectives from the text. It should be noted that all ECB statements, at least in the part we consider relevant for the current purpose, follow a similar structure. For this reason, we believe that the adjectives in the text could provide a good discrimination among the different statements.

For each ECB statement from the relevant period, the set of all adjectives contained in the text is fed to the General Inquirer web service. Based on this input, GI generates a document fingerprint consisting of the percentages of words from the document that fall under each category supported by GI. GI currently supports over 180 content categories, but for our current purpose we focus only on 13 of them, namely [29]:

- **positiv**, consisting of 1045 positive words, such as harmony, improve, and resolve;
- **negativ**, made up of 1160 negative words, such as adversity, grief, and quit;
- **strong**, consisting of 1902 words implying strength, such as apprehension, constrain, and fought;
- **weak**, containing 755 words implying weakness, such as defect, flee, and pitiful;
- **ovrst**, consisting of 696 words indicating overstatement, such as chronic, hopeless, and ridiculous;
- **undrst**, containing 319 referring to understatement, such as careful, hesitant, and light;
- **need**, made up of 76 words related to the expression of need or intent, such as famine, intent, and prefer;
- **goal**, consisting of 53 words referring to end-states towards which muscular or mental striving is directed, such as innovation, purposeful, and solution;
- **try**, containing 70 words indicating activities taken to reach a goal, such as compete, redeem, and seek;
- **means**, made up of 244 words denoting what is utilized in attaining goals, such as budget, debt, and necessity;
- **persist**, 64 words indicating endurance, such as always, invariable, and unfailing;
- **complet**, consisting of 81 words indicating the achievement of goals, such as enable, recover, and sustain;
- **fail**, which consists of 137 words that indicate that goals have not been achieved, such as bankrupt, forfeit, and ineffective.

By feeding the adjectives from each relevant ECB statement to GI, we obtain a matrix of percentages that indicate for each document, for each content category, the percentage of words in that document that fall under that category. Upon generating this matrix, we normalize it using min-max normalization across each content category.

Finally, we obtain the data on the MSCI EURO index from Thomson One Banker (T1B). We extract monthly, end-of-month data for the period January 1st 1999 until December 31st 2009. An overview of AFA is provided in Figure 2.

**B. The Fuzzy Grammar Fragments Approach (FGFA)**

The fuzzy grammar fragments approach focuses on the recognition and extraction of fragments from text. These fragments are defined and parsed based on a terminal grammar. In addition, the matching of text fragments to grammar fragments is achieved through a fuzzy parsing procedure.

For the purpose of extracting the fuzzy grammar fragments, we focus on a subset of 33 ECB statements. This is done in order to test the generalizability of the approach and reduce the computational time. These statements are selected such that they are uniformly spread over the dataset: for each year from 1999 to 2009 we select 3 statements, from March, June, and September, respectively. We employ the same content categories from GI as in the AFA. These statements are then processed according to the flow in Figure 3.
1) Terminal grammar

For the purpose of information extraction, we begin by defining a terminal grammar around which the fuzzy grammar fragments are built. The complete terminal grammar employed for the current purpose is presented in the Appendix. The terminal grammar is centered around <EconomicTerm> and <ContentCategory> as the current focus is on extracting combinations of the two from the text of the ECB statements.

2) Porter stemming

In order to be able to identify text fragments that are identical, one must be able to abstract beyond dissimilarities between the words and the dissimilarities that may relate to things like the tense of verb, plural vs. singular, etc. For this reason, both the terminal grammar as well as the text of the ECB statements are reduced to a root form through the Porter stemming algorithm [18].

3) Text fragment selection

The topic of interest in the current case consists of the words contained in <EconomicTerm>. For the purpose of building a grammar for ECB statements, text fragments consisting of 5 words preceding an economic term and 5 words succeeding an economic term are automatically selected from the text of the statements. In order to preserve the meaning of the selected text fragments, we focus only on words that are included in the same sentence. Thus, if an economic term is the first word in a sentence, no predecessors will be selected, and if an economic term is the second word in a sentence, only one word (the word preceding the economic term) will be selected as predecessor. The same applies in the case of successors. It should be noted that the text fragments that are automatically extracted have a length of maximum five, i.e., predecessors and successors are never considered together.

4) Building the grammar

Once all text fragments related to an economic term have been extracted, the process can proceed towards building a grammar for the ECB statements. For this purpose, all selected text fragments are transformed into grammar fragments, based on the terminal grammar presented in the Appendix. An example is presented next, where given a selected text fragment T1 and the terminal grammar as presented in the Appendix, T1 would be translated into a grammar fragment F1 as follows, with <aw> denoting any word that is not included in the terminal grammar but is present in the text fragment:

T1: earli upward pressur price
F1: <aw><PositivCat><StrongCat><EconomicTerm>

Once all text fragments have been translated to grammar fragments, we proceed to building the ECB statements grammar as described in [21]. The focus of this research is on combinations of words from <Economic Term> and words from <ContentCategory>. For this reason, we only focus on fuzzy grammar fragments that contain at least one <EconomicTerm> and at least one <ContentCategory>, regardless of the number of <aw>. For example, the fuzzy grammar fragment F1 would be selected, while F2 and F3 would be removed from the grammar:

F1: <aw><PositivCat><StrongCat><EconomicTerm>
F2: <EconomicTerm><aw><EconomicTerm>
F3: <aw><PositivCat><aw><StrongCat>

Furthermore, in order to simplify the fuzzy grammar fragments we obtain, all trailing and preceding <aw> are removed from the fragments. For example, fuzzy grammar fragment F1 would become the fragment eF1:

F1: <aw><PositivCat><StrongCat><EconomicTerm>
eF1: <PositivCat><StrongCat><EconomicTerm>

Finally, we group all the resulting fuzzy grammar fragments according to the <ContentCategory> they describe. When a fragment contains more than one <Content Category>, we classify this fragment under each of the <ContentCategory> elements it contains. For example, fragment F4 would be classified as strong, and fragment eF1 as both strong and positive:

F4: <StrongCat><EconomicTerm>
eF1: <PositivCat><StrongCat><EconomicTerm>

This classification is important when we employ the fuzzy inference system for predicting the MSCI EURO index. There, we rely on the frequencies of each group of grammar fragments, i.e., positive, negative, strong, etc., for the prediction of upward or downward movement in the index. A final note that should be made regarding the building of the ECB grammar is that some words may fall under multiple categories, such as for the example the word growth, that falls both under <EconomicTerm>, as well as <StrongCat>. For this reason, we impose the following preference ordering over the grammar presented in the Appendix.

1. <EconomicTerm>
2. <PositivCat>
3. <NegativCat>
4. <StrongCat>
5. <WeakCat>
6. <OvrstCat>
7. <UndrstCat>
8. <MeansCat>
Following this ordering, the word *growth*, that falls both under <EconomicTerm> as well as <StrongCat>, will be considered under <EconomicTerm>.

5) The extraction

After having built the grammar for the ECB statements, we proceed to the extraction of strings that can be parsed by the ECB grammar as described in [22]. The extraction from our set of documents is focused around the groups of 13 content categories as described in the Appendix. We count the number of strings that can be parsed by the grammar fragments under each category, for each ECB statement. The output of this step consists of a matrix of frequencies of strings that can be parsed by the grammar fragments under each category, for each ECB statement.

After the extraction process, no fuzzy grammar fragments have been found for the following content categories in combination with an <EconomicTerm>:

- <NeedCat>
- <PersistCat>
- <GoalCat>

In addition, the content category <Goal> is only seldomly encountered in the documents. For this reason we remove this content category from the results list. This reduces the number of content categories available for experiments to 9, namely:

- <Means>
- <Negativ>
- <Ovrst>
- <Persist>
- <Positiv>
- <Strong>
- <Try>
- <Undrst>
- <Weak>

V. The Fuzzy Model

In this section we outline the basics of the adopted fuzzy model for the prediction of the MSCI EURO index based on the content of ECB statements. Several techniques can be used in fuzzy identification. One possibility is to use identification by product-space clustering to approximate a nonlinear problem by decomposing it into several [2, 8] subproblems. The information regarding the distribution of data can be captured by the fuzzy clusters, which can be used to identify relations between various variables regarding the modeled system.

Let us consider an $n$-dimensional classification problem for which $N$ patterns $x_p = (x_{p1}, \ldots, x_{pn})$, $p = 1, 2, \ldots, N$ are given from $\kappa$ classes $C_1, C_2, \ldots, C_\kappa$. The task of a pattern classifier is to assign a given pattern $x_p$ to one of the $\kappa$ possible classes based on its feature values. Thus, a classification task can be represented as a mapping $\psi : X \subset \mathbb{R}^n \rightarrow \{0, 1\}^\kappa$ where $\psi(x) = c = (c_1, \ldots, c_\kappa)$ such that $c_l = 1$ and $c_j = 0$ ($j = 1, \ldots, \kappa, j \neq l$). When the classification problem is binary, regression models can also be used as classifiers. In this approach, the regression model computes a score, e.g. probability of belonging to a class $c_l$, for each pattern. By applying a threshold to the score values at a suitable cutoff value, the class that a data pattern belongs to can be determined.

Takagi and Sugeno (TS) [24] fuzzy models are suitable for identification of nonlinear systems and regression models. A TS model with affine linear consequents can be interpreted in terms of changes of the model parameters with respect to the antecedent variables, as well as in terms of local linear models of the system.

One of the most simple forms of TS models contains rules with consequents in the affine linear form:

$$R^k : \text{If } x \text{ is } A^k \text{ then } y^k = (a^k)^T x + b^k,$$

where $R^k$ is the $k^{th}$ rule, $A^k$ is the rule antecedent, $a^k$ is a parameter vector and $b^k$ is a scalar offset. The consequents of the affine TS model are hyperplanes in the product space of the inputs and the output. To form the fuzzy system model from the data set with $N$ data samples, given by $X = [x_1, x_2, \ldots, x_N]^T$, $Y = [y_1, y_2, \ldots, y_N]^T$ where each data sample has a dimension of $n$ ($N >> n$), the model structure is first determined. Afterwards, the parameters of the model are identified. The number of rules characterizes the structure of a fuzzy system. For the models used in this work, the number of rules will be the same as the number of clusters. Fuzzy clustering in the Cartesian product-space $X \times Y$ is applied to partition the training data. The partitions correspond to the characteristic regions where the systems’ behavior is approximated by local linear models in the multidimensional space. Given the training data $X_T$ and the number of clusters $K$, a suitable clustering algorithm is applied.

In this work, we use the fuzzy c-means (FCM) [4] algorithm. As result of the clustering process, we obtain a fuzzy partition matrix $U = [\mu^k_i]$. The fuzzy sets in the antecedent of the rules are identified by means of the matrix $U$ that have dimensions $[N \times K]$. One dimensional fuzzy sets $A^k_i$, $i = 1, \ldots, n$ are obtained from the multidimensional fuzzy sets by projections onto the space of the input variables $x^i$. In this work, we use the fuzzy c-means (FCM) [4] algorithm.
This is expressed by the point-wise projection operator of the form
\[ \mu_{A_i^k}(x_{p}^i) = \text{proj}_i(\mu^k_p), \] (2)
after which the pointwise projections are approximated by Gaussian membership functions.

When computing the degree of fulfillment \( \beta^k(x) \) of the \( k \)-th rule, the original cluster in the antecedent product space is reconstructed by applying the intersection operator in the cartesian product space of the antecedent variables: \( \beta^k(x) = \mu^k(x^1) \land \mu^k(x^2) \land \ldots \land \mu^k(x^n) \). Other \( t \)-norms, such as the product, can be used instead of the minimum operator. The consequent parameters for each rule are obtained by means of least square estimation, which concludes the identification of the classification system.

After the generation of the fuzzy system, rule base simplification and model reduction could be used [20], but we did not consider this step in our current study.

We proceed as follows to generate the class labels. With the exception of the first observation from the dataset, all output values are set to 1 if the predicted value for the index in period \( t+1 \) is higher than or equal to the predicted value of the index in period \( t \), and to 0 if the predicted value of the index is lower in period \( t+1 \) compared to the same value in period \( t \). The same procedure is applied to the actual values of the index.

VI. Experiments and Results

In this section we outline the experiments that we perform and the obtained results. After first describing the experimental setup in Section VI-A, we present the results of the AFA approach in Section VI-B. The results obtained by using the FGFA approach are described in Section VI-C. The section ends with a discussion of our results in Section VI-D.

A. Experimental Setup

The dataset we used consisted of ECB statements and monthly closing values of the MSCI EURO index in the period January 1st, 1999 to December 31st, 2010. The index data is shown in Figure 4. We use 70% of the data for training the model and leave the remaining 30% for testing. In this way, every run of the system will be using different, randomly selected data. We do this in order to test the accuracy of the system regardless of economic cycles, as well as trends in the system on the first 70% of the data. We cannot account for the economic crisis from 2008 onwards. By using multiple runs on randomly selected data points we aim at reducing this effect. Furthermore, the model is then less likely to be influenced by any trend information that may be present in the data.

We run 100 experiments, and for each experiment the data are randomly drawn again from the dataset. For all 100 experiments, we maintain 70% of the dataset for training and 30% of the dataset for testing. Although different types of fuzzy systems have been tested, the best results have been obtained with a Takagi-Sugeno fuzzy system based on fuzzy c-means clustering [4]. We tried several numbers of clusters, and obtained the best results when using three clusters.

The fuzzy model is developed to predict the actual level of the MSCI EURO index in the month of the statement that is considered. In the final analysis, however, we are interested in the upwards or downwards movements of the index. Thus, the prediction of the index value by the FIS is used to determine whether the index will move up or down in the month of the respective statement. The accuracy of the fuzzy system is measured as the percentage of times that the system is able to correctly predict whether the index will move up or down. The formula for accuracy is presented in (3), where \( M^+ \) stands for the number of datapoints correctly predicted as upward movement, \( M^- \) stands for the number of datapoints correctly predicted as downward movement. \( D \) stands for the total number of datapoints.

\[
ACC = \frac{M^+ - M^-}{D} \times 100\%
\] (3)

B. AFA Results

In Table 1 we present an overview of the results of 100 experiments on the data described in the previous paragraphs. For the 100 runs, for both the training set as well as the testing set, we provide an overview of the minimum, maximum, and the mean accuracy obtained. The standard deviation of the accuracy is shown between parentheses.

<table>
<thead>
<tr>
<th>Table 1: AFA – Results of 100 experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Training</td>
</tr>
<tr>
<td>Training</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Testing</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

On the training set, the average accuracy ranges between 58.82% and 77.65%, while having a mean of 69.18% with a standard deviation of 4.01. A small standard deviation indicates consistent results. The average accuracy shows that in about 2/3 cases, the system is able to correctly identify an increase or decrease in the MSCI EURO index. The average accuracy goes down over the 100 experiments for the test set, but only slightly to 63.03%, indicating that some overfitting occurs. However, the standard deviation nearly doubles to 7.88, which can also be observed in the much wider range between the minimum and the maximum accuracy. Having a minimum accuracy as low as 44.44% on the test data might indicate that periods are present in the test set when the model does a very poor job at predicting the change in
the index, such as when the movement of the index is solely determined by a crisis period. In Table 2 we present the average confusion matrix for 100 fuzzy inference systems that we generate. The rows indicate the predicted movement direction of the index, while the columns indicate the true change in the index value.

Table 2: AFA – Confusion matrix for 100 experiments

<table>
<thead>
<tr>
<th></th>
<th>True Up</th>
<th>True Down</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pred. Up</td>
<td>34.28%</td>
<td>16.72%</td>
</tr>
<tr>
<td>Pred. Down</td>
<td>20.25%</td>
<td>28.75%</td>
</tr>
</tbody>
</table>

As it can be seen from Table 2, a slight bias can be observed between true positives and true negatives. The system seems to be able to better predict upward movement rather than downward movement. In terms of misclassifications, the same can be stated about the false positives and the false negatives. In Table 2 we also show the standard deviation for all mean values between parentheses.

In Figure 5 we provide an overview of the FIS output surface for selected pairs of inputs. The values of the MSCI EURO index in this figure have been obtained by min-max normalization. Therefore, the values for the index range between 0 and 1. From this figure, one can notice the high non-linearity of the relations, such as for example in the case of positiv vs. negativ selected inputs pair. The presence of nonlinear relations supports our choice for a fuzzy inference system to model the relationship between the content of ECB statements and the MSCI EURO index. It can also be observed that small parts of the results are sometimes counterintuitive, as in the case of the positiv - negativ plot. For example, one could observe that there is a positive correlation between negativ and the MSCI EURO index for very small values of the negativ variable. We consider this a spurious effect, and a direct result of the limited amount of data that is available for training, as well as testing, the model. For higher values of the negativ variable, the relation is as expected: higher values of this variable result in lower values for the index.

C. FGFA Results

In this section we report the results obtained from 100 experiments for FGFA. An overview hereof is provided in Table 3. For both the training and the testing set we report the minimum, maximum, and mean accuracy. Additionally, we report the standard deviation of the accuracy between parentheses.

Table 3: FGFA – Results of 100 experiments

<table>
<thead>
<tr>
<th></th>
<th>Min (%)</th>
<th>Max (%)</th>
<th>Mean (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>52.94</td>
<td>70.59</td>
<td>61.65</td>
</tr>
<tr>
<td></td>
<td>(3.34)</td>
<td>(6.43)</td>
<td>(6.43)</td>
</tr>
<tr>
<td>Testing</td>
<td>47.22</td>
<td>77.78</td>
<td>61.36</td>
</tr>
<tr>
<td></td>
<td>(3.34)</td>
<td>(6.43)</td>
<td>(6.43)</td>
</tr>
</tbody>
</table>

In Table 4 we present the average confusion matrix for 100 fuzzy inference systems that we generate. The rows indicate the predicted movement direction of the index, while the columns indicate the true change in the index value. It can be seen that the confusion matrix obtained is similar to the confusion matrix obtained from AFA.

Table 4: FGFA – Confusion matrix for 100 experiments

<table>
<thead>
<tr>
<th></th>
<th>True Up</th>
<th>True Down</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pred. Up</td>
<td>33.72%</td>
<td>17.64%</td>
</tr>
<tr>
<td>Pred. Down</td>
<td>21.00%</td>
<td>27.64%</td>
</tr>
</tbody>
</table>

In Figure 6 we provide a few surface plots for pairs of selected inputs, for one of the fuzzy models generated by the system. All pairs of inputs are plotted against the output, which consists of the normalized levels of the MSCI EURO index. Again, we notice the non-linearity describing the relations between our content input variables and the values of the index. The results indicate that the negativ variable is inversely related to the values of the index, while the positiv category positively influences the index. The ovrst content variable also results in higher values for the index, when this category is present to a greater extent in the text of the ECB statements.

D. Discussion

The performance of a random classifier is expected to be roughly equal to 50% because the classes up and down movement of the MSCI EURO index are equally distributed in our dataset. For the selected period, we can conclude that both AFA, as well as FGFA, provide superior performance, at least in terms of the mean accuracy of prediction, when compared to a random investment strategy. Hence, both approaches to computational content analysis of the ECB statements have predictive power over the MSCI EURO index. Hence, the general framework that we propose is useful for the computational content analysis of ECB statements. Such analysis can form the basis for the aggregation of multiple documents in a way that is more accessible to decision makers. In addition, such analysis can form the input to models that take such economic information into account and stand at the basis of (semi-) automated investment strategies that might be used, for example, in algorithmic trading.

Finally, we note that the relation between the content of ECB statements and the MSCI EURO index appears to be non-linear, both in the case of AFA, and in the case of FGFA. Although both approaches show this type of relation, further investigation is needed into the extent of the non-linearity before we can conclude that the contents of economic text is always non-linearly related to the variable being forecasted.

VII. Conclusions and Future Work

In this paper we present a general framework for the computational analysis of ECB statements. The application of this framework is illustrated by means of two concrete approaches. One is based on the frequency of adjectives in the text in relation to the content categories as outlined by GI. The other is focused on the frequency of fuzzy grammar fragments in relation to the economic terms and content categories they describe, again based on GI. The documents being considered are the monthly statements of the ECB, and they are used for the prediction of the upward or the downward movement in the MSCI EURO index. Our results indicate that, in both approaches, the movement of the index can be predicted with a higher accuracy than when a random
Figure. 5: Fuzzy inference system output surface for selected pairs of inputs (AFA)

Figure. 6: Fuzzy inference system output surface for selected pairs of inputs (FGFA)
classifier is used. We use these results to validate the ability of our proposed general framework to analyze the content ECB statements. Note that our approach does not consider deep knowledge about the semantics of the text. It can be expected that the results could improve if the semantics of the text are taken into account explicitly. Ontology-based approaches based on state-of-the-art languages such as the Web Ontology Language (OWL) [3] in static contexts or tOWL [13, 14] in time-varying contexts is an interesting direction for further research.
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Appendix – Terminal Grammar

<ContentCategory> ::= <Positiv> | <Negativ> | <Strong> | <Weak> | <Ovrst> | <Undrst> | <Need> | <Goal> | <Try> | <Means> | <Persist> | <Complet> | <Fail>

<Positiv> ::= All words contained in the Positiv category by the General Inquirer.

<Negativ> ::= All words contained in the Negativ category by the General Inquirer.

<Strong> ::= All words contained in the Strong category by the General Inquirer.

<Weak> ::= All words contained in the Weak category by the General Inquirer.

<Ovrst> ::= All words contained in the Ovrst category by the General Inquirer.

<Undrst> ::= All words contained in the Undrst category by the General Inquirer.

<Need> ::= All words contained in the Need category by the General Inquirer.

<Goal> ::= All words contained in the Goal category by the General Inquirer.

<Try> ::= All words contained in the Try category by the General Inquirer.

<Means> ::= All words contained in the Means category by the General Inquirer.

<Persist> ::= All words contained in the Persist category by the General Inquirer.

<Complet> ::= All words contained in the Complet category by the General Inquirer.

<Fail> ::= All words contained in the Fail category by the General Inquirer.

<EconomicTerm> ::= <CoreTerms> | <MonetaryTerm> | <Commodity> | <Institution> | <Person>

<CoreTerms> ::= {bank, cost, corporation, crisis, credit, debt, economy, employment, euro, export, fund, growth, GDP, import, inflation, investment, labour, liquidity, loan, market, policy, price, protectionist, rate, risk, sector, spread, tax, taxation, trade, volatility, wage, yield, balance sheet, financial market, foreign trade financial sector, global economy, interest rate inflation rate, labour market, macro-economic financial corporation, policy measure, opportunity cost yield curve}

<MonetaryTerm> ::= {monetary, M0, MB, M1, M2, M3, MZM}

<Commodity> ::= {commodity, oil, gold, energy}

<Institution> ::= {European Central Bank, ECB, International Monetary Fund, IMF, Governing Council}

<Person> ::= {President, Vice-President, Commissioner}
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