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Abstract

Event extraction, a specialized stream of information extraction rooted back into the 1980s, has
greatly gained in popularity due to the advent of big data and the developments in the related
fields of text mining and natural language processing. However, up to this date, an overview of this
particular field remains elusive. Therefore, we give a summarization of event extraction techniques
for textual data, distinguishing between data-driven, knowledge-driven, and hybrid methods, and
present a qualitative evaluation of these. Moreover, we discuss common decision support applications
of event extraction from text corpora. Last, we elaborate on the evaluation of event extraction

systems and identify current research issues.
Keywords: Event extraction, information extraction, natural language processing (NLP), text

mining

1. Introduction

Over the years, Information Extraction (IE) has become increasingly popular as a tool for a vast
array of applications [1-5]. At first, the IE field was focused particularly on message understanding in
newswires. However, due to the onset of progressively larger digital data collections of various natural
language text types such as news messages, articles, and web pages, researchers and practitioners
require more advanced techniques, extract more information with greater accuracies and on a
real-time basis, and operate on larger scales than ever before. Since the early 2000’s, there has been

a notable shift from general information extraction from digital collections — extracting basic named
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entities like persons and organizations — toward more advanced forms of text mining, including
Event Extraction (EE) that requires the handling of textual content or data describing complex
relations between entities [6]. This development has been fueled by the continuous advances in
Text Mining (TM) and Natural Language Processing (NLP), the advent of big data, as well as the
availability of (manually) annotated data sets that often serve as a basis for building extraction
models.

Event extraction combines knowledge and experience from a number of domains, including
computer science, linguistics, data mining, artificial intelligence, and knowledge modeling. It is
commonly seen as the TM-aided extraction of complex combinations of relations between actors
(entities), performed after executing a series of initial NLP steps. It is a form of IE, aimed at
specific users, applications, and platforms, that results in more complex and detailed outputs than
regular IE. Event extraction originates in the late 1980s, when the U.S. Defense Advanced Research
Projects Agency (DARPA) boosted research into message understanding, aimed at automating the
identification of terrorism-related events from newswires, a topic that has remained trending up
until today.

With the exponential growth of digital collections and the information extraction requirements
in various fields, event extraction research has evolved greatly. Early mentions of modern event
extraction can be found in the biomedical literature, where NLP techniques have been traditionally
employed for discovering biological entities such as genes and proteins, but where the same techniques
are now also widely used for identifying events involving these entities, e.g., gene expressions and
protein bindings [7]. Gradually, event extraction has moved to other domains such as politics and
finance, where events like elections, CEO changes, or acquisitions, are also comprised of sets of
entities (e.g., persons, governments, countries, etc.) and their relations (e.g., leadership, competitor,
ownership, etc.) [8, 9].

The detailed information that is commonly extracted from a heterogeneous set of sources in
event extraction implementations, becomes increasingly important for supporting decision making
processes. Today, the applications of events in decision support systems are plentiful. For instance,
events can be used in mediation information systems [10], for the analysis of firm-specific social
media monitoring [11], or even for advanced spatio-temporal reasoning in moving objects [12] and

vehicle routing [13]. Other popular applications of events lie in environmental scanning [14], news



personalization systems [15], algorithmic trading [16], financial risk analysis [17], e-commerce [18],
quality assurance [19, 20], and terrorism detection [21].

Such event-based decision support systems commonly define an event as something that is
regarded as happening during a particular interval of time. Events can have multiple occurrences
and are generally seen as incidents of substantial importance. In this work, we do not consider
organized events such as soccer matches, scientific conferences, parties, etc., but we focus on
unexpected occurrences which need to be acted upon. Such events are universally associated with
state changes. However, per domain, their definition, complexity, and interpretation could greatly
differ.

Irrespective of their domains, extracted events are associated with changes in the state of the
current knowledge, and hence can be employed for decision making, prediction, or monitoring. The
applications are numerous, e.g., generating trading signals for stock exchange markets, providing
event-driven data integration in decision support systems, creating social media monitoring systems
by police departments, discovering defects in products, etc. Hence, these developments render
traders, managers, and companies to be the users that immediately benefit from event extraction.

Despite the envisaged usefulness and wide prospective applicability of event extraction, several
hurdles have to be overcome until event extraction is widely adopted as a supportive tool in practice.
The main requirements that were trending in the nineties for information extraction [2], are still
applicable to event extraction today. For instance, the technologies should deliver sufficiently
accurate results. Furthermore, construction and processing costs should be minimized, and systems
are preferred to be operable by non-specialists. These challenging requirements have led to many
research efforts in the last decade, of which the main ideas are surveyed in this article.

Although IE in general is certainly a heavily researched and well-described area, to our knowledge,
there is little overview work focusing on the upcoming field of event extraction. Therefore, in order
to aid researchers and practitioners in making well-informed decisions about their event extraction
applications, we survey high-performance extraction techniques and their common applications
in decision support systems. While a preliminary survey on event extraction from text already
exists [22], here we provide a more complete overview on a higher level of abstraction, and also
cover the most recent works. Moreover, in our current endeavors, the various approaches to event

extraction are evaluated on more (qualitative) dimensions. We discuss common applications of event



extraction in decision support systems and additionally focus on the evaluation of event extraction

methods. Last, current research issues in event extraction from text are highlighted.

2. Techniques

Both in recent research and in practice, a great many of different event extraction techniques have
been proposed and applied. In the following discussion on the main techniques that are employed
for event extraction, we omit the peculiarities of individual approaches, and focus on several aspects
of various commonly applied extraction techniques, identifying their unique properties, advantages,
and disadvantages.

A common distinction of event extraction approaches stems from the field of modeling. Data-
driven approaches aim to convert data to knowledge through the usage of statistics, data mining,
and machine learning. Expert knowledge-driven methods, extract knowledge by exploiting existing
expert knowledge, usually through pattern-based approaches. In today’s advanced extraction
procedures, researchers may employ techniques from both fields by bootstrapping or optimizing
their knowledge-based algorithms by means of machine learning, or vice-versa. Those extraction
methods that equally employ data- and knowledge-driven techniques can be categorized under the
increasingly popular hybrid event extraction approaches.

While preparing this survey, state-of-the-art event extraction articles have been selected based
on a thorough examination of the contents of leading journals, such as Decision Support Systems
(DSS), ACM Computing Surveys (CSUR), Journal of Biomedical Informatics (JBI), and the like,
between the years 2000 and 2015 through the renowned full-text scientific database ScienceDirect, as
well as Google Scholar. Initially, we went through the results for the search term ‘event extraction’,
but after inspection of results for the more general query ‘information extraction’, we additionally
obtained some other useful related articles. We have subsequently performed a qualitative evaluation
of the main types of event extraction techniques'. For each method, we analyzed the amount of
required data, knowledge, and expertise, as well as the result interpretability, and the required
development and execution time. For each of the reviewed works, the criteria were estimated based

on information reported in the corresponding papers.

'For an overview of event extraction techniques, please see Table A.1 in Appendix A.



Generally, the amount of required data is determined based on reported amounts of documents
for which significant results are obtained, where low amounts total to no more than a couple of
hundreds of documents, mid-range amounts represent around ten thousand documents, and, in
case more documents are required, approaches are considered to be data-intensive. The amount
of required knowledge is measured by evaluating the domain specificity of the methods, i.e., the
amount of required domain knowledge for executing the necessary extraction steps. This amount is
directly proportional to the number of steps requiring domain knowledge, and inversely proportional
to the number of commonly applicable methods employed in a single event extraction approach.
Hence, a higher number of universal methods lowers the domain specificity, while methods with
an emphasis on domain knowledge are more domain specific. The amount of required expertise
is determined by analyzing the number of methods that are combined. Also, the (computational)
complexity of the methods themselves, the number of required steps, the intricacies of the employed
algorithms, etc., exert a notable influence on the amount of required expertise. Result interpretability
is observed by evaluating the comprehensibility and traceability of the considered methods. The
comprehensibility of the output, i.e., the ease with which results can be translated to human
understandable language, is relatively low for numerical outputs, higher for textual results, and
maximal for outcomes that incorporate a strong notion of semantics. Black-box methods yield low
traceability scores, whereas methods with results that can easily be backtracked (as is the case for
— to a lesser extent — grey-box, and — to a wider extent — white-box methods) yield much higher
scores. Subsequently, the development time is composed of time invested in (model) construction,
training, and parameter tweaking. Last, the execution times (per document) are derived from

reported computational complexities.

2.1. Data-Driven Event Extraction

The vast majority of event extraction tools makes use of at least some data-driven techniques,
and many of these tools even rely solely on quantitative methods to discover relations. Data-driven
approaches develop models of text corpora that approximate linguistic phenomena. Such event
extraction techniques are not restricted to basic statistical reasoning based on probability theory,
but encompass all quantitative approaches to automated language processing, such as probabilistic

modeling, information theory, and linear algebra. These methods focus on specific features, such as



words and n-grams, as well as their associated weights, which are mostly determined using frequency
counting algorithms. These features and their associated weights represent the input of complex
clustering or classification algorithms, which, despite their differences, all focus on discovering
statistical relations, i.e., facts that are supported by statistical evidence. These discovered relations,
however, are not necessarily semantically valid, as semantics (meanings) are not explicitly considered,
but are assumed to be implicit in the data.

For data-driven event extraction, there is a clear distinction between supervised and unsupervised
learning approaches. The former approaches require some expert knowledge, as labeled data is
provided to learning algorithms, whereas the latter approaches are usually employed when no labeled
data is available. Unsupervised learning is commonly applied in data exploration or structure
discovery tasks, and comprises techniques such as clustering and manifold learning. Supervised
learning techniques typically produce new events, based on the given labeled examples. Such
learning algorithms deduce event properties and characteristics from training data, and use these to
generalize to unseen situations. Combining labeled and unlabeled data can produce considerable
improvements in learning accuracy, and hence semi-supervised learning methods are often employed
when there is a small amount of labeled data, and a large amount of unlabeled data available, for
instance when dealing with special, expensive devices or methods.

Popular (supervised) machine learning techniques for learning relations, such as decision trees
or neural networks, often prove to be difficult to train for event extraction, due to the fact that
these methods require a large amount of data to be trained on, of which much is initially not
labeled (annotated). Moreover, the number of negatives (irrelevant data points) tends to largely
outweigh the number of positives (relevant data points) in these data sets, which does not only
make the number of useful data points sparse, but also adds noise to the trained models. Many
techniques exist for tackling this issue of unbalanced data, e.g., over-sampling (duplicating data),
under-sampling (removing data), synthetic minority over-sampling (generating synthetic samples),
etc. Usually, excessive amounts of negative examples are pruned first from the data, before training
extraction models [23].

Another approach to data-driven event extraction is related to inference models, which are very
popular in regular ITE tasks. These models are mainly used in semi-supervised or unsupervised

settings, usually operate on words in sentences or documents, and apply inference on a specific



(learned) probability distribution. The latter distribution is used for predicting the next word in a
sentence or document, based on the history of words. For instance, from a corpus it could show
that ‘ACM’ is frequently followed by ‘Press’, but not so much by ‘publishing’, yielding a higher
probability for ‘Press’ to follow ‘ACM’ in unseen texts. Inference models use the classification of
previous words to predict the next word, by learning which words tend to follow specific words.
A commonly used probabilistic model is the n-gram model, where the last word of the n-gram
represents the word to be predicted [24, 25].

Clustering of similar or related documents, sentences, terms, etc., is a commonly employed,
unsupervised data-driven technique for event extraction. Examples of clustering-driven event
extraction approaches are numerous. For instance, one could use clustering on event occurrences
over time, and thus predict the type and properties of a new event [26]. Alternative options are
clustering documents containing events (parsed through a shallow linguistic analysis) to identify
events [27, 28], or sentences referring to the same event [29]. In more complex frameworks, clustering
is usually combined with advanced graph structures [30].

The overall trend is that data-driven methods require a lot of data for their training in order to
get statistically significant and reliable results. On the other hand, the role for expert knowledge is
minimal, as these methods generally do not take into consideration domain semantics, but instead
rely on universal, statistical methods that can be applied to any domain. In terms of expertise,
however, there is a large variety of data-driven solutions, as the required expertise greatly depends on
the methods that are applied. When combining multiple methods, the amount of required expertise
is larger than when applying, for instance, merely a single, out-of-the-box clustering method. Also,
(semi-)supervised methods generally require more expertise, as labeled data is involved. Although
training times are usually long, because of the excessive amounts of data that need to be processed
on the one hand, and the computationally intensive operations involved on the other hand, execution
times are mostly short for data-driven event extraction methods, as learned weights and parameters
are applied to new examples without involving a lot of reasoning on a pre-built model. Last, given
the current limitations in the interpretability of machine learning results, we consider these methods
to be opaque or semi-transparent at best. Moreover, the interpretability of the results of most

data-driven methods is low, because results do not necessarily have explicit semantics associated.



2.2. Knowledge-Driven Event Extraction

Knowledge-driven event extraction methods often use predefined (or learned) patterns express-
ing expert knowledge rules. Their TM procedures are hence inherently based on linguistic and
lexicographic knowledge, as well as on existing human knowledge regarding the content of the
texts to be processed. We can make a rough distinction between two types of patterns that can
be applied to natural language corpora for event extraction, i.e., lexico-syntactic patterns [31] and
lexico-semantic patterns [32]. The former patterns are a combination of lexical representations and
syntactic information. The latter patterns are more expressive, and combine lexical representations
with both syntactic and semantic information.

Before extraction patterns are employed on a data set of natural language texts, in most
knowledge-driven approaches, the corpus is preprocessed using data-driven or knowledge-driven
parsers. Most patterns operate on tokens, i.e., small text segments, which are usually words,
word groups, numbers, spaces, or punctuation signs. These tokens get assigned various properties,
depending on the level of detail and the focus of the NLP pipeline analyzing the corpus. Common
properties are a token’s associated semantic concept, lexical category, orthographic category, lemma
with suffix and/or affix, pronominal reference, etc. Eventually, patterns, constructed according to
a predefined grammar, are matched on large collections of tokens. Usually, in case of a match,
additional data (properties) are collected and stored in data structures for later usage, e.g., subjects,
objects, etc.

When implementing knowledge-driven approaches to perform event extraction tasks, it often
proves to be difficult to stay within the boundaries of these approaches, and therefore most methods
often have a (small) data-driven component. For instance, initial clustering for classification could be
required in order to determine elements that can be used for constructing patterns (e.g., identifying
proper nouns, verbs, companies, persons, etc.). In the following discussion on knowledge-driven
approaches, we refer to approaches that are fully or mainly pattern-based, as this is the main
characteristic of knowledge-driven event extraction methods.

Lexico-syntactic patterns often appear in earlier work on knowledge-driven event extraction [7],
but have remained popular in more recent approaches [31, 33] due to their domain independency. The
patterns mostly rely on syntactic properties (grammatical meanings) like verbs, nouns, prepositions,

and pronouns. Ideally, patterns should be defined in such a way that they occur frequently and thus



cover many event instances. In practice, such patterns cover a limited amount of different statements
discussing the same event. Generalizing patterns too much, leads to erroneous matches that fall
outside the scope of the intended event, and comes at the cost of a loss in precision, although recall
usually increases. As an alternative, one could enumerate all possible verbs and conjugations, but
this greatly impacts development times and general rule flexibility. To cope with these and other
related issues like synonymy, homonymy, and polysemy, very complex lexico-syntactic patterns need
to be constructed. This stresses the need for higher-level patterns, such as lexico-semantic patterns.

Lexico-semantic patterns enable one to extract more accurate information from texts by enriching
lexico-syntactic patterns with semantics, i.e., linguistic meaning and domain context. Lexico-semantic
patterns allow for more powerful expressions, as they leverage existing lexico-syntactic patterns
to a higher abstraction level. In contrast to lexico-syntactic patterns, however, some domain
knowledge is required to create high-precision patterns that retrieve many events in an arbitrary
corpus. This makes the creation of patterns less trivial, but as the patterns can be less general than
lexico-syntactic patterns, they allow for a more specific description of one’s needs and return more
accurate results at a higher precision level than their lexico-syntactic counterparts, without losing
much on the recall level.

In literature, there are two notions of lexico-semantic patterns. Some research is focused on event
extraction by means of basic semantics, added through gazetteers (word lists) that are iteratively
searched while parsing corpora. As moving from lexico-syntactic approaches to such simple-typed
lexico-semantic approaches is a minor incremental step, this approach has often been used, and is
for instance exemplified in [17, 32, 34, 35].

Other research aims to use patterns based on ontological concepts and relations, which capture
the domain semantics. Ontology-based lexico-semantic patterns involve a more complex typing, as
their elements capture domain semantics and are more advanced than syntactic and simple-typed
semantic elements. Additionally, restrictions and relations applying to concepts specified in the
underlying ontology can be utilized when applying reasoning with an inference engine. Compared to
other pattern-based approaches, complex-typed patterns require more expertise due to the increased
complexity, yet often generate better results due to their higher expressivity. Most complex-typed
lexico-semantic languages, however, reduce their complexity by removing additional features that

have been used frequently in lexico-syntactic languages, such as repetition operators or wildcards,



because they focus more on the usage of concepts. Examples of such works are numerous [36-39].
Some languages do offer full expressivity by not only considering ontological classes and relations,
but also by additionally supporting labelling, negation, wildcards, and repetition operators [8].
Comparing knowledge-based event extraction methods with data-driven methods generates
several insights. In contrast to data-driven methods, knowledge-based techniques require little data,
but conversely, they need a considerable amount of linguistic, lexicographic, and — for lexico-semantic
patterns — also domain knowledge, inherently increasing the amount of required expertise. Compared
to data-driven extraction methods, the emphasis is less on training (development) times, but more
on execution times (needed for detecting all the required concepts). Among the knowledge-based
methods, there are several differences. Lexico-syntactic patterns require less data for initial training
(clustering) phases, as they are closer to the text grammatical structure, yet lexico-semantic patterns
often require more development time, due to the need of domain semantics. The results of lexico-
semantic patterns additionally excel in interpretability and quality due to their traceability, yet

maintenance costs are considerably higher than for lexico-syntactic patterns.

2.3. Hybrid Event Extraction

Research has shown that it is hard to solely apply pattern-based algorithms successfully. These
algorithms often need to be bootstrapped or require initial clustering, which can be done by means
of statistics. For instance, in [40], the authors apply an initial clustering procedure to their data set
of online news articles before acquiring extraction patterns using a semi-supervised machine learning
approach. Also, results from knowledge-based approaches are often used in subsequent, data-driven
processing steps, e.g., filtering discovered events using term occurrence statistics [41]. Alternatively,
methods that traditionally have been statistics-based, such as part-of-speech tagging, can be
improved by adding domain knowledge, which is especially useful, for example, in the biomedical
domain where common words are often used differently, but also in many other domain-specific and
language-specific cases [42]. Moreover, in a similar fashion as presented in [40], knowledge-based
event extraction patterns can be learned by applying machine learning techniques, such as conditional
random fields, and support vector machines [6, 43—45].

In hybrid event extraction systems, due to the usage of data-driven methods, the amount of

required data increases with respect to knowledge-driven systems, yet typically remains less than is
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the case with purely data-driven methods. Compared to a knowledge-driven approach, complexity
— and hence required expertise — is generally high, as well, due to the combination of multiple
techniques. This also often leads to higher training and possibly higher execution times. On the
other hand, the amount of expert knowledge required for effective and efficient event discovery is
less than for pattern-based methods, because lack of domain knowledge can be compensated by
using statistical methods. As for the interpretability, attributing results to specific parts of the
event extraction is more difficult due to the addition of data-driven methods. Yet, interpretability

still benefits to some extent from the use of semantics as in knowledge-based approaches.

3. Decision Support Applications

2 and can

The applications of event extraction in decision support systems are very diverse
be divided into two major fields. First, event extraction has a wide range of utilizations in the
biomedical domain [6, 7, 24, 25, 38, 41, 46], for instance for identifying molecular events, protein
bindings, and gene expressions, which can subsequently be used in biomedical research. Figure 1
is a typical example of such tools, and depicts the graph-based EVEX user interface for browsing
large-scale databases for biomedical events discovered in PubMed abstracts and full-text articles [46].
Here, the nodes represent biological entities like proteins, which are interconnected through edges,
representing relations or events. Upon selecting one of these events, many associated properties,
such as the type of event, its polarity, the extraction confidence, etc., are retrieved.

Second, many applications of event extraction can be distinguished in news digestion tasks.
Usually, event extraction in news is performed for summarization purposes [42] to compress large
news messages into a small number of auto-generated sentences based on identified events, but it
has also proven to be useful in news personalization systems [15] for selecting relevant news items
with respect to user-preferred events. Furthermore, news event applications are found in algorithmic
trading [16], and risk analysis [17], where the identified events are often transformed into numerical
or binary signals, based on which decisions are made or actions are undertaken.

Most news-oriented event extraction applications are aimed at general news processing [23, 29,

30, 36, 42, 45], but event extraction has also been applied to process scientific [39] and award-

2For an overview of event extraction applications, please see Table A.2 in Appendix A.
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Figure 2: Hermes user interface for browsing news feeds for financial events.
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related news [35]. The financial domain is yet another popular application area of news event
extraction [8, 32, 37], of which an example, the Hermes News Portal [8], is displayed in Figure 2.
Here, financial events are shown to brokers, in order to assist them in daily trading tasks. Events are
extracted based on user-defined lexico-semantic patterns, and are displayed to the user for approval.
Also, since the 1980s there has been a great demand for event-based solutions for security-related
topics such as terrorism, armed conflicts, and epidemiology, which still generates new research
outputs today [27, 28, 34, 40].

Other applications found in recent literature are event discovery in legal documents [47], political
documents [44], and blogs [26, 33]. Some recent approaches do not limit themselves to written
text from documents and streams, but even consider television broadcasts and videos [48] for news
summarization and security applications. For this purpose, transcripts are used, but, more recently,

research shifted to image processing, e.g., for monitoring systems [49].

4. Evaluation

For the evaluation of event extraction methods, researchers often rely on quantitative indicators,
measuring performance using a golden standard-based approach. Data sets, consisting of news
messages, documents, articles, etc., are annotated by domain experts, meticulously detailing the
events that should be found by the (semi-)automatic event extraction approaches. In accordance
with IE and TM, performance is generally measured by computing the number of true positives and
negatives, as well as the number of false positives and negatives, each of which can be determined
using a golden standard data set, composed by domain experts using a minimum Inter-Annotator
Agreement (typically between 60% and 90%, depending on the number of annotators) in order
to improve data quality. Based on these numbers, precision (fraction of retrieved events that are
relevant), recall (fraction of relevant events that are retrieved), and their harmonic mean, the Fj
score, are computed.

Pre-annotated data sets for event extraction are still rather scarce, as manual annotation is a
costly process. The BioNLP’09 shared task on event extraction offers an annotated set®. The set is

based on the GENIA corpus (a semantically annotated biomedical corpus), and is potentially useful

3http://www.nactem.ac.uk/tsujii/GENIA/SharedTask
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for benchmarking purposes, as 24 teams have reported their final results at the time, and many
afterwards. Alternatively, there is a small corpus on general events®. Moreover, the workshops on
Detection, Representation, and Exploitation of Events in the Semantic Web (DeRiVE), organized
in conjunction with the International Semantic Web conferences (ISWC), provide large, general
purpose data sets. In the 2011 challenge, a large data set with music and entertainment events is
provided®. In the 2013 data challenge®, the focus shifted to linked open data, inviting participants
to combine sensor data with maritime data sets on vessels, smuggling, pollution, etc. In the next few
years, we expect to see more of such initiatives, resulting in a future defacto benchmarking standard
for event extraction, similar to the general Text REtrieval Conference (TREC) IE challenges”.
The reusability of existing data sets greatly depends on the targeted domains. Therefore, in
practice, data are usually scraped from (news) feeds at Reuters, Bloomberg, Yahoo!, etc., after which
they are filtered and annotated by domain experts. Crowdsourcing solutions, e.g., services such as

9. are great alternatives for obtaining annotations, as

Amazon Mechanical Turk® and CrowdFlower
they are fast, cheap, and have access to a large pool of potential annotators. Although annotators
are usually not domain experts, inconsistencies and inaccuracies can be overcome by using basic
measures such as the inter-annotator agreement. Moreover, crowdsourcing services often aid in
identifying fraudulent users, and additionally allow for qualification tests in order to further increase
annotation quality.

The reusability of existing data sets greatly depends on the targeted domains. Therefore, in
practice, data are usually scraped from (news) feeds at Reuters, Bloomberg, Yahoo!, etc., after which
they are filtered and annotated by domain experts. Crowdsourcing solutions, e.g., services such as
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are usually not domain experts, inconsistencies and inaccuracies can be overcome by using basic

“http://www.isi.edu/~hobbs/EventDuration/annotations/
Shttp://semanticweb.cs.vu.nl/derive2011/Challenge.html
Shttp://derive2013.wordpress.com/data-challenge/
"http://trec.nist.gov

8http://aws.amazon. com/mturk/

“http://crowdflower.com/
Ohttp://aws . amazon. com/mturk/
"http://crowdflower.com/

14



measures such as the inter-annotator agreement. Moreover, crowdsourcing services often aid in
identifying fraudulent users, and additionally allow for qualification tests in order to further increase

annotation quality.

5. Research Issues

In event extraction, there are many open research issues and points of particular interest, of
which the main ones are related to: 1) the context-based advantage of data-driven, knowledge-driven,
or hybrid approaches, 2) understanding the limitations of specific event extraction techniques, 3) the
domain-dependency of event extraction procedures, affecting both their flexibility and effectiveness,
4) the scalability of event extraction approaches when dealing with big data, and 5) the complexity
of extracted events.

Similar to what can be observed for the field of IE, there is an ongoing debate on the superiority
of data-driven and knowledge-driven approaches to event extraction. Although for both approaches
similar performances have been reported in literature in terms of precision, recall, and Fj scores,
advocates of data-driven techniques emphasize their favourable (real-time) computability, whereas
knowledge-driven approaches are advocating a higher degree of interpretability due to the general
traceability of the results. Users of hybrid event extraction approaches, on the other hand, effectively
combine both approaches to their advantage. To determine the best technique for specific applications,
there is a need for further research into the best scenarios for the successful application of each
technique.

Also, depending on the application at hand, it is important to understand the limitations (and
the suitability) of the employed techniques. For instance, opting for knowledge-driven approaches
when the quality of annotations cannot be ensured or assessed properly, is generally a bad idea, and
data-driven approaches should be considered instead. When the amount of available data is sparse,
most data-driven approaches will give results, yet their correctness and reliability is debatable and
subject to further evaluation. Furthermore, in the biomedical domain, regular part-of-speech parsers
are less useful than in other applications such as (financial) news processing, as there are many
special terms, but also common words are used differently and with different meanings, requiring

retrained, specialized parsers instead. This is definitely not an isolated case. At the moment, many
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researchers acknowledge the existence of such issues in many domains, yet there is little research on
the identification of — and principal solutions to — such issues.

Generally, event extraction is a closed-domain procedure. Moving to new domains requires
retraining data-driven methods and reformulating patterns used for knowledge-driven event ex-
traction, reducing the overall flexibility of event extraction approaches. Scaling up to larger data
sets inherently involves increasing processing power and memory to hold, update, and reason
with trained models or knowledge bases. To cope with such problems and with additional issues
related to the real-time application of event extraction approaches, research taking into account
big data phenomena is necessary. Such research alleviates processing issues associated with large
data sets and multi-domain or general knowledge bases, by providing solutions to deal with the
scalability problem. For this, researchers aim to optimize algorithms for big data environments (e.g.,
MapReduce, Spark, etc.).

However, domain and scale changes affect pattern-based approaches in more ways than can
be accounted for with solutions borrowed from big data research, requesting additional research
issues specifically for knowledge-driven approaches. As the knowledge needed for building patterns
is often substantial, such changes drive up the costs for acquiring and maintaining patterns, and
additionally increase the danger of consistency errors. Moreover, because humans use natural
language in their own unique way, there are many different ways of describing similar information.
Patterns have to be highly flexible so that they fit many variants, without compromising their
accuracy. Therefore, patterns need to be defined in such a way that they match as many events
as possible in an arbitrary corpus (i.e., a high recall), without lowering precision. Up until now,
computer-aided pattern learning techniques that aim to alleviate these problems by automating
the pattern construction process have not yet resulted in satisfactory results that are comparable
to those of hand-crafted patterns. These developments stress the need for additional research into
pattern learning and optimization.

Recent event extraction research has primarily focused on extraction procedures and applications
of moderate complexity, thereby putting less emphasis on more complex notions of events. Taking
into consideration recent developments in sentiment analysis [50], events can be enriched based
on the prevailing sentiment regarding the event itself or its (in)directly related actors, associating

discovered facts with a sentiment-based weighting scheme so as to increase the utility of events in
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for instance decision making processes. Further recent enhancements include the identification of
event sequences [51], enabling one to track events over time, and the connection of events to places
(e.g., by means of geotags) [52]. However, fully taking into account spatio-temporal aspects while
maintaining efficient and accurate reasoning has proven to be a difficult challenge that stimulates

further research.

6. Conclusion

Event extraction has recently gained in popularity due to its wide applicability for various
purposes. In this article, we reviewed the various data-driven, knowledge-driven, and hybrid
techniques of event extraction, and evaluated the works on a set of qualitative dimensions, i.e., the
amount of required data, knowledge, and expertise, as well as the interpretability of the results and
the required development and execution times. We identified the major strengths and weaknesses of
the main event extraction techniques, as well as their major differences. Data-driven approaches
require a lot of data available and little domain expertise, while knowledge-driven approaches
work adequately on small data sets, but require more expert knowledge. Hybrid methods inherit
the benefits of both data-driven and knowledge-driven approaches, mitigating their disadvantages.
Moreover, we discussed the main application areas of event extraction, e.g., the biomedical, security,
financial, quality assurance domains, etc. In addition, we provided a discussion on the evaluation of
event extraction systems. Last, we identified several research issues that need to be addressed, such
as approach scalability and domain dependencies.

In the near future, we envisage event extraction to evolve in various ways. First, current
encouraging developments in sentiment analysis [50, 53] can stimulate event extraction research by
connecting sentiment to events, which are currently often merely rich facts decorated with actors and
other properties. Also, as the current field is already moving toward identifying event sequences [51],
tracking events over time, and connecting events to places (e.g., by means of geotags) [52], a next
possible step in event extraction could be to fully take into account spatio-temporal aspects, not
only by connecting these aspects to events, but also by exploiting this information in reasoning
and discovering new events. Further event enrichment with domain properties is also a promising
research direction, e.g., determining the related obligations and permissions [18], the associated

revenues, costs, profits, importance, priority, or criticality, or even the specific entities affected by
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events [20]. Furthermore, we envisage better real-time performances due to improved hardware and
the rise of computing clusters, but also due to the output of current and ongoing research into big
data, resulting in scalable solutions. Last, with the advent of linked open data, large accessible
knowledge bases such as DBpedia, and linked semantic lexicons [54], many more application domains
can be supported, reducing the need for creating and maintaining gazetteering lists and ontologies for
knowledge-based event extraction techniques (open event extraction). The latter developments will
make event extraction more accessible and trustworthy, facilitating the development of previously

unenvisaged applications of event extraction.
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Appendix A. Summary of Surveyed Works

The tables in this appendix summarize the surveyed works. Table A.1 shows the event extraction
techniques, which are grouped by their class (distinguishing between data-driven, knowledge-driven,
and hybrid methods), and subsequently ordered by their appearance. Our findings with respect
to the amount of required data, knowledge, expertise, development time, execution time, as well
as the interpretability of the results can be found in their respective columns, along with a short
description of the techniques elaborated on in the referred work. Table A.2 provides an overview
of the discussed event extraction applications. We keep track of the source type and application
domain(s), and give a short description of the reviewed application. The items are grouped by their

source and domains, and are subsequently ordered according to their appearance.
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