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ABSTRACT
Hermes is a Web-based framework designed to build person-
alized news services using Semantic Web technologies. Users
of Hermes query news items using the Hermes Graphical
Query Language (HGQL), which makes it possible to cre-
ate complex queries without any knowledge of specific query
languages. In this paper, we propose a document ranking
model that can be used with HGQL and that supports the
use of the negation operator when constructing the queries.
For this purpose we adopt the p-norm Extended Boolean
model and compare it favourably against TF.IDF-based ap-
proaches.

1. INTRODUCTION
Nowadays, the user is confronted with the problem of in-

formation overflow on the Web. This calls for a way to fil-
ter the non-relevant information in order to fulfil the user’s
wishes. Information searching can be achieved in many
ways, of which keyword matching is probably the most used.
This approach aims for matching user-entered words (related
to desired information) with stored key words, and ranking
matching information in order of relevance. However, this
poses a problem: a search engine cannot cope with the mul-
tiple meanings a keyword can have. For example, the word
‘turkey’ can mean the animal but also the country. Present
search engines are not able to find the meaning that the user
is using for his/her query.

In order to deal with this problem, we propose to use
techniques from the Semantic Web to define the meaning of
domain concepts. This way, we do not longer suffer from the
previously identified keyword-based problem. The Hermes
framework [1] uses this approach to serve personalized news
to users. Users of the Hermes framework can use a graphi-
cal query language, called the Hermes Graphical Query lan-
guage (HGQL), to perform their news queries. This allows
them to create fairly complex structured queries in an intu-
itive way with little understanding of query languages.

As HGQL supports negation, in this paper we propose a
ranking algorithm that is able to deal with negations. We
choose to adapt the p-norm Extended Boolean model in or-
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der to devise a ranking algorithm that supports the nega-
tion operator in queries. The ranking algorithm we propose
is evaluated extensively using several approaches for deter-
mining the term weights. The extended version of the paper
is to be presented at the 27th ACM Symposium on Applied
Computing (SAC 2012) [6].

2. RELATED WORK
One of the earliest ranking models that can be used for

text retrieval is the Vector Space model (VSM) [5]. In the
VSM, documents and queries are represented by vectors,
where each dimension corresponds to a weight for a single
term from the vocabulary. Many weighting models have
been developed in the past 25 years [2]. Ranking in the
VSM is done by using a computed similarity between doc-
ument and query vectors. A commonly used similarity for
this purpose is the cosine of the angle between two vectors,
i.e., the cosine similarity. The VSM approach implicitly per-
forms disjunctive queries, as any document that has at least
one of the terms in the query is ranked with a score larger
than zero.

The authors of [5] showed how the VSM can be trans-
formed into a p-norm Extended Boolean model, such that
it supports conjunctive queries as well. Consider the case
where there are only 2 terms in the vocabulary space and all
document and query vectors are normalized to unit length.
If the query is [1, 1], then document [1, 1] has the high-
est relevance if the query is conjunctive, while document
[0, 0] has the lowest relevance if the query is disjunctive.
Therefore, if q = [1, 1], the similarity between a document
d and the disjunctive query q is defined as the Euclidean
distance between the ‘zero vector’ (all zeros) and d. For a
conjunctive query q = [1, 1], this similarity is the comple-
ment of the distance between the ‘ones vector’ (all ones) and
d. Generalizing these formulas to m dimensions, any query
q = [q0, q1, . . . , qm−1], and making the term weights depend
on p, we obtain the p-norm Extended Boolean model [5]:

score
(
d,q OR(p)

)
=

(∑m
k=1(qk)p(dk)p∑m

k=1(qk)p

)1/p

score
(
d,q AND(p)

)
= 1−

(∑m
k=1(qk)p(1− dk)p∑m

k=1(qk)p

)1/p

(1)



The p-norm has several interesting properties. We obtain
the regular VSM for p = 1 and the strict Boolean model for
conjunctive and disjunctive queries for p =∞. By choosing
p to be somewhere between 1 and∞, we can let the ranking
results resemble from a VSM ranking to a strict Boolean
ranking.

The VSM and the p-norm Extended Boolean model both
work with the assumption that all terms appear in the doc-
uments and in the query. The authors of [3] mention the
use of ‘-1’ for negated query terms, but this approach has
no theoretical nor empirical backing so far.

3. HGQL RANKING MODEL
The ranking algorithm that we propose is based on the

p-norm Extended Boolean model. This model, like many
other ranking models, requires a document and query term
weight calculation model. The methods that are considered
for this purpose are the Extended Boolean model (Rank
(eB)), which uses a simple binary weight, the traditional
TF.IDF weights (Rank (tfc.tfc)), the TF.IDF model with
logarithmic weights (Rank (lxc.ltc)), and the TF.IDF model
with a combination of the document length and the average
document length for length normalization (Rank (Lnu.ltu)).

In order to be able to compute the relevance scores of doc-
uments based on structured queries consisting of disjunctive,
conjunctive, and negation operators, we need to adjust the
formulas of the original p-norm Extended Boolean model.
This is necessary as the original p-norm Extended Boolean
model does not provide support for negation operators. In
order to support negation, we make an adjustment in the
way term weights are assigned. Term weights in document
vectors for terms that occur in the document are not com-
puted differently than before, while terms that do not occur
in the document are given weight -1 instead of 0. In query
vectors, the term weights that are not part of the query are
set to be 0, and the term weights that are used in the query
and are not negated are computed with the four different
methods described above. The term weights in a query vec-
tor that are negated are computed as formerly mentioned,
however now they are multiplied with -1.

Because we adapt the term weighting procedure, the orig-
inal ranking model of the p-norm Extended Boolean model
needs to be adapted (Equation 1). Consider the vector space
consisting of solely two terms. Then the disjunctive query
part in the original model is based on the distance to the
worst case d = [0, 0]. If we allow for negation, the worst
case document becomes [−qa,−qb]. In general, the worst
case is −q. The conjunctive query part in the original model
is based on the best document d = [1, 1]. Again, if we al-
low for negation operators, the best document changes to
[qa, qb], i.e., in general the best case is q. With these new
worst and best cases, the upper bound of the nominator in
the original formulas is

∑m
k=1(2 ∗ qk)p. This means that we

have to change the normalization factor in order to have
the similarity score range between 0 and 1. We obtain the
following updated p-norm Extended Boolean model:

score
(
d, q OR(p)

)
=

(∑m
k=1(qk)p(dk + qk)p∑m

k=1(2 ∗ qk)p

)1/p

score
(
d, q AND(p)

)
= 1−

(∑m
k=1(qk)p(qk − dk)p∑m

k=1(2 ∗ qk)p

)1/p

(2)

4. EVALUATION
For the evaluation of the proposed ranking algorithm we

consider two different measures. The first measure is the
precision for the first ten documents in our results list, i.e.,
‘Mean Precision @ 10’ (MP@10). The second measure is the
Mean Average Precision (MAP). We evaluate the ranking
algorithm based on a results list retrieved for the same set
of queries from 5 test users. The test set used is a database
of 927 news items about various subjects.

Our study showed that our adapted p-norm Extended
Boolean model is performing best with a Mean Precision at
10 (MP@10) of 0.85 and a Mean Average Precision (MAP) of
0.874. The lxc.ltc algorithm provides the second best results
with an MP@10 of 0.73 and a MAP of 0.694. The Lnu.ltu
algorithm and the tfc.tfc algorithm perform relatively poor
with an MP@10 of respectively 0.48 and 0.47 and a MAP of
0.572 and 0.467, respectively.

Our results are in line with the findings presented in [4],
where the authors show that it is better to map the doc-
ument and query vectors differently in the vector space.
We can observe that both Rank(lxc.ltc) and Rank(Lnu.ltu)
perform better than the basic TF.IDF model Rank(tfc.tfc),
where the query and document vectors are mapped similarly.

5. CONCLUSIONS
We presented a ranking model for HGQL, a query lan-

guage that allows users to build complex structured queries,
without the knowledge of any specific query languages. The
ranking algorithm of HGQL is based on an adapted version
of the p-norm Extended Boolean model. The main con-
tribution of this paper is that our proposed ranking model
supports the negation operator in queries. Additionally, the
evaluation results have shown that our proposed approach
performs better than the traditional TD.IDF approach and
its variations.

In the future we would like to extend the ranking al-
gorithm by employing user-defined weights for query con-
cepts and evaluate its performance with respect to the user-
specified interests. Another research direction that we would
like to pursue is to perform a user-based evaluation with re-
spect to the ease of use of the query language.
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