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Terminology

• source taxonomy

• target taxonomy

• category = single node in a taxonomy

• (category) path = list of nodes (starting 
from root node)



Product taxonomies

Important aspects of product taxonomies:

• composite categories

• varying degree of granularity

• root category of taxonomies
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Related work

• The algorithm by Park & Kim
“Ontology Mapping between Heterogeneous 
Product Taxonomies in an Electronic Commerce 
Environment”

• PROMPT algorithm in PROMPT Suite
“The PROMPT Suite: Interactive Tools for 
Ontology Merging and Mapping”



CMAP overview

• Input is a source category path

• Output is a target category path (or ‘None’)

• CMAP consists of three steps

1. word sense disambiguation

2. candidate path search

3. best path selection
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Word sense 
disambiguation

Shopping

Home and Garden

Consumer Information, 
Home and Family

Appliances

Dishwashers

• Example category path

• Dishwashers can have two 
meanings

• From the path, the meaning is 
clear to humans

• Word sense disambiguation for
source category
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Candidate path search

For every target category:
  check whether source category is
  a ‘subset’ of the target category
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Co-occurrence
Using maxSim(), we define the co-occurrence as following:

coOccurrence(Psrc, Ptarg) =

0

@
X

t2Ptarg

maxSim(t, Psrc)

|Ptarg|

1

A (4)
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maxSim(t, Ptarg)

|Psrc|

!

where Psrc = list of nodes from the current source path

Ptarg = list of nodes from a candidate target path

t = a category term

As we can notice from the above equation, the co-occurrence consists of a
product of two terms that look similar at first sight. The di↵erence between the
two terms is the way of comparing, in the first term we compare each node from
the target path to the source path and in the second term we compare each
node from the source path to the target path. For each pair of a node and a
path (either source or target), we compute the similarity using the maxSim()

function. Both the left and right term in the co-occurrence equation are the
average of this similarity for each node that is processed.

This process is best explained with an example. Consider a source path
‘Shopping/Books/Science’ from the ODP taxonomy and a candidate target path
‘Products/Books/Magazines/Science’ from the Amazon taxonomy. The first cat-
egory in both paths is not used as we do not process the root nodes of taxonomies.
This means that we start with ‘Books’, ‘Magazines’, and ‘Science’ from the Ama-
zon path, i.e., the first term in the co-occurrence equation in this example. Be-
cause we have a full match for ‘Books’ and ‘Science’, we have maxSim(‘Books’,
{‘Books’,‘Science’}) = 1 and maxSim(‘Science’, {‘Books’, ‘Science’}) = 1. For
‘Magazines’, we have maxSim(‘Magazines’, {‘Books’, ‘Science’}) = 0.25 as the
best match, because there are 3 characters in the intersection and 12 charac-
ters in the union of the two character sets ‘Magazines’ and ‘Science’. Thus, the
first term of the co-occurrence measure from Equation ?? is in this example
(1 + 1 + 0.25)/3 = 0.75.

The same process is then repeated except that we start with ‘Books’ and
‘Science’ from the ODP path, i.e., the second term in the co-occurrence equation
in this example. From this it follows that the second part is (1 + 1)/2 = 1, as
there is a perfect match for both the categories ‘Books’ and ‘Science’. Finally,
we multiply both terms in order to obtain the co-occurrence measure, which is
0.75⇥ 1 = 0.75.

The Park & Kim algorithm has a similar definition for the co-occurrence
measure, but instead of using the Jaccard index for the similarity, they use a
function called termMatch(). If one of either words is contained within the other,
termMatch() returns the value of the length of the smallest string divided by
the length of the largest one. We find that this approach is too restricted too
work well with a broad range of categories in product taxonomies.
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Order consistency

orderConsistency(Psrc, Ptarg) =

X

r2R

consistent(r, Ptarg)�length(C)
2

�

where Psrc = list of nodes from the current source path

Ptarg = list of nodes from a candidate target path

C = common(Psrc, Ptarg)

R = precedenceRelations(C, Psrc)
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Candidate category path
Home Improvement 
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Order consistency = 3 / 3 = 1
Total number of 
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Finding optimal path

overallSimilarity(Psrc, Ptarg) = (orderConsistency(Psrc, Ptarg) + t)

· coOccurrence(Psrc, Ptarg)

where Psrc = list of nodes from the current source path

Ptarg = list of nodes from a candidate target path

t = the similarity threshold
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• Overstock.com, ~1,000 categories

• Dmoz.org, ~44,000 categories

• Manual mapping of 3000 categories

• 6 data set combinations, sample size of 500

• 3 individuals performed the evaluation



Evaluation

Overall results

Algorithm Precision Recall F1
Computation 

Time

PROMPT 19.82% 10.62% 13.50% 0.47 sec

Park & Kim 37.89% 17.93% 24.15% 4.99 sec

SCHEMA 41.82% 26.03% 31.80% 5.82 sec



Questions?


