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Abstract. The recent explosion of Web shops has made the user task
of finding the desired products an increasingly difficult one. One way to
solve this problem is to offer an integrated access to product information
on the Web, for which an important component is the mapping of prod-
uct taxonomies. In this paper, we introduce CMAP, an algorithm that
can be used to map one product taxonomy to another product taxon-
omy. CMAP employs word sense disambiguation techniques and lexical
and structural similarity measures in order to find the best matching
categories. The performance on precision, recall, and the Fi-measure
is compared favourably with state-of-the-art algorithms for taxonomy
mapping.
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1 Introduction

The rapid expansion and increased reach of the Web over the last twenty years
has significantly changed the way in which people exchange information. Accord-
ing to a study by Zhang et al. [22], the Web is growing exponentially, doubling
in size roughly every five years. This unprecedented growth also means that the
Web plays an increasingly important role in the world economy. The revenue of
online shopping in the USA grew from $7.4 billion in 2000 to $34.7 billion in
2007 [7], almost a fivefold increase.

With the ever-increasing amount of information available on the Web, it is
important that users remain able to access and search all information, as well as
have easy and intuitive navigation possibilities. Computers already index Web
pages for the use in search engines, but what they often cannot do is understand
the actual content found on these Web pages. A human mind is still needed to
interpret the data. This is due to the fact that most Web pages are geared towards
human-readability rather than machine-usage. In order to fully utilise the power
of the Web, it is important that Web information becomes understandable for
computers as well.



The Semantic Web would allow computers to grasp the meaning of informa-
tion on the Web and be able to act independently upon this information. This
is done by annotating data, so that it becomes understandable for all systems
sharing the same ontology [5]. GoodRelations [6] is a good example of an ontol-
ogy that can be used to annotate Web resources with e-commerce or product
information. For instance, with GoodRelations it is possible to formally specify
the warranty, the delivery options, the payment methods, the currency, etc. It
is also possible to specify product specific properties, e.g., the screen size of a
mobile phone or the CPU speed of laptop.

Unfortunately, very few websites have included a semantic description of their
published information, although there are definitely advantages to be gained by
doing so. For instance, search engines could provide much more relevant search
results if they would actually understand what is published on every website they
index. Furthermore, there is evidence that annotation is urgently needed in order
to make the Web more useful. According to the aforementioned study on online
shopping in the USA [7], more than half of the surveyed users have encountered
various frustrations and frictions while shopping online. Information was often
found to be lacking, confusing, or there simply was an overload of information.

Integrating the information found on multiple websites would help people
in finding the information that is relevant to them. In the field of e-commerce
this means that the information about products, as offered by different online
retailers, should be integrated. An important part of the integration is the map-
ping of the product taxonomy of one online retailer to that of another retailer.
Aggregating these taxonomy structures enables the presentation of product in-
formation in a unified way to the user, largely alleviating frustrations caused by
scattered information and failing search results.

However, because of the heterogeneity of product taxonomies, used by differ-
ent online retailers, the aggregation of product information is not a straightfor-
ward process. The heterogeneity is caused by the fact that the construction of
product taxonomies is a loosely defined process and as such, there is no uniform
way for creating one. This results in characteristics of a product taxonomy that
are difficult to handle, like categories composed of multiple terms, or a loosely
defined hierarchy for type-of relations. Furthermore, product taxonomies tend
to have a large level of depth, which makes category mapping a complex and
difficult process.

In this paper we propose the Category Mapping Algorithm for Products
(CMAP). This algorithm can be used to map product taxonomies from mul-
tiple sources to each other. We employ word sense disambiguation techniques,
using WordNet [15], to find synonyms, hypernyms, and possible senses of cat-
egory names. Furthermore, we use similarity measures, such as Jaccard [8], to
determine the most likely candidate category to map to. In order to evaluate
the performance of our algorithm, we compare its precision, recall, and the F}-
measure with state-of-the-art algorithms for taxonomy mapping, i.e., the algo-
rithm proposed by Park & Kim [I8] and the PROMPT algorithm [I7].



2 Related Work

Recently, the merging of taxonomies from heterogeneous sources has been ex-
tensively studied, which has resulted in various approaches that have been pro-
posed and implemented. In general, we can distinguish between schema-based
and ontology-based matching. Schema matching is usually performed with the
help of techniques that are trying to guess the meaning encoded in the schemas,
whereas ontology matching systems primarily try to exploit knowledge explic-
itly encoded in the ontologies [20]. In other words, ontology matching works with
structured data that the computer can understand, while schema matching has
to deal with unstructured data that needs to be interpreted.

Similar concepts from different taxonomies can be identified either by match-
ing their corresponding terms or by examining their position in the structure of
the taxonomy. Many algorithms employ term matching, which indicates how
closely one term is related to another, either lexically or semantically. Various
measures have been used for this purpose [SIQTTIT92T]. Some of the semantic
similarity measures use a semantic lexicon, such as WordNet [I5], or a shared
upper ontology, such as DOLCE [] or SUMO [I6], to extract the meaning of
a term. The path similarity, which indicates how closely two terms are related
by analysing their context in the taxonomy structures, can be measured by us-
ing, for example, neighbour matching [213)], tree matching [IBI12], path matching
[1U17], and dterative fiz-point computation [14].

Besides algorithms that focus on automatic mapping, we find also semi-
automatic approaches for taxonomy mapping in the literature. Chimaera [13]
is an example of such an approach. Chimaera is a mapping tool that can be used
either stand-alone or as part of the Ontolingua environment. It suggests, consid-
ering the structural similarity, potential mappings based on the lexical similarity
between classes. LOM, which is an ontology mapping tool, uses different tech-
niques in order to find the best match [10]. It analyses the lexical similarity
between classes by using both exact and partial term matching. Furthermore, it
refines the search for potential matches by using sets of synonyms and similar
concepts. The synonym sets are found using WordNet and the similar concepts
using the SUMO upper ontology.

Noy and Musen have created the PROMPT suite, which includes various
tools that can be used for multiple-ontology management [17]. One of these tools
is iPROMPT, which provides interactive ontology merging by letting the user
decide on how to map a term. It assists the user by providing suggestions based
on already defined mappings and the lexical similarity between terms. While
the achieved results on recall and precision are quite good, it involves a lot of
manual labour and is thus not suited for larger ontologies. AnchorPROMPT,
an extension of iPROMPT and also part of the PROMPT suite, addresses this
issue by exploiting the category position in the structure of a taxonomy for
automatically defining the mappings. It automatically generates a larger set of
identical concepts from a previously identified set. These pairs of related terms
from the source ontologies, called anchors, can be created manually or generated
by the system. This approach requires far less manual input than iPROMPT,



but it is not specifically targeted at matching product taxonomies and also the
precision drops when longer category paths are used.

Park & Kim suggest to map product taxonomies using a word sense dis-
ambiguation technique [I8]. Given a category, they first try to find the correct
sense and the synonyms associated with that particular sense. Using these syn-
onyms, all category paths that have one of the synonyms as a leaf category
are retrieved, i.e., the candidate paths. Then the algorithm uses the similarity
between the taxonomy paths in order to find the best match. The algorithm
can perform better than ontology mapping algorithms that are not specifically
designed for matching heterogeneous product taxonomies. However, it does not
perform well on nodes close to the root node of a category hierarchy, since it
needs more information content, which is only present along longer paths. Fur-
thermore, the algorithm has a bias towards mapping to general categories, which
does not work well when dealing with categories composed of multiple product
concepts, e.g., mapping ‘Books’ to ‘Books, Movies, Music, Games’, while this
last category also has a subcategory called ‘Books’.

3 CMAP

This section explains the CMAP algorithm. Although the CMAP algorithm is
based on the algorithm proposed by Park & Kim, there are important differences.
CMAP is designed to address the specific issues that arise from the structure of
product taxonomies, rather than focusing on schema matching in general. Fur-
thermore, we present a simple, but powerful procedure, which employs lexical
term matching and path similarity in conjunction with word sense disambigua-
tion techniques, to determine the best mapping.

Both CMAP and the algorithm from Park & Kim start with searching for
the correct meaning of category names from the source taxonomy. Using the
synonyms of the correct sense gathered from that process, candidate categories
that match the current source category are selected in the target taxonomy. The
best out of these candidates is selected using two measures called co-occurrence
and order-consistency. We explain these steps in detail in the rest of this section.
The described process is being repeated for every category path in the source
taxonomy.

Our approach also handles root category nodes differently than Park & Kim.
CMAP assumes that the root category term has no meaning and should therefore
not be used in the matching process. For example, the root nodes from the
datasets used in this research are ‘Online Shopping’, ‘Shopping’ and ‘Products’.
For this reason, CMAP always maps the source root category to the target
root category. Because the root category does not provide any information, it is
skipped in computations that use category paths. Another important observation
is, that all term matching within CMAP is case-insensitive, since the case of
characters generally does not affect the meaning.

Many category names in existing datasets are actually composite categories,
like ‘Home, Garden & Tools’, as shown in Fig. [Il This issue has not been in-



vestigated by Park & Kim. In CMAP, we address this issue by splitting the
category string on predefined words (e.g., ‘and’) or characters (e.g., ‘,’). The
result is called the split term set. For each element from this set, the word sense
disambiguation process discussed next is applied separately.
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Fig.1. Hierarchy for Fig.2. Two sense hierarchies for the term ‘ranges’
‘Ranges’ in the Amazon in WordNet
taxonomy

3.1 Word Sense Disambiguation

A core concept of both algorithms is finding the correct sense of a category term
from the source taxonomy. WordNet [15], a semantic lexicon, is used for obtaining
all possible senses of a category from the source taxonomy. In order to find the
correct sense, we have to match the full path of a category to the hierarchy of
hypernyms for each sense. For instance, if the path from the source taxonomy
is ‘Computers/Notebook’, we can deduce that the correct sense of ‘Notebook’
would be a laptop in this case, rather than a notepad. By finding the correct sense
of a term we can also use its synonyms, which enhances the ability to identify
category matches, even when the category names are not lexically similar. This
is particularly important for matching product taxonomies, because there is no



standard for category names, so each taxonomy might be using different words
to express the very same product category. For example, one taxonomy might
have a category called ‘Notebook’, while another might have ‘Laptop’. In both
cases the meaning is the same, but they are impossible to match using just lexical
similarity measures.

Using WordNet, different meanings for the category (split) term are acquired,
in the form of their hypernym structure. We call this the sense hierarchy. Figure
shows two senses for the term ‘ranges’. The synonyms per sense for ‘ranges’
are at the bottom in light blue (light grey in black and white printing). The goal
of the word sense disambiguation process is to end up with only one set of these
synonyms, namely the one for the correct source category sense. Note that the
word sense disambiguation process only uses the current source category, and
the WordNet information about the possible meanings. The target taxonomy
does not play a role in the algorithm yet.

In order to decide which meaning fits best to the source category that has
to be mapped, a function is employed that finds matches between an upper
category (an ancestor of the current node) and a sense hierarchy excluding the
leaf node (denoted by list S). Upper categories use dark purple (dark grey in
black and white printing) nodes in Fig. [1l The sense hierarchy represents one of
the meanings of the current category, like one out of the two paths in Fig.
The function is given by:

computeSimilarity (¢, S) = {z|x € H,H € S and baseform(t) € H} (1)
where ¢ = an upper category to match

H = the set of synonyms of one hypernym

S = a sense hierarchy (one sense from WordNet)

where baseform() is a function which returns the lemma of a term using Word-
Net. The result of the function is a set of matches between an upper category,
and a sense hierarchy (one meaning of the current category).

Using Equation , a measure can be defined that represents how well an
ancestor of the source category fits to a certain sense hierarchy. In other words,
how well does an upper category fit to one of the possible meanings of the source
category? The match between an upper category and an element from the sense
hierarchy that is closest to the sense leaf, is seen as most important match.
Therefore, hyperProximity() uses the distance between the closest match and
the leaf to compute a measure for the fit given by:

— L if C #)
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hyperProximity (¢, .S) =
0 itC=10

(2)
where t = an upper category to match

S = a sense hierarchy (one sense from WordNet)

C = computeSimilarity (¢, S)

b = base term (leaf) of the sense hierarchy S



Function min() gives the minimum of a set of values, and dist() computes
the distances between two nodes in the sense hierarchy. The distance can be
explained as the number of arcs that are being traversed when navigating from
node to node in a sense hierarchy. In the Ranges example, the hyperproximity
for parent ‘Appliances’ and the left sense hierarchy in Fig. [2| would be % This
is because the node in the sense hierarchy closest to the base, is ‘appliance’.

Until now the measurements only used the relation between an upper cate-
gory and a sense for the source category. However, we need to be able to measure
how well a complete source category path, like the one depicted in Fig. [1] (de-
noted by P), fits one particular sense (hierarchy) S of the category (split) term.
The measure for this is given by:

hyperProximity(x, S)

pathProximity (P, S) = Z
zEP
where P = list of nodes from the source category path

S = a sense hierarchy (one sense from WordNet)

r#b

b = base term (leaf) of the sense hierarchy S

It is the average hyperproximity for all upper categories with the current sense
hierarchy. This differs from the Park & Kim algorithm, which divides by the
total number of nodes (not only ancestors), which does not lead to an average.

Since ‘Appliances’ is the only upper category matching with something from
the sense hierarchies, the path-proximity for the left sense hierarchy in Fig. [2|is
&. This is because the denominator is 3 (|P| — 1), i.e., CMAP does not use the
root node in the calculation. The path-proximity for the sense hierarchy on the
right in the figure is 0 since there are no matches.

Selecting the Proper Sense. Equation measures the fit of the source
category path to one possible sense of the category term. This must be extended
to be able to deal with multiple possible senses. This is done by computing
the path-proximity for all possible senses of the source category (split) term.
The sense with the highest path-proximity is picked as the correct sense. In our
example, the first (left in the figure) sense would be chosen, which is the correct
conclusion.

Last, only the original source category term (or terms in case of a composite
category) and the synonyms of the correct sense are used (or synonyms of the cor-
rect senses), i.e., the extended split term set. For our example depicted in Fig.
that would be the left node in light blue (light grey in black and white printing).
According to Park & Kim’s algorithm, when none of the senses fit, or when the
category (split) term is not known in WordNet, the process should be stopped
and the source category should be mapped to nothing. However, while testing
the algorithm of Park & Kim, we discovered that this would result in low per-
formance on recall. That is why, for evaluation purposes, we have implemented



their algorithm in such a way, that the algorithm takes the source category name
itself as the “extended” term set, and continue the process. CMAP does this as
well, but then for the (possibly) split version of the (composite) category, i.e.,
the “extended” split term set.

3.2 Candidate Path Selection

Using the extended (split) term set that from the word sense disambiguation
process, candidate target paths can be collected. This step only uses the target
taxonomy. CMAP simply walks through every single category from the target
taxonomy. If the split target category term is a superset of the extended split
term set, the path of that category is being marked as a candidate. For example,
source category ‘Home and Garden’ would fit into candidate category ‘Home,
Garden & Tools’, but not the other way around.

Park & Kim, as they do not handle composite categories, check only if the
source category term (or its synonyms) is contained in the target category. In
addition, they claim that from all candidates, it is needed to remove all more
specific ones. In other words, each candidate path of which an ancestor also
exists as separate candidate, is removed. However, as explained in Sect. [2] this
results in errors with composite categories. CMAP therefore gives every target
category, despite its ancestors, the same chance of winning the match with the
source category.

Now, there is a collection of candidate paths for the category mapping. To
determine which candidate fits best, the co-occurrence and order-consistency
will be measured for each of the target paths. The extended (split) term set is
only being used for the candidate path selection. In the rest of the algorithm it
will not be used again.

3.3 Co-occurrence

The co-occurrence is a measure that defines how well the current source category
path fits to a candidate target path, while ignoring the order of the nodes in each
path. It expresses the level of overlap between two category paths, i.e., the source
taxonomy path and one of the candidate target paths.

The co-occurrence measure is based on the function maxSim(), which com-
putes the similarity between one category name and another category path (ei-
ther source or target). This similarity is defined as the highest value of the Jac-
card index (for sets of characters), measured on each pair of the category name
and a category name from the given category path. For the computation of the
Jaccard index, we use a morphological processor in conjunction with WordNet
to find the lemma of each category name. This improves the accuracy of the
Jaccard index as it now ignores, for example, singular and plural forms of words.



Using maxSim(), we define the co-occurrence as following:

3 maxSim(t, Purc) (4)

coOccurrence(Pyrc, Prarg) = Prone|
targ

t€ Prarg

' Z maxSim(t, Piarg)
|Psrc|

t€ Psre

where Py, = list of nodes from the current source path
Piarg = list of nodes from a candidate target path
t

a category term

As we can notice from the above equation, the co-occurrence consists of a
product of two terms that look similar at first sight. The difference between the
two terms is the way of comparing, in the first term we compare each node from
the target path to the source path and in the second term we compare each
node from the source path to the target path. For each pair of a node and a
path (either source or target), we compute the similarity using the maxSim()
function. Both the left and right term in the co-occurrence equation are the
average of this similarity for each node that is processed.

This process is best explained with an example. Consider a source path
‘Shopping/Books/Science’ from the ODP taxonomy and a candidate target path
‘Products/Books/Magazines/Science’ from the Amazon taxonomy. The first cat-
egory in both paths is not used as we do not process the root nodes of taxonomies.
This means that we start with ‘Books’, ‘Magazines’, and ‘Science’ from the Ama-
zon path, i.e., the first term in the co-occurrence equation in this example. Be-
cause we have a full match for ‘Books’ and ‘Science’, we have maxSim(‘Books’,
{‘Books’,‘Science’}) = 1 and maxSim(‘Science’, {‘Books’, ‘Science’}) = 1. For
‘Magazines’, we have maxSim(‘Magazines’, {‘Books’, ‘Science’}) = 0.25 as the
best match, because there are 3 characters in the intersection and 12 charac-
ters in the union of the two character sets ‘Magazines’ and ‘Science’. Thus,
the first term of the co-occurrence measure from Equation [4]is in this example
(1+140.25)/3 =0.75.

The same process is then repeated except that we start with ‘Books’ and
‘Science’ from the ODP path, i.e., the second term in the co-occurrence equation
in this example. From this it follows that the second part is (14 1)/2 = 1, as
there is a perfect match for both the categories ‘Books’ and ‘Science’. Finally,
we multiply both terms in order to obtain the co-occurrence measure, which is
0.75 x 1 = 0.75.

The Park & Kim algorithm has a similar definition for the co-occurrence
measure, but instead of using the Jaccard index for the similarity, they use a
function called termMatch (). If one of either words is contained within the other,
termMatch() returns the value of the length of the smallest string divided by
the length of the largest one. We find that this approach is too restricted too
work well with a broad range of categories in product taxonomies.



3.4 Order-Consistency

The co-occurrence measure compares the similarity between nodes in source and
candidate target paths. However, in order to find the best possible mapping it
is also important that these nodes appear in the same order in both paths.
The procedure that computes the order-consistency starts with the function
common (), which searches for matching nodes between the source path and the
current candidate target path. For every match, where also synonyms of the
original term can be used, it adds the matching nodes to the common list.

Function precedenceRelations() uses the common list to find binary node
associations of which the first node hierarchically comes before the second node
in the source path. For every element in the common list, it creates pairs of
node names from the source path. The first node in the pair should always occur
before the other node in the source path. The order of the pairs themselves in
the precedence relation set is not important.

Checking whether one precedence relation is applicable to the candidate tar-
get path as well is done by the function consistent (). If so, it returns the value
1, otherwise it returns 0. The order-consistency is given by:

consistent(r, Prarg)

orderConsistency (Psrc, Prarg) = Z (length(C)) (5)
2

reR

where Py = list of nodes from the current source path
Piarg = list of nodes from a candidate target path

C

R

r = one precedence relation

common (Pere, Prarg)

precedenceRelations(C, Py)

The denominator is the number of possible combinations to choose two out of
the common nodes. Therefore, the order-consistency is the average number of
precedence relations from the source path that are consistent with the candidate
target path.

3.5 Overall Similarity

For every candidate target path, the co-occurrence and order-consistency are
computed. The Park & Kim algorithm takes the candidate path that has the
highest average of these measures as the measure for overall similarity. CMAP
uses the following function to determine the overall similarity:

overallSimilarity (Pyrc, Piarg) = (orderConsistency(Pirc, Piarg) + t) (6)
- coOccurrence( Py, Piarg)
where Py, = list of nodes from the current source path
Piarg = list of nodes from a candidate target path
t = the similarity threshold



The similarity threshold is a parameter for both algorithms that functions as a
cut-off for the similarity measure for which the source path will not be mapped.
CMAP uses this in the overall similarity measure to give candidate paths that
have a co-occurrence of 1 and an order-consistency of 0 a chance to pass, since
in that situation the overall similarity will not be below the cut-off value. The
reason for this is that in the source taxonomy, children of the root node (e.g.,
‘Shopping/Books’) will always have an order-consistency of 0 because there are
no precedence relation pairs to be found, i.e., the root is not used in the process.
However, it could well be that a candidate path like ‘Products/Books’ would
fit, even though the order-consistency is 0. The order-consistency offset with the
threshold is multiplied by the co-occurrence to make the two measures more
dependent on each other. When one of them is very low, while the other is very
high, the resulting measure would be smaller than when the average would be
used. It ensures that candidate paths with both a fair order-consistency and co-
occurrence will better score overall than candidate paths which only score well
for one of the measures. This will prevent candidate paths that only have a small
set of common categories (in the correct order) from being picked as the correct
path based on their high score for order-consistency. In both algorithms, the
candidate target path with the highest overall similarity, if passing the similarity
threshold, will be chosen for the mapping.

When no good candidate target path has been found, CMAP, unlike the
algorithm of Park & Kim, does try to provide a mapping. When the parent of
the current source category could be mapped earlier, the source category is being
mapped to the same target path. For instance, if ‘Shopping/Books/Braille’ can
not be mapped, it will be mapped to ‘Products/Books’, since that is a more
general category in which it also fits (i.e., the mapping of the parent ‘Books’).
However, if the parent had the same problem with mapping, and is also mapped
to its parent, the current source category will not be mapped. This is done in
order to prevent too extreme generalisations from happening.

The algorithm basically follows the complete procedure from word sense dis-
ambiguation, to candidate selection, to finding the best of the candidate target
paths using the two measures, for each source category path (from root category
to leaf category) from the taxonomy, with a chosen similarity threshold.

4 Evaluation

We compare CMAP with the algorithm from Park & Kim and PROMPT, which
are the most similar and relevant projects for our goals. We first discuss the
design of the evaluation and what measures were considered during the experi-
ments.

4.1 Evaluation Design

For the purpose of evaluating our algorithm, three real-life product taxonomies
were collected. The first product taxonomy contains over 2,500 categories and is



from Amazon.com, one of the largest online retailers in the world. The second
dataset contains over 1,000 categories and is from Overstock.com (O.co), which
is a big retailer that has RDFa-tagged product pages for the GoodRelations [0]
ontology. The third dataset is the largest one, containing 44,000 product cat-
egories, and is from the Open Directory Project (ODP). ODP is the largest
human-edited directory of the Web. All data was collected using custom-built
HTML DOM or RDFa crawlers. Using these three datasets we can run six dif-
ferent mappings, one for each combination of datasets. To be able to evaluate a
mapping, it is necessary to do the mappings by hand as well. Since the datasets
are too large for this, we have taken a random sample of five hundred nodes from
each dataset. For every node, we ensure that its ancestors are also in the sample
set. A mapping is always performed from a sampled dataset to a full dataset. In
order to prevent any bias, the manual mappings were performed collectively by
three independent individuals. The main experiment consisted of computing the
mappings for all combinations of datasets (using different parameters) for each
algorithm. For CMAP and Park & Kim a different overall similarity threshold
was used, ranging from 0.0 to 1.0 in steps of 0.05. The optimal thresholds were
obtained using a hill-climbing procedure with the Fj-measure as the optimiza-
tion criterion. PROMPT has one important parameter, i.e., the maximum path
length that is considered. Using the same procedure as for the algorithm of Park
& Kim, we found that the optimal value for this parameter is 2. Finally, the
evaluation results were obtained by comparing the generated mappings with the
manual mappings.

We decided to use the well-established measures from information retrieval
for our evaluation, i.e., precision, recall, accuracy, and specificity. For our evalu-
ation, the common definitions cannot be used since we do not have one ‘positive’
class, but as many ‘positive’ classes as the number of correctly mapped paths
in the target taxonomy. We do have only one ‘negative’ class, i.e., the action
of mapping to nothing. The true and false positives (TP and FP) are therefore
defined as the correct and incorrect mappings to a path, respectively, and the
true and false negatives (TN and FN) as the correct and incorrect mappings to
null (nothing), respectively. The precision, recall, accuracy, and specificity are
then defined as:

.. TP 1 TP
ecision = ——— ecall = ———
PreCsOR = Tp 1 Fp g TP + FN
TP + TN e TN
accuracy = specificity =

TP 4+ FP + TN + FN FP + TN

In order to have an overall score for each algorithm, we use the Fj-measure,
which is the harmonic mean of the precision and recall.

4.2 Results

As shown in Table CMAP performs better on average for both precision
and recall when compared with the algorithm of Park & Kim and PROMPT.
Furthermore, this increase in performance does not come at the expense of a



significant amount of additional computation time. The increase from 4.99 sec-
onds to 5.82 seconds for the average computation time per mapping, on an Intel
Core 2 Duo P8800 at 2.66GHz with 4GB of RAM, is mostly caused by a large
number of composite categories in the Amazon and Overstock datasets. These
category names are split and processed individually by CMAP rather than pro-
cessing the whole category name at once, which explains the slight increase in
average computation time. Although we have not performed a formal compu-
tational complexity analysis due to the intricacies of the proposed algorithm,
our results indicate the CMAP has linear time complexity w.r.t. the number of
category nodes in the target path. CMAP maps 500 categories to ODP within
8 seconds, while the same 500 categories are mapped in approximately 0.2 sec-
onds to Overstock.com. PROMPT is the fastest amongst all algorithms, at the
expense of a lower precision and recall.

Table 1. Comparison of average results per algorithm

Algorithm  Precision Recall Fj-measure Computation time

PROMPT  19.82% 10.62%  0.1350 0.47s
Park & Kim 37.89% 17.93%  0.2415 4.99s
CMAP 41.82% 26.03%  0.3180 5.82s

The recall is important for the matching of product taxonomies, because it is
better to map many categories with some possible imprecision rather than only
mapping a few categories with high precision in this field. The main objective of
mapping product taxonomies is to reduce the number of search failures, when
the user cannot find the products he is interested in, rather than making sure
that no errors are being made. Although the recall performance is relatively low,
we do improve over the method of Park & Kim and PROMPT.

The average precision has increased from 37.89% for the algorithm of Park
& Kim to 41.82% for CMAP. Our increased precision is favoured by the new
overall path similarity measure, which ensures that both order consistency and
co-occurrence need to have high values for the proposed mappings. Also, the
higher precision and recall can be attributed at least partially to the fact that
CMAP will map a category to the mapping of its parent when no match can be
found. This is intuitive for product taxonomies, because a very specific product
category might not exist in the other taxonomy, but there might be a more gen-
eral category to which the algorithm can map. Furthermore, splitting composite
category names enables us to find more candidate paths to map to, which also
greatly improves the recall. For the average recall, our algorithm outperforms
the algorithm of Park & Kim with a difference of 8.10 percent point, i.e., our
average recall is 45% higher than that of Park & Kim. Besides the ability to
deal with composite categories, the high recall can be attributed also to the use
of the Jaccard index for matching terms. The algorithm of Park & Kim uses an



Table 2. Best results for Park & Kim algorithm

Mapping Precision Accuracy Specificity Recall Fi-measure Threshold

Amazon — ODP 29.10% 20.80% 40.63% 11.47%  0.1645 0.10
Amazon — O.co 47.15% 31.80% 60.84% 17.37%  0.2539 0.00
ODP — Amazon 27.07% 42.48%  64.47% 15.93%  0.2006 0.05
ODP — O.co 31.89% 27.66% 38.54% 20.07%  0.2464 0.00
O.co — Amazon 54.29% 32.20%  45.21% 26.84%  0.3592 0.00
O.co - ODP 37.86% 26.60%  47.90% 15.92%  0.2241 0.00
Average 37.89% 30.26%  49.60% 17.93%  0.2415

Table 3. Best results for CMAP

Mapping Precision Accuracy Specificity Recall Fi-measure Threshold

Amazon — ODP 31.44% 25.60% 26.29% 25.09%  0.2791 0.05
Amazon — O.co 69.94% 44.60% 66.23% 34.97%  0.4663 0.30
ODP — Amazon 27.06% 41.68% 56.64% 21.60%  0.2402 0.15
ODP — O.co 39.61% 31.26% 50.53% 19.61% 0.2624 0.10
O.co — Amazon 46.53% 32.00% 37.93% 28.83% 0.3561 0.20
O.co —+ ODP 36.32% 29.40%  34.15% 26.10%  0.3037 0.15
Average 41.82%  34.09% 45.30% 26.03%  0.3180

Table 4. Best results for PROMPT

Mapping Precision Accuracy Specificity Recall Fj-measure

Amazon — ODP  7.74% 14.40% 29.56% 4.04%  0.0531
Amazon — O.co 35.59% 29.00% 57.54% 13.08%  0.1913
ODP — Amazon 8.08% 31.26%  43.48% 9.04%  0.0853
ODP — O.co 15.51% 20.84%  32.19% 10.90%  0.1280
O.co — Amazon 41.95% 27.80% 39.52% 21.92%  0.2879
O.co - ODP 10.07% 18.80%  39.02% 4.75%  0.0645

Average 19.82%  23.68%  40.22% 10.62%  0.1350

exact lexical match procedure for this purpose, which does not take the syntactic
variations between terms into account.

Tables and [4] show the detailed results for each combination of data
sets, where in the Tables [2] and [3] the column ‘Threshold’ contains the different
overall similarity thresholds. Compared to the algorithm of Park & Kim, the
only mapping for which CMAP scores lower on the Fj-measure is the mapping
from Overstock to Amazon. We can see in Tables [2| and [3] that the F}-measure
drops from 0.3592 to 0.3561. Table [4] shows that the results of PROMPT for the
Fi-measure are inferior to both CMAP and the algorithm of Park & Kim.



5 Conclusions and Future Work

This paper proposes CMAP, an algorithm suitable for mapping product tax-
onomies. The main focus in the development of CMAP was to improve an ex-
isting mapping algorithm by accounting for issues that are specific for product
taxonomies. It achieves this objective by enhancing the algorithm proposed by
Park & Kim with composite category splitting, using Jaccard index as similarity
measure instead of exact lexical matching, using a different measure for overall
similarity, and by mapping to a more general target category when no match
can be found for a source category. The algorithm was tested on three differ-
ent datasets and its performance was compared with that of PROMPT and the
algorithm of Park & Kim. When categories are mapped from one product tax-
onomy to another, the results show that a higher average precision, recall, and
Fi-measure are obtained using CMAP than by using the other state-of-the-art
algorithms.

The algorithm could be improved by not only analysing the ancestors of a
category and the hypernyms of its sense, but also its children and hyponyms.
This resolves the issue with short paths, where the word sense disambiguation
process is often inconclusive because it simply cannot obtain enough information
about the correct sense from the path. The word sense disambiguation process
could also be further improved by splitting composite categories of the upper
categories in a path as well, rather than just splitting the current category.
Furthermore, the results from the word sense disambiguation process are now
only used for selecting candidate paths, but they could also be used for the
co-occurrence and order-consistency measures. Last, in future work we plan to
distinguish between nouns and adjectives in category names. This would allow for
more precise mapping, because nouns are generally more important for product
similarity than adjectives.
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