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#### Abstract

Allowing for sign-dependence in discounting substantially improves the description of people's time preferences. The deviations from constant discounting that we observed were more pronounced for losses than for gains. Our data also suggest that the discount function should be flexible enough to allow for increasing impatience. These findings challenge the current practice in modeling intertemporal choice where sign-dependence is largely ignored and only decreasing impatience is allowed. Overall, the sign-dependent model of Loewenstein and Prelec (1992) with the constant sensitivity discount function of Ebert and Prelec (2007) provided the best fit to our data.
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Empirical evidence abounds that people deviate from constant discounting, the traditional model of intertemporal choice. The best-known deviation is the finding that discount rates are not constant, but decrease over time (Frederick et al. 2002; Manzini and Mariotti 2009). Other deviations include the magnitude effect (larger amounts are discounted at a lower rate than small amounts), the gain-loss asymmetry (gains are discounted at a higher rate than losses), and the delay-speedup asymmetry (the willingness to pay to speed up consumption is lower than the willingness to accept a delay in consumption).

[^0]There is a close analogy between the deviations from constant discounting and the violations of expected utility observed in decision under risk (Baucells and Heukamp 2011; Epper et al. 2011; Halevy 2008; Prelec and Loewenstein 1991). In spite of this analogy, the approach in modeling these deviations has been different. In prospect theory, the most influential descriptive model of decision under risk, sign-dependence, and loss aversion in particular, plays a central part in explaining deviations from expected utility. On the other hand, sign-dependence has largely been ignored in modeling intertemporal choice in spite of the existence of a considerable literature showing that losses are discounted at a different rate than gains (e.g. Benzion et al. 1989; Loewenstein 1987; Thaler 1981). Most alternatives for constant discounting, like the widely-used quasi-hyperbolic model (Laibson 1997; Phelps and Pollak 1968), have focused on the explanation of decreasing discount rates for which sign-dependence is not required. An exception is Loewenstein and Prelec's (1992) generalized hyperbolic discounting model in which utility (but not the discount function) is sign-dependent and reflects loss aversion. Loewenstein and Prelec (1992) showed that generalized hyperbolic discounting can account not only for decreasing discount rates, but also for the magnitude effect, the gain-loss asymmetry, and the delay-speedup asymmetry.

In spite of its parsimony, Loewenstein and Prelec's model has rarely been applied in economic analyses. One reason might be that there exists no method to measure it. The first contribution of this paper is to present a method for measuring generalized hyperbolic discounting and, to the best of our knowledge, to provide its first complete quantification. Abdellaoui et al. (2010) also allowed for signdependence of utility, but their method could not measure loss aversion. ${ }^{1}$ Abdellaoui et al. (2013) did measure loss aversion in intertemporal choice, but they have no data on discounting.

We applied our method in two experiments involving 120 subjects in total. The first experiment provided a complete measurement of generalized hyperbolic discounting and explored whether allowing for sign-dependence improved the description of people's time preferences. The second experiment tested the robustness of some of the findings of the first experiment to changes in the experimental design, in particular the use of real incentives.

We obtained clear evidence of the importance of sign-dependence in modeling intertemporal choice. In agreement with Loewenstein and Prelec's (1992) assumptions we observed that the shape of utility differed for gains and losses and that our subjects were loss averse. What is more, the description of people's time preferences improved considerably when we also allowed discounting to be signdependent. The discount function differed between gains and losses and the violations from constant discounting were more pronounced for losses than for gains.

Our data, and in particular the second experiment, revealed another shortcoming of the commonly-used discount functions: they allow only for decreasing discount rates. Even though most studies have found decreasing impatience, increasing impatience has also been observed (Chesson and Viscusi 2003; Epper et al. 2011;

[^1]Loewenstein 1987; Rubinstein 2003; Sayman and Öncüler 2009; Scholten and Read 2006; Takeuchi 2011). In our second experiment $26 \%$ of the subjects were increasingly impatient. To model increasing impatience requires more flexible discount functions like the constant sensitivity discounting function of Ebert and Prelec (2007) that can account for both decreasing and increasing impatience and that overall best fitted our data. To draw another parallel with the literature on decision under risk: whereas most subjects are risk averse, some subjects are risk seeking (and for losses most subjects are actually risk seeking) and a desirable feature of theories of decision under risk is that they can capture such preferences as well. Likewise, to be applicable at the individual level discounting models should be able to capture both decreasing and increasing impatience.

## 1 Background

The objects of choice are temporal prospects ( $\mathrm{x}, \mathrm{t} ; \mathrm{y}$ ) denoting the receipt of outcome x at time point t and of outcome y at time point 0 , which denotes the present. We assume that a preference relation $\succcurlyeq$ is defined over temporal prospects. Strict preference is denoted by $\succ$ and indifference by $\sim$. Outcomes are monetary gains and losses relative to a reference point, which we assume to be 0 . Gains are outcomes strictly preferred to 0 and losses are outcomes strictly less preferred than 0 .

Generalized hyperbolic discounting holds if preferences over temporal prospects ( $\mathrm{x}, \mathrm{t}$; y) can be represented by

$$
\begin{equation*}
\varphi(\mathrm{t}) \mathrm{U}(\mathrm{x})+\mathrm{U}(\mathrm{y}) \tag{1}
\end{equation*}
$$

With U a real-valued utility function and $\varphi$ a real-valued discount function that satisfies $\varphi(0)=1$.

Loewenstein and Prelec (1992) assumed that the utility function $U$ has similar properties as the utility function of prospect theory (Kahneman and Tversky 1979; Tversky and Kahneman 1992): concave for gains, convex for losses and steeper for losses than for gains to reflect loss aversion. Utility is a ratio scale that equals 0 at the reference point, i.e. $\mathrm{U}(0)=0$. To explain the gain-loss asymmetry, Loewenstein and Prelec (1992) also imposed that the elasticity of utility is larger for losses than for gains: the utility function "bends over" faster for gains than for losses. To explain the magnitude effect, Loewenstein and Prelec (1992) assumed that the utility function is more elastic for outcomes that are larger in absolute magnitude. Figure 1 illustrates the utility function of generalized hyperbolic discounting.Loewenstein and Prelec (1992) assumed that the discount function $\varphi$ is a generalized hyperbola:

$$
\begin{equation*}
\varphi(\mathrm{t})=(1+\alpha \mathrm{t})^{-\beta / \alpha}, \quad \alpha, \beta>0 \tag{2}
\end{equation*}
$$

The coefficient $\alpha$ determines how much the function departs from constant discounting (Rohde 2010). The limiting case of $\alpha$ equal to zero corresponds to constant discounting: $\varphi(\mathrm{t})=\mathrm{e}^{-\beta \mathrm{t}}$. This shows that $\beta$ can be interpreted as a discount factor. Equation (2) can describe decreasing discounting over time, which occurs if $\alpha>0$.


Fig. 1 The utility function in Loewenstein and Prelec's (1992) generalized hyperbolic discounting model. Utility is concave for gains, convex for losses, and reflects loss aversion

However, it cannot account for discount rates that increase over time (Bleichrodt et al. 2009). In Loewenstein and Prelec's (1992) model the discount function is signindependent. Any difference in discounting between gains and losses is explained through the shape of the utility function.

Empirical evidence on the descriptive validity of generalized hyperbolic discounting is thin on the ground. The model is clearly consistent with many of the violations of constant discounting that have been observed, but hardly any evidence exists whether utility and discounting take the forms hypothesized by generalized hyperbolic discounting and whether people are loss averse when making intertemporal choices. Abdellaoui et al. (2010) found support for Loewenstein and Prelec's assumptions on utility. They measured utility for gains and losses using a parameter-free method, which imposed no restrictions on utility. They found concave utility for gains and convex utility for losses. The utility for losses was closer to linearity, which is consistent with a larger elasticity of utility for losses than for gains. On the other hand, Abdellaoui et al. (2013), using a parametric method, observed that utility was linear for gains and slightly concave for losses.

Most empirical studies on discounting assumed that intertemporal utility was linear. Abdellaoui et al. (2010) and Attema et al. (2010) measured discounting using methods that require no assumptions about intertemporal utility. Abdellaoui et al. (2010) found that Eq. (2) fitted their data better than most other discount functions that have been proposed as alternatives for constant discounting including the quasi-hyperbolic discount function that is widely used in economic analyses of intertemporal preferences (DellaVigna and Malmendier 2006; DellaVigna 2009; Laibson et al. 2007). They also observed that discounting differed between gains and losses even when the difference in the shape of utility for gains and for losses was taken into account. In other words, their data suggest that the parameters $\alpha$ and $\beta$ in Eq. (2) are sign-dependent. Attema et al. (2010) found evidence of increasing impatience, which is inconsistent with Eq. (2).

Andersen et al. (2008) and Takeuchi (2011) did not measure intertemporal utility directly, but assumed that it was equal to utility under risk. Takeuchi (2011) obtained evidence of an inverse S -shaped discount function according to which
discount rates first increase and then decrease. Such a discount pattern is inconsistent with Eq. (2). Andersen et al. (2008) did not test Eq. (2) but observed that a large majority of their subjects behaved according to constant discounting. A concern about these studies is that the assumed equivalence between utility under risk and intertemporal utility is not self-evident. The dominant view within economics is that utility is specific to the context in which it is measured and that utility under risk and intertemporal utility cannot be taken as identical (see for example Arrow (1951), Luce and Raiffa (1957), and Fishburn (1989)). Abdellaoui et al. (2013) provided empirical evidence suggesting that utility under risk and intertemporal utility do indeed differ. An additional problem of Andersen et al. (2008) and Takeuchi (2011) is that they assumed that people behave according to expected utility. This assumption has been rejected empirically and introduces biases (Wakker 2010). Finally, in Andersen et al. (2008) all outcomes were delayed by at least 1 month which tends to decrease the amount of hyperbolic discounting (Coller and Williams 1999; Laury et al. 2012).

There exists a lot of evidence on loss aversion in decision contexts other than intertemporal choice (e.g. Zank 2010), but it is unknown whether these findings carry over to decision over time. To the best of our knowledge, the only studies that measured loss aversion in intertemporal choice are Tu (2004) and Abdellaoui et al. (2013). Tu (2004), assuming linear utility, found a loss aversion coefficient close to 2 , which is comparable to the degree of loss aversion found in other decision contexts (Novemsky and Kahneman 2005). Abdellaoui et al. (2013) allowed for utility curvature. They also found loss aversion, but less than commonly observed in other decision contexts with loss aversion coefficients varying between 1.15 and 1.44.

## 2 Experiments

We performed two experiments. The first experiment provides a complete measurement of generalized hyperbolic discounting. The second experiment adds validation to the findings of the first experiment by changing some aspects of the experimental design. Both experiments were part of a larger experiment. The remaining data are reported in Abdellaoui et al. (2013).

### 2.1 First experiment

### 2.1.1 Subjects

Subjects in the first experiment were 68 students of Erasmus University Rotterdam from various academic backgrounds. Three subjects were removed from the final analyses, because they did not understand the experimental tasks even after repeated explanation. This left 65 subjects in the final analyses.

Subjects received a participation fee of $€ 10$. Because the experiment involved losses, we chose not to play out the questions for real. It is difficult to recruit volunteers to take part in an experiment where they may lose money. One could, of course, pay a participation fee as large as the largest loss that could be incurred, but
because our experiment involved large amounts such a procedure would be costly and we could not be sure to what extent subjects integrated the fee into each decision problem (Thaler and Johnson 1990). Playing out both gain and loss questions may still be unattractive to subjects unless the prospect of a gain clearly outweighs the prospect of a loss. For the above reasons, we decided to use hypothetical questions.

It is natural to question whether answers to hypothetical questions provide insight into real behavior. There is no consensus in the literature on the impact of using real incentives, but the prevailing view is that for the type of tasks performed in our experiment hypothetical decisions are not treated very differently from financially motivated decisions (for an excellent discussion see Bardsley et al. 2010). Nevertheless, we decided to check this in the second experiment.

### 2.1.2 Procedures and stimuli

The experiment was computer-run and administered in small group sessions of at most 4 subjects per session. Subjects were seated in cubicles and could not communicate with each other. An experimenter was present to answer any questions. The entire experiment lasted 30 min on average.

Table 1 shows the experimental questions. The experiment consisted of 12 gain questions to measure utility and discounting for gains, 12 loss questions to measure utility and discounting for losses, and 3 mixed questions to measure loss aversion.

In the gain and loss questions we elicited the amount now, the present equivalent, that subjects considered equivalent to the temporal prospect under consideration. In the mixed questions we asked for the loss $\mathrm{L}^{*}$ in 1 year that made subjects indifferent between receiving nothing and the temporal prospect ( $L^{*}, 1$ year; $G^{*}$ ), i.e. gain $G^{*}$ now and loss $L^{*}$ in 1 year. The gains that subjects faced in the mixed questions were selected from their responses to the gain questions. We explain below how we could measure the generalized hyperbolic discounting model from the answers to the gain, loss, and mixed questions.

The experiment started with 6 training questions. Subjects then moved on to the gain questions, followed by the loss questions, and finally the mixed questions. We used a fixed order between the different parts, because we learnt from pilot sessions that varying the order tended to confuse subjects. Within the gain, loss, and mixed questions we did randomize the order of the questions.

We used substantial money amounts (up to $€ 500$ ) to be able to detect utility curvature. For small money amounts, utility is typically close to linear (Wakker and Deneffe 1996).

All indifferences were elicited through a choice-based bisection procedure. Previous research has found that this leads to fewer inconsistencies than asking subjects directly for their indifference values (Bostic et al. 1990). Table 2 presents an example of the bisection procedure for one of the discount questions. In the first choice the stimuli were always such that the two choice alternatives had equal undiscounted value. By changing the outcome received now we subsequently zoomed in on subjects' indifference values. The elicitation process terminated after 5 rounds for the gain and loss questions and after 6 rounds for the mixed questions. The stored present equivalent was the midpoint between the lowest outcome now that was preferred to the temporal prospect and the highest outcome now for which the temporal prospect was preferred. In Table 2 this was $(437+406) / 2=421$.
Table 1 Stimuli and median responses in the first experiment

| Gain questions |  |  | Loss questions |  |  | Mixed questions |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Prospect | Median PE | IQR | Prospect | Median PE | IQR | Prospect | Median $\mathrm{L}_{j}^{*}$ | IQR |
| (200,1y;0) | 181.0 | [156.0;193.5] | (-200,1y.;0) | -181.0 | [-193.5;-156.0] | ( $\mathrm{L}_{1}^{*}, 1 \mathrm{y} . ; \mathrm{G}_{1}^{*}$ ) | - 149.5 | [-172.0; -117.0] |
| (300,1y; ${ }^{\text {( }}$ ) | 271.5 | [215.5;290.5] | (-300,1y.;0) | -271.5 | [-290.5; -234.0] | ( $\mathrm{L}_{2}^{*}, 1 \mathrm{y} . ; \mathrm{G}_{2}^{*}$ ) | -224.0 | [-266.5; -175.5] |
| (300,1y.;100) | 371.5 | [329.5;390.5] | (-300,1y.; -100) | -371.5 | [-390.5;-329.5] | ( $L_{3}^{*}, 1 \mathrm{ly} . ; \mathrm{G}_{3}^{*}$ ) | -324.5 | [-365.0; -272.0] |
| (400,1y.;100) | 462.5 | [437.5;487.5] | (-400,1y.; -100) | -462.5 | [-487.5;-431.25] |  |  |  |
| (400,1y.;200) | 562.5 | [512.5;587.5] | (-400,1y.; -200) | -537.5 | [-587.5;-512.5] |  |  |  |
| (500,1y.;200) | 652.5 | [621.5;684.0] | (-500,1y.; -200) | -652.5 | [-684.0;-590.5] |  |  |  |
| (500,1y.;300) | 721.5 | [690.5;784.0] | (-500,1y.; -300) | -721.5 | [-784.0;-690.5] |  |  |  |
| (500,1y.;400) | 852.5 | [790.5;884.0] | (-500,1y.; -400) | -821.5 | [-884.0;-790.5] |  |  |  |
| (100, 3m.; 0) | 93.25 | [84.0; 96.5] | (-100, 3m.; 0) | -96.5 | [-96.5;-90.0] |  |  |  |
| (200, 6m.; 0) | 193.5 | [168.5;193.5] | (-200, 6m.; 0) | -193.5 | [-193.5;-181.0] |  |  |  |
| (300, 2y.; 0) | 215.5 | [196.5;252.5] | (-300, 2y.; 0) | -234.0 | [-290.5;-196.5] |  |  |  |
| (500, 5y.; 0) | 296.5 | [202.5;390.5] | (-500, 5y.; 0) | -390.5 | [-484.0;-296.5] |  |  |  |

The table shows the prospects subjects faced in the gain, loss, and mixed questions, the median present equivalent (PE) that was elicited in the gain and loss questions, the median loss $L_{j}^{*}$ that was elicited in the mixed questions, and their interquartile ranges (IQR). All amounts are in $€$

Table 2 The bisection procedure

| Round | Prospect A | Prospect B | Choice |
| :--- | :--- | :--- | :--- |
| 1 | $(500,5 y . ; 0)$ | 500 | B |
| 2 | $(500,5 \mathrm{y} . ; 0)$ | 250 | A |
| 3 | $(500,5 \mathrm{y} . ; 0)$ | 375 | A |
| 4 | $(500,5 \mathrm{y} . ; 0)$ | 437 | B |
| 5 | $(500,5 \mathrm{y} . ; 0)$ | 406 | A |

The table shows the procedure by which indifference values were determined. The table gives an example of one of the gain questions where the present equivalent (PE) of the temporal prospect (500, 5y.; 0 ) is determined. In the first round the prospects had equal undiscounted value. Depending on the subject's choices (reported in the fourth column) the outcomes under prospect B changed such that the choices in the following rounds "zoomed in" on the subject's present equivalent

Figure 2 shows the presentation of the choices. The figure displays the fourth choice of Table 2. We varied across choices what was Option A and what was Option B: in Fig. 2 the present equivalent was Option B but there were also questions in which it was Option A. Subjects could express their choices by clicking on their preferred option. At the end of each choice-based elicitation we repeated the first choice to control for response error. If a subject reversed his choice, the choice-based elicitation for that question was recommenced. We also repeated the third choice of 16 questions to obtain further insight into the reliability of the data. In the third choice the subjects were generally close to indifference and we could expect a considerable proportion of choice reversals if preferences were unstable.

### 2.1.3 Analysis

We assumed that the utility function U in Eq. (1) was equal to

$$
\left\{\begin{array}{l}
u(x) \text { if } x \geq 0  \tag{3}\\
\lambda u(x) \text { if } x<0
\end{array}\right.
$$

According to Eq. (3) the utility function U is composed of a basic utility function u , which captures the decision maker's attitude to final outcomes and a loss aversion coefficient $\lambda$, which captures the decision maker's attitude to gain and loss. A similar decomposition was proposed for decision under risk by Köbberling and Wakker (2005), Köszegi and Rabin (2006), and Sugden (2003).

Several definitions of loss aversion co-exist. We used the definition of Köbberling and Wakker (2005), that loss aversion corresponds with the kink of utility at the reference point. Then the loss aversion coefficient is equal to $\frac{\mathrm{U}_{\uparrow}^{\prime}(0)}{\mathrm{U}_{\downarrow}^{\prime}(0)}$ where $\mathrm{U}_{\uparrow}^{\prime}(0)$ stands for the left derivative of utility at the reference point and $U_{\downarrow}^{\prime}(0)$ for the right derivative of utility at the reference point. ${ }^{2}$

[^2]

Fig. 2 The presentation of the choice questions in the first experiment. Subjects chose between a temporal prospect (Choice A) and an amount now (Choice B) by clicking on their preferred option. We varied across choices whether the amount now was Choice A or Choice B

We assumed that the basic utility function belonged to the exponential family, i.e. $\mathrm{u}(\mathrm{x})=\frac{1-\mathrm{e}^{-\mu \mathrm{x}}}{\mu}$ if $\mathrm{x} \geq 0$ and $\mathrm{u}(\mathrm{x})=\frac{\mathrm{e}^{\nu \mathrm{x}}-1}{\nu}$ if $\mathrm{x}<0$. Utility for gains is concave [convex] if $\mu>0[\mu<0]$ and utility for losses is concave [convex] if $\nu<0$ [ $v>0]$.

The exponential utility function is widely used and generally fits empirical data well. It has the additional advantage over the popular power family that the derivatives of the basic utility functions are 1 at 0 and, consequently, that Köbberling and Wakker's (2005) loss aversion coefficient is defined. For the power family this coefficient is defined only if utility curvature is the same for gains and for losses. To accommodate the gain-loss asymmetry, Loewenstein and Prelec (1992) required different utility curvature for gains and losses, which rules out the power family. Moreover, the exponential family can account for the magnitude effect, because the elasticity of utility increases for outcomes that are larger in absolute magnitude provided that $\mu$ and $v$ are positive. Under the power family this elasticity is constant for all outcomes.

We now explain how we measured the generalized hyperbolic discounting model. In the gain questions we observed indifferences $\operatorname{PE\sim (x,t;y)\text {,where}PE\text {denotesthe}}$ elicited present equivalent. Applying Eqs. (1), (3), and (4) these indifferences yield:

$$
\begin{equation*}
\frac{1-\mathrm{e}^{-\mu P E}}{\mu}=\varphi(\mathrm{t}) * \frac{1-\mathrm{e}^{-\mu \mathrm{x}}}{\mu}+\frac{1-\mathrm{e}^{-\mu \mathrm{y}}}{\mu} \tag{4}
\end{equation*}
$$

Under generalized hyperbolic discounting $\varphi(\mathrm{t})=(1+\alpha)^{-\beta / \alpha}$ and Eq. (4) is an equation in three unknowns, $\mu, \alpha$, and $\beta$. From the loss questions we obtain in a similar fashion

$$
\begin{equation*}
\frac{\mathrm{e}^{\nu \mathrm{PE}}-1}{\nu}=\varphi(\mathrm{t}) * \frac{\mathrm{e}^{\nu \mathrm{x}}-1}{\nu}+\frac{\mathrm{e}^{\nu \mathrm{y}}-1}{\nu}, \tag{5}
\end{equation*}
$$

yielding one extra parameter $(v)$ to estimate. Finally, the indifference $0 \sim\left(L^{*}, 1\right.$ year; $\mathrm{G}^{*}$ ), observed in the mixed questions, entails:

$$
\begin{equation*}
\frac{1-e^{-\mu G^{*}}}{\mu}=-\lambda * \varphi(1 \mathrm{y} .) * \frac{e^{\nu \mathrm{L}^{*}}-1}{\nu} \tag{6}
\end{equation*}
$$

providing information on $\lambda$. Equations (4)-(6) were estimated using nonlinear mixedeffects regression. Each individual parameter ( $\mu, \nu, \lambda, \alpha$, and $\beta$ ) was estimated as the sum of a fixed effect, common to all subjects, and a random effect that is specific to each individual. The random effect is included to capture heterogeneity in preferences. To model error in the gain and loss questions, we assumed a Fechnerian model in which subjects make mistakes in evaluating the present value. For mixed prospects, the error applies to the difference between the predicted loss and the elicited loss. We estimated the model assuming both homoskedastic and heteroskedastic errors. To test for heteroskedasticity we assumed that the error was proportional to the absolute magnitude of the outcome that was elicited (the present equivalent in the gain and loss questions and the delayed loss in the mixed questions). Homoskedastic errors provided the better fit and, hence, the results reported below are based on homoskedastic error terms.

Because a central goal of our paper is to explore the impact of sign-dependence on intertemporal choice, we also estimated a sign-dependent version of Eqs. (4)-(6) in which the discount function parameters $\alpha$ and $\beta$ were allowed to be different for gains and losses. To compare the fit of Eq. (2) with other functions that have been proposed in the literature and to explore whether allowing for increasing impatience improves the description of people's time preferences, we estimated Eqs. (4) and (5) under different specifications of the discount function, which are summarized in Table 3. The only functions that account for both decreasing and increasing impatience are the constant sensitivity and constant absolute discounting functions. The other functions can only account for decreasing impatience. Goodness of fit was assessed using Akaike's Information Criterion (AIC), which takes account of the difference in degrees of freedom between the various functions. ${ }^{3}$ Significance of difference in goodness of fit was assessed using likelihood ratio tests for nested models and Vuong tests for non-nested models. Test statistics are in the Appendix.

To test for robustness, we also estimated Eqs. (4)-(6) using a Gaussian mixture model estimated through maximum likelihood (Bruhin et al. 2010). In this model we distinguished two classes of people and estimated the probability that a subject belongs to a particular class. It is possible that a substantial fraction of the subjects actually behaved according to constant discounting even when at the aggregate level violations of constant discounting were observed. The mixture model can accommodate this possibility and estimates the proportions of subjects belonging to each class.

### 2.1.4 Results

Consistency was good. In $90.3 \%$ of the cases, the replication led to the same choice. This rate of consistency compares favorably with reversal rates of up to $33.3 \%$ that are commonly observed (Rieskamp et al. 2006; Stott 2006), particularly because the choices that were repeated were those in which subjects were close to indifference.

[^3]Table 3 Other discount functions tested

| Model | Suggested by | Expression | Restriction |
| :--- | :--- | :--- | :--- |
| Constant discounting | Samuelson (1938) | $(1+\delta)^{-t}$ | $\delta>0$ |
| Quasi-hyperbolic discounting | Phelps and Pollak (1968) | $\gamma(1+\delta)^{-t}$ | $0<\gamma \leq 1$ |
|  | Laibson (1997) |  | $\delta>0$ |
| Fixed cost discounting | Benhabib et al. (2010) | $(1+\delta)^{-t}-\gamma / \mathrm{x}$ | $\delta, \gamma>0$ |
| Proportional discounting | Herrnstein (1981) | $(1+\alpha \mathrm{t})^{-1}$ | $\alpha>0$ |
| Power discounting | Harvey (1986) | $(1+\mathrm{t})^{-\beta}$ | $\beta>0$ |
| Constant sensitivity | Ebert and Prelec (2007) | $\exp \left((-\mathrm{at})^{\mathrm{b}}\right)$ | $\mathrm{a}, \mathrm{b}>0$ |
| Constant absolute discounting | Bleichrodt et al. (2009) | Bleichrodt et al. (2009) | $\exp \left(\exp (-\mathrm{ct})^{-1)}\right.$ |

The table shows the different discount functions that we tested. The third column shows the expression for the discount function and the final column shows the restrictions that the functions impose on the parameters

### 2.1.5 Aggregate results

Table 4 shows the results from the mixed-effects estimation. In contrast with Loewenstein and Prelec's hypothesis of S-shaped utility, utility was linear for gains (z-test, $p$-value $=0.63$ ) and slightly concave for losses (z-test, $p$-value $=0.01$ ). The lower exponential coefficient for losses is consistent with Loewenstein and Prelec's (1992) assumption that utility is more elastic for losses than for gains. The estimated loss aversion coefficient was 1.31 , which differed from 1 the case of no loss aversion (z-test, $p$-value $<$ 0.001 ), but was lower than what is usually observed in other decision contexts.

Subjects deviated from constant discounting. This is reflected by the parameter $\alpha$, which measures the deviation from constant discounting, and which differed from 0 ( $\mathrm{z}-$ test, $p$-value $<0.01$ ) the value corresponding to constant discounting.

Table 4 Mixed-effect estimation. First experiment

| Mixed-effect regression | Value |
| :--- | :--- |
| Utility for gains $(\mu)$ | $-0.040(0.08)$ |
| Utility for losses $(v)$ | $-0.299(0.10)$ |
| Parameter $\beta$ | $0.178(0.02)$ |
| Parameter $\alpha$ | $0.397(0.11)$ |
| Loss aversion parameter $\lambda$ | $1.308(0.04)$ |
| AIC | -5292.7 |
| Number of parameters | 11 |

The table shows the estimated parameters for Loewenstein and Prelec's (1992) generalized hyperbolic discounting model. The exponential coefficients $\mu$ and $\nu$ show that the utility for gains was linear and the utility for losses concave. The discounting parameter $\alpha$ shows that subjects deviated significantly from constant discounting. Loss aversion was modest but significant. The final two rows show the Akaike Information Criterion (AIC) and the number of parameters that were estimated. Standard errors are in parentheses

### 2.1.6 Individual results

Figure 3 shows the individual estimates for utility. Panel a plots the estimated exponential coefficients for gains and losses. Panel $\mathbf{b}$ shows the distribution of the individual estimates. For gains most individuals had close to linear utility. For losses, the distribution was more skewed to the left indicating that a majority of subjects had concave utility for losses. Panel a also shows that there was a fair correlation between curvature for gains and curvature for losses (as measured by the estimated exponential coefficient). The Pearson correlation was equal to 0.43 and differed significantly from 0 ( $p$-value $<0.001$ ). In decision under risk many applied studies have assumed reflection, i.e. equal curvature of the utility for losses and the utility for gains. Our data provide some support for reflection in intertemporal choice.

Panels $\mathbf{c}$ and $\mathbf{d}$ show the estimated loss aversion coefficients and their distribution. All subjects were loss averse (loss aversion coefficient $>1$ ). Loss aversion was moderate with most loss aversion coefficients between 1.20 and 1.40 and the largest loss aversion coefficient equal to 1.77 .


Fig. 3 The individual utility parameters in the first experiment. Panel a shows the exponential coefficients for gains and losses when subjects are ordered by the size of the coefficient for gains. Panel $\mathbf{b}$ shows the distribution of the individual coefficients. Panel $\mathbf{c}$ shows the individual loss aversion coefficients and Panel d their distribution

Figure 4 shows the results for discounting. Panels $\mathbf{a}$ and $\mathbf{b}$ show that for most subjects discounting was modest: the discount rate $\beta$ was less than $20 \%$ and there were only a few outliers. Panels $\mathbf{c}$ and $\mathbf{d}$ show that most subjects deviated from constant discounting. For most subjects $\alpha$ was between 0.30 and 0.50 , different from 0 , the case of constant discounting. There were only seven subjects for whom $\alpha$ was between 0 and 0.10 .

### 2.1.7 Sign-dependent discounting

The model fit improved significantly when we allowed $\alpha$ and $\beta$ to differ for gains and losses (LR test statistic $=259.1, p$-value $<0.001$ ). Table 5 summarizes the results from the mixed-effects estimation and Fig. 5 shows the individual estimates of $\alpha$ and $\beta$ and their distributions. The estimate of $\beta$ was slightly lower for losses than for gains. Figure 5 shows that there was a close relationship between the discounting parameters $\beta$ for gains and losses. The Pearson correlation was 0.70 and differed from zero ( $p$-value $<0.001$ ).


Fig. 4 The individual generalized hyperbolic discounting parameters in the first experiment. Panel a shows the individual $\beta$ parameters Panel $\mathbf{b}$ shows their distribution. Panels $\mathbf{c}$ and $\mathbf{d}$ show the individual $\alpha$ parameters (indicating deviations from constant discounting) and their distribution. Most values of $\alpha$ were clearly different from 0 , the case of constant discounting

Table 5 Mixed-effect elicitation with a sign-dependent discount function. First experiment

| Mixed-effect regression | Value |
| :--- | :--- |
| Utility for gains $(\mu)$ | $-0.005(0.11)$ |
| Utility for losses $(\nu)$ | $-0.335(0.12)$ |
| Parameter $\beta^{+}$ | $0.181(0.02)$ |
| Parameter $\alpha^{+}$ | $0.260(0.07)$ |
| Parameter $\beta^{-}$ | $0.153(0.02)$ |
| Parameter $\alpha^{-}$ | $0.615(0.15)$ |
| Loss aversion parameter $\lambda$ | $1.270(0.04)$ |
| AIC | -5543.7 |
| Number of parameters | 15 |

The table shows the estimated parameters for Loewenstein and Prelec's (1992) generalized hyperbolic discounting model when the discount function is allowed to be sign-dependent. A + sign indicates the estimates for gains, $\mathrm{a}-$ sign indicates the estimates for losses. $\alpha^{-}$exceeds $\alpha^{+}$suggesting that deviations from constant discounting were more pronounced for losses than for gains. A comparison with the AIC from Table 4 shows that allowing for sign-dependent discounting improved the fit even though the number of estimated parameters increased to 15 . Standard errors are in parentheses

The parameter $\alpha$ differed substantially between gains and losses. For gains, subjects deviated considerably less from constant discounting than for losses. Even for gains, however, most subjects had a value of $\alpha$ between 0.15 and 0.40 , indicating that only a small fraction of subjects (between $10 \%$ and $20 \%$ ) behaved according to constant discounting. Eq. (2) fitted significantly better than constant discounting (LR test, pvalue $<0.001$ ). Figure 5 suggests that the deviations from constant discounting that we observed at the aggregate level were not caused by a small number of outliers.

The Pearson correlation between $\alpha$ for gains and $\alpha$ for losses was low (0.07) and did not differ from zero ( $p$-value $=0.56$ ). This is surprising as one would expect that subjects who are more likely to deviate from constant discounting for gains are also more likely to deviate from constant discounting for losses. Perhaps it reflects that the estimation of $\alpha$ was relatively unstable. ${ }^{4}$

### 2.1.8 Mixture model estimations

Table 6 shows the results of the mixture model estimation. About three quarters of our subjects (Type II in the table) had linear utility for gains, concave utility for losses, and rather modest discounting and loss aversion parameters. The remaining $25 \%$ (Type I in the Table) had concave utility both for gains and losses, and high discounting and loss aversion parameters. Both types deviated significantly from constant discounting, as witnessed by the estimated values of $\alpha$, but the deviation was much more pronounced for the Type I subjects. One interpretation of these results is that the Type II subjects represent the more rational subjects, who deviate less from constant discounting, have reasonable discount rates, and only modest loss aversion. Type I subjects are more prone to irrationalities.

[^4]a: Individual $\beta$ coefficients for gains and losses


b: Distribution individual $\beta$ coefficients

d: Distribution individual $\alpha$ coefficients


Fig. 5 The individual discounting parameters for gains and losses in the first experiment. Panel a shows that the $\beta$ coefficients were closely correlated for gains and losses and Panel $\mathbf{b}$ shows that their distributions were similar. Panel $\mathbf{c}$ shows that the $\alpha$ coefficients were uncorrelated and that they were higher for losses than for gains. Panel d shows that the distributions of the $\alpha$ coefficients differed between gains and losses and that the distribution for losses was to the right of the distribution for gains

The mixture model estimation confirmed that there were few constant discounters in our sample. It also suggests that the degree of deviation from constant discounting and loss aversion were positively correlated. This is intuitively reasonable. Both a high value of $\alpha$ and a high value of $\lambda$ imply deviations from what is often considered rational behavior in the sense that they give rise to preference reversals.

### 2.1.9 Other discount functions

Table 7 shows the results for the different specifications of the discount function. The final rows show the importance of allowing for sign-dependence in discounting: it improved the fit of all functions.

Constant sensitivity fitted the data best. The difference in fit was significant for all other models except quasi-hyperbolic discounting and fixed-cost discounting. This suggests that the additional flexibility that the constant sensitivity function offers to model increasing impatience was valuable. Constant sensitivity reflects increasing impatience when $\mathrm{b}>1$. This happened, however, for only one subject. Constant sensitivity fitted better than constant absolute discounting, the other discount function

Table 6 Mixture-model estimation. First experiment

| Mixture model | Type I | Type II |
| :--- | :--- | :--- |
| Proportion | $25.9 \%(0.05)$ | $74.1 \%$ |
| Utility for gains $(\mu)$ | $0.569(0.14)$ | $0.047(0.03)$ |
| Utility for losses $(\nu)$ | $-0.357(0.11)$ | $-0.080(0.04)$ |
| Parameter $\beta$ | $0.961(0.05)$ | $0.134(0.007)$ |
| Parameter $\alpha$ | $4.392(0.19)$ | $0.349(0.07)$ |
| Parameter $\lambda$ | $3.219(0.14)$ | $1.342(0.04)$ |
| Number of parameters | 13 |  |

The mixture model distinguished two types. The first row shows that around $25 \%$ of the subjects belonged to the first type and $75 \%$ to the second type. The second row shows that Type I subjects had concave utility for gains and Type II subjects linear utility. The third row shows that both Types had concave utility for losses, but Type I subjects more so. Rows 4-6 show that Type I subjects had much higher discounting parameters $\beta$, deviated much more from constant discounting (reflected by the higher value of $\alpha$ ) and had much higher loss aversion (reflected by the higher value of $\lambda$ ). The final row shows the number of estimated parameters. Standard errors are in parentheses
that permits increasing impatience. Our estimates of quasi-hyperbolic discounting agree with those of Paserman (2008) for high-skilled workers, a group of subjects who resemble our university students.

Constant discounting was among the worst fitting models. Table 7 shows that mistakenly assuming constant discounting led to overestimations of the curvature of utility. Otherwise, the data on utility were consistent across the models: utility was linear for gains, slightly concave for losses, and loss aversion was moderate.

### 2.2 Second experiment

The aim of the second experiment was to check whether the conclusions from the first experiment remained valid when several changes were made in the experimental design. The main change was the use of real incentives. Because there are problems with letting subjects face real losses, the second experiment only involved gain questions and we could not check the impact of sign-dependence. We could, however, check whether the results for gains were similar to those of the first experiment. The other changes are explained below.

Subjects in the second experiment were 52 undergraduate students in management at Paris Descartes University. Two subjects were removed from the final analyses. The Paris experiment lasted for 45 min on average. Subjects were paid a participation fee of $€ 10$. In addition, each subject had a one in twenty chance to be selected to play out one of his choices for real. Subjects were informed that a random draw from an urn containing 20 balls (with one winning ball) would determine whether they could actually play out one of the questions for real. Three subjects drew a winning ball. This random incentive procedure has been commonly employed in experimental economics and evidence suggests that it generates the same responses as a procedure in which subjects are paid for certain (Bardsley et al. 2010). ${ }^{5}$

[^5]Table 7 Comparison of the different discount functions. First experiment

|  | Constant discounting | Quasi-hyperbolic | Fixed-cost | Proportional | Power | Constant sensitivity | Constant absolute |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Utility for gains ( $\mu$ ) | $\begin{aligned} & -0.209 \\ & (0.11) \end{aligned}$ | $\begin{aligned} & 0.053 \\ & (0.07) \end{aligned}$ | $\begin{aligned} & -0.150 \\ & (0.09) \end{aligned}$ | $\begin{aligned} & -0.065 \\ & (0.08) \end{aligned}$ | $\begin{aligned} & 0.074 \\ & (0.08) \end{aligned}$ | $\begin{aligned} & 0.114 \\ & (0.07) \end{aligned}$ | $\begin{aligned} & -0.015 \\ & (0.08) \end{aligned}$ |
| Utility for losses ( v ) | $\begin{aligned} & -0.533 \\ & (0.14) \end{aligned}$ | $\begin{aligned} & -0.164 \\ & (0.06) \end{aligned}$ | $\begin{aligned} & -0.369 \\ & (0.11) \end{aligned}$ | $\begin{aligned} & -0.322 \\ & (0.09) \end{aligned}$ | $\begin{aligned} & -0.159 \\ & (0.08) \end{aligned}$ | $\begin{aligned} & -0.109 \\ & (0.06) \end{aligned}$ | $\begin{aligned} & -0.297 \\ & (0.07) \end{aligned}$ |
| Discounting parameter | $\begin{aligned} & \delta=0.125 \\ & (0.01) \end{aligned}$ | $\begin{aligned} & \delta=0.077 \\ & (0.01) \\ & \gamma=0.917 \\ & (0.02) \end{aligned}$ | $\begin{aligned} & \delta=0.099 \\ & (0.01) \\ & \gamma=0.004 \\ & (0.00) \end{aligned}$ | $\begin{aligned} & \alpha=0.162 \\ & (0.02) \end{aligned}$ | $\begin{aligned} & \beta=0.256 \\ & (0.02) \end{aligned}$ | $\begin{aligned} & a=0.046 \\ & (0.01) \\ & b=0.569 \\ & (0.05) \end{aligned}$ | $\begin{aligned} & c=0.178 \\ & (0.03) \end{aligned}$ |
| Parameter $\lambda$ | $\begin{aligned} & 1.253 \\ & (0.03) \end{aligned}$ | $\begin{aligned} & 1.342 \\ & (0.04) \end{aligned}$ | $\begin{aligned} & 1.274 \\ & (0.04) \end{aligned}$ | $\begin{aligned} & 1.292 \\ & (0.03) \end{aligned}$ | $\begin{aligned} & 1.340 \\ & (0.03) \end{aligned}$ | $\begin{aligned} & 1.382 \\ & (0.04) \end{aligned}$ | $\begin{aligned} & 1.272 \\ & (0.04) \end{aligned}$ |
| AIC | -5287.1 | -5377.4 | -5259.1 | -5262.1 | -5277.0 | -5354.9 | -5304.8 |
| AIC Sign-dep. | -5368.7 | -5601.0 | -5604.4 | -5461.3 | -5466.1 | -5641.4 | -5486.7 |
| LR Sign-dep. version | $\begin{aligned} & 85.62 \\ & (p=0.00) \end{aligned}$ | $\begin{aligned} & 231.57 \\ & (p=0.00) \end{aligned}$ | $\begin{aligned} & 353.24 \\ & (p=0.00) \end{aligned}$ | $\begin{aligned} & 203.22 \\ & (p=0.00) \end{aligned}$ | $\begin{aligned} & 193.17 \\ & (p=0.00) \end{aligned}$ | $\begin{aligned} & 294.50 \\ & (p=0.00) \end{aligned}$ | $\begin{aligned} & 185.9 \\ & (p=0.00) \end{aligned}$ |
| Number of parameters | 9 | 11 | 11 | 9 | 9 | 11 | 11 |
| Sign dep. version | 11 | 15 | 15 | 11 | 11 | 15 | 15 |

[^6]If a subject was selected to play out one of his choices for real and he had chosen the immediate option for the selected choice question, the money was paid out immediately. If he had chosen the delayed option, the subject was asked to leave a permanent address (typically his parents' address) and a sure email address. Subjects were told that they would be contacted 15 days before the payment was due.

### 2.2.1 Stimuli

The data of the second experiment were collected using personal interview sessions. By using personal interviews we hoped to improve the quality of the data. The elicitation process was similar to the first experiment except that the process continued until the difference between successive stimulus values was less than $€ 2$. We did not repeat the first choice as we learnt from the first experiment that choice reversals were very rare in the repeated choice.

We asked 25 questions in total (see Table 8). To better distinguish between the discounting models we increased the number of discounting questions from 5 to 20. Figure 6 shows the presentation of the questions. Again, subjects were asked to click on their preferred option and the program then zoomed in on their indifference value through a bisection process. To test for consistency, we repeated the third rounds of 3 randomly selected gain questions and of 8 randomly selected discounting questions.

### 2.2.2 Results

Consistency was high and even better than in the first experiment: in $97.3 \%$ of the choices the same choice was made. This higher consistency could be due to

Table 8 Stimuli and median present equivalents (PE) in the second experiment

| Prospect | Median PE | IQR | Prospect | Median PE | IQR |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $(50,3 \mathrm{~m} ; 0)$ | 43.0 | $[39.0 ; 45.0]$ | $(75,1 \mathrm{y} ; 25)$ | 68.0 | $[56.0 ; 77.0]$ |
| $(100,3 \mathrm{~m} ; 0)$ | 88.0 | $[79.0 ; 94.0]$ | $(150,1 \mathrm{y} ; 50)$ | 144.0 | $[124.0 ; 165.0]$ |
| $(200,3 \mathrm{~m} ; 0)$ | 178.0 | $[167.0 ; 187.0]$ | $(50,2 \mathrm{y} ; 0)$ | 20.0 | $[12.0 ; 27.0]$ |
| $(75,3 \mathrm{~m} ; 25)$ | 92.0 | $[87.0 ; 96.0]$ | $(100,2 \mathrm{y} ; 0)$ | 45.0 | $[31.0 ; 56.0]$ |
| $(150,3 \mathrm{~m} ; 50)$ | 189.0 | $[178.0 ; 194.0]$ | $(200,2 \mathrm{y} ; 0)$ | 99.0 | $[61.0 ; 135.0]$ |
| $(50,6 \mathrm{~m} ; 0)$ | 38.0 | $[31.0 ; 42.0]$ | $(75,2 \mathrm{y} ; 25)$ | 52.0 | $[40.0 ; 64.0]$ |
| $(100,6 \mathrm{~m} ; 0)$ | 78.0 | $[69.0 ; 85.0]$ | $(150,2 \mathrm{y} ; 50)$ | 112.5 | $[83.0 ; 143.0]$ |
| $(200,6 \mathrm{~m} ; 0)$ | 161.0 | $[146.0 ; 177.0]$ | $(50,3 \mathrm{y} ; 0)$ | 14.0 | $[9.0 ; 20.0]$ |
| $(75,6 \mathrm{~m} ; 25)$ | 81.0 | $[76.0 ; 87.0]$ | $(100,3 \mathrm{y} ; 0)$ | 29.0 | $[19.0 ; 45.0]$ |
| $(150,6 \mathrm{~m} ; 50)$ | 170.0 | $[159.0 ; 181.0]$ | $(200,3 \mathrm{y} ; 0)$ | 71.0 | $[37.0 ; 119.0]$ |
| $(50,1 \mathrm{y} ; 0)$ | 27.0 | $[20.0 ; 35.0]$ | $(75,3 \mathrm{y} ; 25)$ | 42.0 | $[31.0 ; 60.0]$ |
| $(100,1 \mathrm{y} ; 0)$ | 59.0 | $[49.0 ; 75.0]$ | $(150,3 \mathrm{y} ; 50)$ | 88.0 | $[67.0 ; 127.0]$ |
| $(200,1 \mathrm{y} ; 0)$ | 134.0 | $[104.0 ; 159.0]$ |  |  |  |

The table shows the prospects subjects faced in the second experiment, the median present equivalents (PE), and their interquartile ranges (IQR). All amounts are in $€$


Fig. 6 The presentation of the choice questions in the second experiment. Subjects chose between a temporal prospect (Alternative A) and an amount now (Alternative B) by clicking on their preferred option. We varied across choices whether the amount now was Alternative A or Alternative B
the use of real incentives, which has been found to reduce errors (Camerer and Hogarth 1999), but also to the use of personal interviews, which also increase data quality.

Table 9 Mixed-effect estimation of the Loewenstein and Prelec model. Second experiment

|  | Value |
| :--- | :--- |
| Utility for gains $(\mu)$ | $-0.082(0.05)$ |
| Parameter $\beta$ | $0.529(0.05)$ |
| Parameter $\alpha$ | $0.224(0.06)$ |
| AIC | -3739.6 |
| Number of parameters | 7 |

The table shows the estimated parameters for Loewenstein and Prelec's (1992) generalized hyperbolic discounting model. The exponential coefficient $\mu$ shows that the utility for gains was marginally convex. The discounting parameter $\beta$ was much higher than in the first experiment. The discounting parameter $\alpha$ shows that subjects deviated significantly from constant discounting and was similar to the value observed in the first experiment. The final two rows show the Akaike Information Criterion (AIC) and the number of parameters that were estimated. Standard errors are in parentheses

### 2.2.3 Aggregate results

Table 9 shows that the results of the mixed-effect estimation were similar to the results for gains in the first experiment (see Table 5), except for the discounting parameter $\beta$, which was much higher in the second experiment (z-test, $p$-value $<0.001$ ). Utility was slightly convex, but the difference from linearity was only marginal (z-test, $p$-value $=0.09$ ). The value of $\alpha$ differed marginally between the two experiments (z-test, $p$-value $=0.08$ ). As in the first experiment, $\alpha$ differed from 0 , the case of constant discounting (z-test, $p$-value $<0.001$ ). Consistent with our findings on $\alpha$, the likelihood ratio test also indicated that Eq. (2) fitted subjects' preferences significantly better than constant discounting (LR test, $p$-value $<0.001$ ).

### 2.2.4 Individual results

Figure 7 shows the individual data on utility. Most subjects had a slightly negative exponent, corresponding with slightly convex utility. However, the observed coefficients were close to zero, the case of linear utility.

Figure 8 shows the individual discounting parameters $\beta$ and $\alpha$. A comparison between Figs. 5 and 8 reveals that the distributions of $\beta$ were clearly different between the two experiments (Kolmogorov-Smirnov test, $p$-value $<0.001$ ). The distributions of the $\alpha$ coefficients did not differ between the two experiments (Kolmogorov-Smirnov test, $p$-value $=0.27$ ). Between $20 \%$ and $40 \%$ of the subjects did not deviate much from constant discounting, as witnessed by the relatively low values of $\alpha$. This proportion was comparable to the results for $\alpha^{+}$in the first experiment.


Fig. 7 The individual utility parameters in the second experiment. Panel a shows the exponential coefficients $\mu$ and Panel $\mathbf{b}$ their distribution. Most subjects had a slightly negative value of $\mu$ corresponding with slightly convex utility


Fig. 8 The individual generalized hyperbolic discounting parameters in the second experiment. Panel a shows the individual $\beta$ parameters and Panel $\mathbf{b}$ shows their distribution. Panels $\mathbf{c}$ and $\mathbf{d}$ show the individual $\alpha$ parameters (indicating deviations from constant discounting) and their distribution

Table 10 Mixture-model estimation. Second experiment

| Mixture model | Type I | Type II |
| :--- | :--- | :--- |
| Proportion | $32.1 \%(0.06)$ | $67.9 \%$ |
| Utility for gains $(\mu)$ | $-0.127(0.03)$ | $-0.065(0.03)$ |
| Parameter $\beta$ | $0.254(0.01)$ | $0.786(0.02)$ |
| Parameter $\alpha$ | $0.373(0.02)$ | $0.368(0.02)$ |
| Number of parameters | 9 |  |

The first row shows that around one third belonged to the first type and two thirds to the second type. The second row shows that both types had slightly convex utility for gains. The third row shows that Type I subjects had much lower discounting parameters than Type II subjects. The fourth row shows that the deviations from constant discounting were similar for the two types. The final row shows the number of estimated parameters. Standard errors are in parentheses

### 2.2.5 Mixture model estimations

Table 10 shows the results of the mixture model estimation. Both types had convex utility and the main difference between the two types was in the discounting parameter $\beta$. The majority group (approximately two thirds of the sample) had a high discounting parameter. The $\alpha$ parameters were comparable for the two types. They differed from 0 indicating that both types deviated from constant discounting.

A comparison between the mixture model estimations between the two experiments reveals that the deviations from constant discounting were similar for Type II subjects in the Rotterdam experiment and both types of subjects in the Paris experiment. The $\beta$ parameters differed, however (z-test, $p$-values $<$ 0.01 ) and even though the discounting behavior of the Type I subjects in the Paris experiment resembled that of the Type II subjects in the Rotterdam experiment, their discounting parameter $\beta$ was higher.

### 2.2.6 Other discount models

Table 11 shows the results of the estimation of the other discount functions, displayed in Table 3. Two-parameter discount functions (generalized hyperbolic, quasi-hyperbolic, fixed-cost, and constant sensitivity discounting) fitted the data better than one-parameter discount functions (constant discounting, proportional discounting, power discounting, and constant absolute discounting) even after adjusting for the number of degrees of freedom. This pattern was also present in the sign-dependent version of the first experiment but in the second experiment all differences were significant.

Generalized hyperbolic and constant sensitivity provided the best fit to the data. Both fitted significantly better than all other models except fixed-cost discounting.

Table 11 Comparison of the different discounting models. Second experiment

|  | Constant discounting | Quasihyperbolic | Fixedcost | Proportional | Power | Constant sensitivity | Constant absolute |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Utility for gains ( $\mu$ ) | $\begin{aligned} & -0.096 \\ & (0.05) \end{aligned}$ | $\begin{aligned} & -0.060 \\ & (0.05) \end{aligned}$ | $\begin{aligned} & 0.020 \\ & (0.05) \end{aligned}$ | $\begin{aligned} & -0.011 \\ & (0.05) \end{aligned}$ | $\begin{aligned} & -0.032 \\ & (0.05) \end{aligned}$ | $\begin{aligned} & -0.070 \\ & (0.05) \end{aligned}$ | $\begin{aligned} & 0.178 \\ & (0.06) \end{aligned}$ |
| Discounting parameter | $\begin{array}{r} \delta=0.679 \\ (0.08) \end{array}$ | $\begin{array}{r} \delta=0.622 \\ (0.07) \\ \gamma=0.972 \\ (0.01) \end{array}$ | $\begin{array}{r} \delta=0.556 \\ (0.06) \\ \gamma=0.027 \\ (0.00) \end{array}$ | $\begin{gathered} \alpha=0.720 \\ (0.07) \end{gathered}$ | $\begin{array}{r} \beta=0.769 \\ (0.06) \end{array}$ | $\begin{array}{r} a=0.459 \\ (0.04) \\ b=0.920 \\ (0.03) \end{array}$ | $\begin{array}{r} c=0.711 \\ (0.07) \end{array}$ |
| AIC | -3624.3 | -3690.4 | -3711.4 | -3430.3 | -3424.7 | -3736.2 | -2698.0 |
| Number of parameters | 5 | 7 | 7 | 5 | 5 | 7 | 7 |

[^7]There was more increasing impatience in the second experiment: for 13 subjects ( $26 \%$ ) the parameter $b$ capturing it in the constant sensitivity model exceeded 1. Again, constant sensitivity was much better able to capture increasing impatience than constant absolute discounting.

## 3 Discussion

The main message of this article is that good descriptive models of intertemporal choice require sign-dependence. Moreover, we also found that they should be flexible enough to accommodate increasing impatience. These findings challenge the current practice in modeling discounting. The most popular discounting models used today, in particular quasi-hyperbolic discounting, ignore sign-dependence and do not allow for increasing impatience.

Our data were consistent with Loewenstein and Prelec's (1992) assumptions that the shape of utility differs between gains and losses, that utility is more elastic for losses than for gains, and that people are loss averse. We also observed three deviations from their model. First, utility was not S-shaped but approximately linear for gains and concave for losses. This in turn implies that our data were not consistent with the assumption Loewenstein and Prelec imposed to explain the magnitude effect, that utility is more elastic for outcomes that are larger in absolute magnitude. However, the range of outcomes that we used may have been too small to detect the magnitude effect. Second, discounting was overall better described by the constant sensitivity discount function proposed by Ebert and Prelec (2007) than by Loewenstein and Prelec's generalized hyperbola (Eq. 2). In the first experiment constant sensitivity fitted better, in the second experiment they fitted equally well. Third, to fully explain the difference in discounting between gains and losses, the discount function had to be sign-dependent. Allowing for sign-dependence of the discount function led to a significant improvement in the description of our subjects' time preferences.

Deviations from constant discounting were more pronounced for losses than for gains, as witnessed by the higher estimates of the parameter $\alpha$ in Eq. (2). There exists some evidence that preferences for losses are more complex than preferences for gains (de Lara Resende and Wu 2010; Dickhaut et al. 2003) and this additional complexity may have led to more deviations from constant discounting.

Most empirical studies on time preference assumed linear utility. Our data suggest that at the aggregate level this assumption approximately holds for gains and is unlikely to cause biases. At the individual level there is considerable heterogeneity and some subjects deviated strongly from linear utility. For losses, we found utility curvature both at the aggregate and at the individual level. This and the moderate loss aversion that we observed suggest that in intertemporal decision problems involving both gains and losses, such as investment projects, assuming linear utility and ignoring loss aversion may introduce distortions.

The observed linearity of the utility for gains was not due to subjects simply adding the amounts in the different temporal prospects and then choosing the prospect with the highest total value. We checked whether our data were consistent with this hypothesis, but we could reject it. Moreover, our findings of linear utility for gains are consistent
with those of Abdellaoui et al. (2010) who explicitly controlled for the heuristic of simply adding money amounts.

Our conclusions were similar in the first experiment, using hypothetical choices, and in the second experiment, using real incentives. The only differences that we observed were the estimate of the discounting parameter $\beta$ and the number of subjects who were increasingly impatient, which were both higher in the experiment with real payoffs. Perhaps subjects considered future real payoffs uncertain and this may have increased their discounting parameter. Anderson and Stafford (2009) also observed that uncertain future rewards tend to increase discount rates. Halevy (2008) and Epper and Fehr-Duda (2012) provided arguments why uncertainty increases discount rates. On the other hand, Eckel et al. (2010) found no relationship between the degree of trust subjects have in actually receiving a future payment and their attitudes towards impatience. None of our subjects expressed doubt about receiving payment in the personal interviews. Finally, even when subjects applied higher discount rates to account for the uncertainty of future rewards, this does not affect our main conclusion that models of intertemporal choice should be able to capture both sign-dependence and increasing impatience.

## 4 Conclusion

The development of alternative models to explain intertemporal choice behavior has proved to be a fruitful area of research and many new models have been proposed over the past decade. Most of these models focus on the explanation of decreasing impatience and ignore the other deviations from constant discounting that have been observed empirically. We concluded that allowing for sign-dependence in intertemporal choice substantially improved the description of people's time preferences. Moreover, the discount function should be flexible enough to allow for increasing impatience. The reference-dependent model of Loewenstein and Prelec (1992) with the constant sensitivity discount function of Ebert and Prelec (2007) provided the best fit to our data. As we have shown, this model is tractable and can easily be measured, and therefore it offers a promising account of the way people deal with the future.
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## Appendix. Comparison of goodness of fit of the different discount functions

The following three tables show the values of the test statistics of the likelihood ratio tests (in light grey) and the Vuong tests for comparing the goodness of fit of the various discount functions. A positive value indicates that the model mentioned in the column fits better than the model mentioned in the row. A negative value means that the row model fits better than the column model. The $p$-values are stated in parentheses.

## I: Comparison of models, Rotterdam sign-independent discount functions

| Generalized hyperbolic | Constant discounting | Quasihyperbolic | Fixedcost | Proportional | Power | Constant sensitivity | Constant absolute |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $-9.57$ | 3.50 | -0.47 | $-1.82$ |  | 2.09 | 0.55 |
|  | (0.00) | (0.00) | (0.63) | (0.07) | (0.00) | (0.04) | (0.58) |
| Constant discounting |  | 94.34 | -23.96 | $-1.30$ | -0.32 | 71.74 | 0.49 |
|  |  | (0.00) | (0.00) | (0.19) | (0.74) | (0.00) | (0.62) |
| Quasihyperbolic |  |  | -1.49 | -3.81 | $-3.31$ | -1.06 | $-2.08$ |
|  |  |  | (0.13) | (0.00) | (0.00) | (0.29) | (0.04) |
| Fixed-cost |  |  |  | 0.07 | 0.27 | 1.22 | 0.65 |
|  |  |  |  | (0.94) | (0.78) | (0.22) | (0.51) |
| Proportional |  |  |  |  | 1.23 | 2.83 | 1.84 |
|  |  |  |  |  | (0.22) | (0.00) | (0.07) |
| Power |  |  |  |  |  | 2.98 | 1.23 |
|  |  |  |  |  |  | (0.00) | (0.22) |
| Constant sensitivity |  |  |  |  |  |  | $-1.41$ |

## II: Comparison of models, Rotterdam sign-dependent discount functions

|  | Constant <br> discounting | Quasi- <br> hyperbolic | Fixed- <br> cost | Proportional | Power | Constant <br> sensitivity | Constant <br> absolute |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Generalized <br> hyperbolic | -182.99 | 2.14 | 0.65 | -4.67 | -85.59 | 2.47 | -1.70 |
| Constant <br> discounting |  | $(0.00)$ |  | $(0.51)$ | $(0.26)$ | $(0.00)$ | $(0.01)$ |

## III: Comparison of models, Paris

| Paris | Constant discounting | Quasi- <br> hyperbolic | Fixedcost | Proportional | Power | Constant sensitivity | Constant absolute |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Generalized hyperbolic | -119.31 | -2.07 | -1.06 | -8.83 | -318.9 | -0.18 | -15.68 |
|  | (0.00) | (0.04) | (0.29) | (0.00) | (0.00) | (0.86) | (0.00) |
| Constant discounting |  | 70.12 | 91.11 | -4.08 | -3.95 | 115.83 | -12.27 |
|  |  | (0.00) | (0.00) | (0.00) | (0.00) | (0.00) | (0.00) |
| Quasi- <br> hyperbolic |  |  | 0.94 | -5.66 | -5.68 | 3.63 | -13.53 |
|  |  |  | (0.35) | (0.00) | (0.00) | (0.00) | (0.00) |
| Fixed-cost |  |  |  | $-6.24$ | -6.15 | 0.92 | -14.09 |
|  |  |  |  | (0.00) | (0.00) | (0.36) | (0.00) |
| Proportional |  |  |  |  | 0.10 | 7.46 | -15.09 |
|  |  |  |  |  | (0.92) | (0.00) | (0.00) |
| Power |  |  |  |  |  | 7.49 | -12.71 |
|  |  |  |  |  |  | (0.00) | (0.00) |
| Constant sensitivity |  |  |  |  |  |  | -14.52 |
|  |  |  |  |  |  |  | (0.00) |
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[^1]:    ${ }^{1}$ Moreover, their econometric analysis did not allow for a complete comparison between the descriptive performance of Loewenstein and Prelec's generalized hyperbolic discount function and that of other discount functions that have been proposed as alternatives to constant discounting.

[^2]:    ${ }^{2}$ For an explanation of the advantages of this definition of loss aversion over other definitions see Köbberling and Wakker (2005). For experimental evidence in favor of this definition see Abdellaoui et al. (2007).

[^3]:    ${ }^{3}$ Akaike's information criterion (AIC) is defined as $-2 \log L+2 \mathrm{k}$ where k is the number of parameters to be estimated. A better fit (higher likelihood) thus corresponds with a smaller value of the AIC.

[^4]:    ${ }^{4}$ Drazen Prelec (personal communication) has experienced similar problems in estimating $\alpha$.

[^5]:    ${ }^{5}$ Baltussen et al. (2012) showed that different responses may occur in more complex tasks than those of this paper.

[^6]:    The table shows the results of the mixed-effect estimation for the main discount functions, which are explained in Table 3. Standard errors are in parentheses. The first two rows show the estimates of the exponential utility functions for gains and losses. The third row shows the discounting parameters for the various functions. The fourth row shows the estimated loss aversion parameter $\lambda$. The fifth row shows the Akaike Information Criterion (AIC) for the sign-independent versions of the different discounting models where a more negative value eflects a better fit. The sixth row shows the AIC for the sign-dependent versions. It is clear that allowing for sign-dependence improved the fit. The seventh row shows that this improvement was significant based on a Likelihood Ratio (LR) test. Overall, the sign-dependent version of the constant sensitivity discount model provided the best fit. The final two rows show the number of parameters estimated in the different models for the sign-independent version and for the sign-dependent version

[^7]:    The table shows the results of the mixed-effect estimation for the main discount functions, which are explained in Table 3. Standard errors are in parentheses. The first row shows the estimates of the exponential utility functions for gains for the different models. The second row shows the discounting parameters. The third row shows the Akaike Information Criterion (AIC) for the different discounting models where a more negative value reflects a better fit. The final row shows the number of parameters estimated in the different models

