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ABSTRACT

We characterize subjective expected utility maximization with continuous utility, extending Wakker (1984 a,b) to arbitrary, e.g. infinite, state spaces. In Savage (1954) the main restriction, P6, requires structure for the state space. Our main restriction, requiring continuity of the utility function, may be more natural in economic contexts, since it is based on topological structure of the consequence space, structure that usually is present in economic contexts anyhow. Replacing the state interpretation by a time interpretation yields a characterization for dynamic contexts.

1. INTRODUCTION

A really satisfactory characterization, with appealing conditions that are both necessary and sufficient for Subjective Expected Utility (SEU) maximization in the context of Decision Making Under Uncertainty (DMUU; with "unknown" probabilities) is not yet available in literature. SEU provides however the most used approach in DMUU. Hence derivations (giving only sufficient conditions) are useful. Derivations and characterizations are necessary in justifying (verifying) or criticizing (falsifying) the use of SEU-models, and in showing their limitations.

The most known derivation of SEU maximization is provided by Savage (1954). His main restrictive assumption is P6, which requires structure for the state space, e.g. this must be infinite. For the consequence space there are hardly restrictions, mainly will the utility function have to be bounded, see §14.1 in Fishburn (1970).

In economic contexts the consequence space is usually endowed with structure, e.g. it is $\mathbb{R}^n$, so topical structure then is present. Thus here derivations of SEU maximization, employing this structure, may have value. Such derivations are Wakker (1984a), requiring consequences to be real
numbers, and Makker (1984b), giving the extension to the case where the consequence space is any connected topological space, e.g. (a convex subset of $\mathbb{R}^n$). Their main restrictive assumption requires the utility function on the consequence space to be continuous. They have a further restriction: the state space must be finite. This last restriction is removed in this paper. We do share with Savage (1954) some boundedness conditions in that we do not handle all unbounded alternatives (="acts"). Our utility function may be unbounded though.

Let us emphasize that in our set-up probability measures are finitely additive, by which we mean that they are not necessarily countably additive. The latter is considered a special continuity assumption, see section 6.

For surveys of SEU-maximization, see Fishburn (1981) or Schoemaker (1982).

We shall not use lotteries in our set-up. With lotteries, a wide range of results is available in Fishburn (1982).

2. ELEMENTARY NOTATIONS AND DEFINITIONS

Let $I$ be a set, called a state space, with generic element $i$, a (possible) state (of nature). Exactly one element of $I$ is the true state, the others are untrue. A decision maker $T$ is uncertain about which of the states is true.

Let $C$ be a connected topological space, with generic elements $a_0, a_1, \ldots$.

For topological definitions, see Kelley (1955). A reader, not interested in topological details, may simply take in mind that $C$ is (a convex subset of) $\mathbb{R}^n$. This satisfies all topological requirements, made in this paper.

Elements of $C^I$, the set of all functions from $I$ to $C$, are called alternatives. We prefer this term to the, for DMU more usual, term "acts". An alternative $x$ has $i$-th coordinate $x_i$, i.e. assigns $x_i$ to state $i$; $x$ can be imagined to yield consequence $x_i$ if $i$ is the, to $T$ unknown, true state.

For $a \in C$, $\bar{a}$ is the constant alternative, assigning $a$ to every $i$.

To stay close to probability theory we generalize our set-up by introducing measure-theoretic structure. We assume that a field $A$ on $I$, with generic elements $A_0, A_1$, called events, and a field $D$ on $C$, with generic elements $C_0, C_1$, are given. Here $D$ is assumed to contain all open and closed, and all one-point subsets of $C$. A reader, not interested in measure-theoretic details, may simply take in mind that $A$ contains all subsets of $I$. Then all measure-theoretic requirements, made in the sequel, are satisfied, and can be ignored. E.g. the set $F$, introduced in the sequel, then simply is $C^I$. This also shows that the introduction of general measure-theoretic structure really is a generalization of the set-up. We shall in the sequel restrict our attention to (subsets of) $F \subseteq C^I$, where $F$ is the set of all alternatives $x$ that are ($\sigma$-$A$)-measurable, i.e. $(i | x(i) \in D) \subseteq A$ for all $D \in D$.

We consider a binary relation $\succ$ on $F$, the preference relation of $T$. We write $x \succ y$ for $(x,y) \in \succ$, meaning that $T$ thinks $x$ "at least as good" as $y$. We write $x \prec y$ for $y \succ x$, and $x \equiv y$ if $x \succ y$ and $y \succ x$. We say $x \succ y$ is a weak order on a subset $F'$ of $F$ if it is complete and transitive on $F'$ (meaning $x \succ y$ or $y \succ x$; and $x \equiv y$ if both $x \succ y$ and $y \succ x$; for all $x,y,z \in F'$). Then $\equiv$ is an equivalence relation on $F'$.

A partition $P$ of $I$ is a finite array $(A_j)_{j=1}^n$ of events, mutually disjoint, with union $I$. We then write $x \equiv x_j$ for the alternative, assigning $A_j$ to every $i \in A_j$. This is just a suggestive notation, and does not designate an addition operation or scalar multiplication, since $C$ does not have to be endowed with such operations. Any alternative is simple if it has a finite range. A simple $x \in F$ can always be written as above. $F^s$ is $\{x \in F \mid x$ is simple$\}$. By $F^b$ we denote [x is $F$ $\subseteq C$ exist s.t. $x_i \geq \bar{u}$ and $\bar{u} \geq x_i$ for all $i$]. Its elements are called strongly bounded. If $\succ$ is a weak order then $F^s \subseteq F^b$. Note, if $I$ is $\mathbb{N}$, $C = [0,1]$, $x_i = 1/i$, then $x$ is bounded in the usual sense, but not strongly bounded.

NOTATION. For any $a \in C$, $x \in C^I$, and $A \subseteq I$, $x_{A,a}$ is the alternative that assigns $x_i$ to every $i \in A$, and $a$ to every $i \in A$.

Note that $x \equiv x_{A,a}$, whenever $A \subseteq A$, $x \in F^s$, $x \equiv F^b$ and $\succ$ is a weak order.

Usually we write $i$ for $i$, thus $x_{i}^{-a} = x_{(i)}^{-a}$.

DEFINITION 2.1 An event $A$ is inessential if $x \equiv y$ whenever $x_i = y_i$ for all $i \in A$, and $x,y \in F^s$. Otherwise $A$ is essential.
3. FURTHER DEFINITIONS

The following property is an extension of the CCI property, introduced in Wakker (1984a), and is the main new tool in our analysis.

DEFINITION 3.1. Event A is Cardinally Coordinate Independently (CCI) related to event B (w.r.t. $\succ$) if $v_{-A}^Y \succ v_{-A}^B$ whenever $x_{-A}^a < y_{-B}^a$, $x_{-B}^y > y_{-B}^y$, and $v_{-A}^a > w_{-A}^a$, for all simple $x,y,v,w$.

The idea, in short, is that from $x_{-A}^a < y_{-B}^a$, $x_{-B}^y > y_{-B}^y$, we should conclude that the "strength of preference" (not defined formally, further elaborated in section 3 of Wakker (1984a)) of $\gamma$ over $\delta$ is at least as large as that of $\alpha$ over $\beta$, for as far as $B$ is concerned. For $A$ to be CCI related to $B$, $A$ must follow $B$ in this. Thus, if $v_{-A}^a \succ w_{-A}^a$, then certainly not should $v_{-A}^y < w_{-A}^y$, for weak orders $\succ$.

The CCI relatedness relation on $A$ certainly does not have to be symmetric, not even if it satisfies nice properties, as being a weak order. For weak orders $\succ$, every inessential $A$ is CCI related to every $B \in A$. Under "usual" circumstances (such as continuity) CCI relatedness is transitive, and $A$ is CCI related to an inessential $B$ iff $A$ is inessential.

DEFINITION 3.2. We say $\succ$ is simply-continuous if, for any partition $(A_j)^n_{j=1}$ and any alternative $x = z^n_{j=1} a_j^1 A_j$, we have closedness of

$\{(z_1, \ldots, z_n) \in C^n | z^n_{j=1} a_j^1 A_j > x\}$ and $\{(z_1, \ldots, z_n) \in C^n | z^n_{j=1} a_j^1 A_j < x\}$ w.r.t. the product topology on $C^n$.

One may also formulate the above as: the binary relation $\succeq$ on $C^n$, defined by $(a_1, \ldots, a_n) \succeq (b_1, \ldots, b_n)$ if $z^n_{j=1} a_j^1 A_j \succeq z^n_{j=1} b_j^1 A_j$, must be closed w.r.t. the product topology. This "finite-dimensional" continuity assumption is not unusually strong since a finite-dimensional product topology is never coarser than other usual topologies. If $C$ is an Euclidean space then the product topology is equivalent to the usual Euclidean topology, or the sup-norm topology. If $C$ is a metric space, then the product topology is equivalent to the sup-metric topology, which is used for instance in Koopmans (1972).

The main topological complications occur for infinite dimensions.

Then the product topology is coarser than other usual topologies. Continuity w.r.t. this then is too strong an assumption for our purposes. It would imply countable additivity of the probability measure $P$ to be derived yet, and boundedness of the utility function $U$ to be derived. In section 5 we shall have to deal with infinite-dimensional aspects, for that we use:

DEFINITION 3.3. We say $\succ$ is constant-continuous on $F^r \subset C^1$ if

$[a \in C | a \succ b]$ and $[a \in C | a \succeq b]$ are closed for all $b \in F^r$.

Again this assumption is fairly weak, and implied by the sup-metric continuity assumption of Koopmans (1972), also by continuity w.r.t. the product topology on $C^1$. In fact the only consequence of it, that we shall use, is that there exists $y$ such that $\gamma = x$, whenever $\alpha \succ x \succ \beta$ for some $\alpha, \beta \in C$.

4. RESULTS FOR SIMPLE ALTERNATIVES

LEMMA 4.1. Let there not exist two disjoint essential events. Let $C$ be topologically separable and connected. Then are equivalent:

(i) There exists a finitely additive probability measure $P$ on $C$, and a continuous $U : C \rightarrow R$, s.t. $X_1^S \succ X_1^S$, $X_1^T \succeq X_2^T$.

(ii) $\succ$ is a simply-continuous weak order on $F^S$.

Furthermore, if $x \succeq y$ for all $x,y \in F^S$, then $U$ must be constant, and $P$ is arbitrary; and if $x \succ y$ for some $x,y \in F^S$, then $P(A) = 0$ for all essential A, $P(A) = 1$ for all non-essential $A$, and $U$ may be replaced by another continuous $\bar{U}$ iff $\bar{U} = u+U$ for a strictly increasing $u$ whenever (i) applies. Finally, every event is CCI related to every essential event if (i) applies.

PROOF. (i) $\Rightarrow$ (ii) is straightforward. So we assume (ii), and derive (i).

There exists no essential $A$ if $x \succeq y$ for all $x,y \in F^S$. In this case we must let $U$ be constant, and $P$ any arbitrary finitely additive probability measure. So suppose now (ii) is valid, and there exists an essential event. Then $I$ itself is essential. For any $A,A'$ at least one must be essential, otherwise $x \succeq y$ would hold by comparison to $z$, equal to $x$ on $A$, to $y$ on...
is because the proof of Wakker (1984b) uses the strengthenings in Chapter 6 of Krantz et al. (1971) of Theorems of Debreu (1960) and Blachke and Boll (1983), leaving out topological separability.

**Lemma 4.3.** Let, under the assumptions and notation of Lemma 4.2, \( p^2 = \{ (A_{jk}^t)_{t=1}^{k=1} \}_{jk} \) be a partition s.t. \( A_{jk}^t = \mathbb{U}^t_j A_{jk} \) for all \( j \), so \( p^2 \) is finer than \( p^1 \). Then \( p^2 \) also has at least two essential events. The nonnegative \( (p_{jk}^t)_{k=1}^{k=1} \), \( j=1 \), summing to one, and \( U^2 \), yielded by application of Lemma 4.2 to \( p^2 \), are such that \( p_{jk}^t = \mathbb{U}^t_j p_{jk} \) for all \( j \), and \( U^2 = \tau + \sigma U^1 \) for real \( \tau \) and positive \( \sigma \).

**Proof.** If e.g. \( A_1 \) and \( A_2 \) are essential, then both \( (A_{jk}^t)_{k=1}^{k=1} \), \( (A_{2k}^{t_k})_{k=1}^{k=1} \), must contain at least one essential event. So we can indeed apply Lemma 4.2 to \( p^2 \), yielding \((p_{jk}^t)_{k=1}^{k=1} \), \( j=1 \), and \( U^2 \). But now, defining \( p_{jk}^t := \mathbb{U}^t_j \sum_{k=1}^{k=1} p_{jk} \) for all \( j \), and \( U = U_2 \), we get an array \((p_{jk}^t)_{n=1}^{n=1} \) and an \( U \), that satisfies the "sum

**Lemma 4.4.** Let, under the assumptions of Lemma 4.2, \( P^3 = (B_1, \ldots, B_2) \) be a partition with at least two essential events. Let application of Lemma 4.2 give \((p_{jk}^t)_{j=1}^{j=1} \) and \( U^3 \). Then \( U^3 = \tau + \sigma U^1 \) for real \( \tau \) and positive \( \sigma \), and if \( B_1 = A_1 \) then \( p^1 = p^2 \).

**Proof.** Define \( P^2 = (A_{jk}^t)_{k=1}^{k=1} \), \( j=1 \), and apply Lemma 4.3.

**Theorem 4.1.** Let \( C \) be topologically separable if \( I \) is essential and no two disjoint essential events exist. Then are equivalent:

(i) There exist a finitely additive probability measure \( P \), and a continuous function \( U : C \to R \), s.t. \( \mathbb{E}^U = \mathbb{E} U_{s}^t A_{jk} = \mathbb{E} U_{s}^t B_{jk} \),

**Proof.** Define \( U \) on \( C \) by \( (A_{jk}^t)_{j=1}^{t=1} \) if \( (\bar{A}_{jk}^t)_{j=1}^{t=1} \), if \( \mathbb{E}_{j=1}^{t=1} \mathbb{E} U_{s}^t A_{jk} = \mathbb{E}_{j=1}^{t=1} \mathbb{E} U_{s}^t B_{jk} \).

(ii) \( > \) is a simply-continuous weak order on \( F^S \), and every event in \( C \) related to every essential event.
Furthermore, if (i) applies, then we have the following uniqueness results:

1. If \( P \) is inessential, then \( P \) is arbitrary and \( U \) can be any constant function.

2. If \( P \) is essential, but no two disjoint essential events exist, then \( P \) assigns 1 to every essential event, 0 to every inessential event, and \( U \) can be replaced by continuous \( \widetilde{U} \) iff \( \widetilde{U} = 0 \) for some strictly increasing \( \alpha \).

3. If two disjoint essential events exist, then \( P \) is uniquely determined, and \( U \) can be replaced by \( \widetilde{U} \) iff \( \widetilde{U} = \tau + \alpha U \) for real \( \tau \) and positive \( \alpha \).

**Proof.** As always, (i) \( \Rightarrow \) (iii) is direct, so we assume (ii), and derive (i), and the uniqueness results. For the case (1), inessential, everything is straightforward. The case (2) can be handled by Lemma 4.1. So throughout this proof we assume we are in case (3). There exist two disjoint essential events \( A, A' \), thus \( A \) and \( A' \) are essential. Any partition, finer than \( (A, A') \), now has at least two essential events, one contained in \( A \), one in \( A' \). For any event \( B \) we get a unique probability \( P(B) = P(B \cap A) + P(B \cap A') \) from application of Lemma 4.2 to \( P \) = \{AnB, AnB', A'nB, A'nB'\}. Applying Lemma 4.2 to \( (A, A') \) gives a utility function \( U \). Now all desired results follow from Lemmas 4.3 and 4.4, but for brevity we do not spell out the details.

**Definition 4.1.** We say \( \triangleright \) is Coordinate Independent (CI) on \( F' \subset C \) if \( x \triangleright y \Rightarrow v \triangleright w \) whenever \( x, y, v, w \in F' \), and an event \( A \) exists such that \( x_i = y_i, v_i = w_i, x_i = v_i, y_i = w_i \) on \( A' \).

This property is known under various names as "independence", "sure-thing principle", "separability".

**Lemma 4.5.** Let \( \triangleright \) satisfy the assumptions of Theorem 4.1, and (i) and (ii) there. Then \( \triangleright \) is CI on \( F' \), and \( x \triangleright y \) for all \( x, y \in F' \) with \( x_i \triangleright y_i \) for all \( i \in I \).

**Proof.** Straightforward.

5. Results for General Alternatives

In this section we want to extend the representation of Theorem 4.1 to more general alternatives, mainly those of \( F' \), the set of all strongly bounded alternatives \( x \) (there are \( a, b \) such that \( a < x_i < b \) for all \( i \)). We have in mind an expected utility representation by means of some sort of integral of \( U \) w.r.t \( P \). The approach to integration w.r.t. only finitely additive measures of section I.3.2 of Dunford and Schwartz (1958) or section 4.4 of Bhaskara Rao and Bhaskara Rao (1983) is not well suited for our purposes. Rather, we see no easy way to restate the properties of \( P \) and \( U \) in terms of our primitive, i.e. \( \triangleright \). The less general Satielts type approach, as exposed in section 4.8 of Bhaskara Rao and Bhaskara Rao (1983) does serve our purposes. In this, an integral, notation EU, of a bounded measurable function \( U \) on \( I \) is obtained as a "lower integral", equal to \( \sum \text{sup}(U(E)) \mid E \subset I \), \( E \) simple, \( E \subset \text{pointwise dominance}, \) i.e. \( E \subset \text{pointwise dominance}, \) \( U \) whenever \( E \subset \text{pointwise dominance}, \) \( x \in I \); or as an upper integral, which is analogous and yields the same result for bounded functions. If \( U \) is bounded below (above) but unbounded above (below), one may still define the lower (upper) integral, and see if this is useful. Of course, we have in mind to let \( F \) above be of the form \( U \subset F \). We handle pointwise dominance as follows:

**Definition 5.1.** We say \( \triangleright \) is pointwise monotone on \( F' \subset C \) if \( x \triangleright y \) for all \( x, y \in F' \) for which \( x_i \triangleright y_i \) for all \( i \in I \).

This property is analogous to A9 of Suppes (1956), C1 of Ferreira (1972), and section IV.2 of Toulet (1984). An example to illustrate that pointwise monotonicity cannot be left out in Theorem 5.1 below, is the case where \( I = \{1, 2\}, C = \mathbb{R}, A \) a Borel algebra, \( U \) is identity, \( P \) is Lebesgue measure, and \( \triangleright \) is represented by a linear functional \( V \) from \( F \) to \( \mathbb{R} \), with \( V(1) = P(A) \) for all events \( A \). Then \( \triangleright \) is a constant- and simply-continuous weak order that even is CI. Every event is CCI related to every essential event. Yet, without pointwise monotonicity we are still completely free to let \( V \) assign to \( x \), with \( x_i = i \) for all \( i \), any real number, such as \(-1\).

**Lemma 5.1.** If \( \triangleright \) is a constant-continuous pointwise monotone weak order on
\( F^b \), then for every \( x \in F^b \) there exists \( \alpha \in C \) such that \( x = \bar{\alpha} \).

**PROOF.** \((\beta \in C \mid \beta > x)\) and \((\beta \in C \mid \beta < x)\) are closed by constant continuity, and nonempty if \( x \in F^b \), because then \( \left[ \mu > x_i > \bar{\nu} \right. \) for all \( i \) \] pointwise monotonicity imply \( \mu \) to be in the first, \( \nu \) in the second, set above. These sets have nonempty intersection by connectedness of \( C \). Let \( \alpha \) be in this intersection.

We can now simply, for \( x \in F^b \), take \( \alpha \) as above, and define \( EU(x) := U(\alpha) \), with \( U \) as in Theorem 4.1. Then \( x > y \iff EU(x) > EU(y) \). For \( x = \sum_{j=1}^m \alpha_j A_j \), \( EU(x) = \sum_{j=1}^m P(A_j) U(\alpha_j) \). Beyond we shall see that the function \( EU \) can be considered an integral on all \( F^b \).

**THEOREM 5.1.** Let \( C \) be topologically separable if \( I \) is essential, but no two disjoint essential events exist. Let \( \succ \) be a simply--and constant--continuous, and pointwise monotone, weak order on \( F^b \), such that every event is \( CUL \) related to every essential event. Then there exists a finitely additive probability measure \( P \), and a continuous \( U : C \rightarrow \mathbb{R} \), such that for all \( x, y \in F^b \), \( x \succ y \iff \int U(x_i) dP(i) > \int U(y_i) dP(i) \), with these integrals well defined.

**PROOF.** Let \( P, U \) be as yielded by Theorem 4.1. Let \( x \in F^b \), \( \bar{x} > x_i > \bar{\nu} \) for all \( i \in I \). Let \( \alpha = x \) (Lemma 5.1) and \( EU(x) = U(\alpha) \). We must show that \( EU \) can be considered an integral. If \( \bar{\mu} \approx \bar{\nu} \), then by pointwise monotonicity \( x \approx \bar{\mu} \), so \( \bar{\mu} \approx U \), and everything follows. So suppose \( \bar{\mu} \succ U \). For notational convenience we shall suppose that \( U(\bar{\mu}) = 1, U(\bar{\nu}) = 0 \). We now construct a sequence of pairs of simple functions \( (x^m, y^m)_{m=1}^\infty \), s.t.

\[
U(x_i) - 1/m \leq U(x^m_i) \leq U(y^m_i) \leq U(x_i) + 1/m \text{ for all } i, m.
\]

For any \( m \), and \( 0 \leq k \leq m-1 \), \( A^k_m := \{i \in I \mid k/m \leq U(x_i) < (k+1)/m \} \) is an event. Since \( C \) is connected, and \( C \) connected, also \( U(C) = \mathbb{R} \) is connected, so for any \( 0 \leq k \leq m \) there exists \( \bar{\nu} \) s.t. \( U(\bar{\nu}) = k/m \). We define

\[
x^m := \sum_{k=0}^{m-1} a_k A^k_m + a_{m-1} (i | U(x_i) = 1),
\]

\[
y^m := \sum_{k=0}^{m-1} a_k A^k_m + a_{m-1} (i | U(x_i) = 1).
\]

We then have \( U(x^m_i) \leq U(x_i) \leq U(y^m_i) \), so \( x^m \leq x_i \leq y^m_i \), for all \( i \). By pointwise monotonicity \( x^m < x < y^m \). Thus \( EU(x^m) \leq U(\bar{\alpha}) \leq EU(y^m) \). But also \( EU(y^m) - EU(x^m) = 1/m \) for all \( m \). We conclude that \( EU(x) = U(\bar{\alpha}) = 1/m EU(x^m) = 1/m EU(y^m) \). And thus indeed \( EU(x) \) can be considered to be an integral of \( U \) w.r.t. \( P \).

For a not strongly bounded alternative \( x \) the case is not so easy. Of course, if \( x \approx \bar{\alpha} \) for some \( \alpha \in C \), which always occurs if \( \bar{\mu} > x > \bar{\nu} \) for some \( \bar{\alpha}, \bar{\nu} \in C \), we would like to still define \( EU(x) = U(\alpha) \). But now there is no justification to consider this as an integral of \( U \). If \( x \) is strongly bounded below (there is \( \gamma \) such that \( x_i > \gamma \) for all \( i \)) an integral value for \( U(x) \), its "lower integral", exists. This limit is not greater than \( EU(x) \), may equal \( EU(x) \), but may also very well be smaller than \( EU(x) \). If \( x = \bar{\alpha} \), but now \( x \) strongly bounded above, and not below, we can obtain an upper integral value that may be "too" large.

Conditions for \( \succ \), strong enough to guarantee that \( \succ \) can be represented by an integral for all acts, usually are undesirably strong, e.g. they may imply boundedness of \( U \), as turned out to be the case in Savage (1954). Or they may even lead to impossibility results, e.g. if \( C = 10,1 = I, \succ \) maximizes Lebesgue integral, and one would let \( A = 2^i \) and require continuity of \( \succ \) w.r.t. the product topology on \( C^I \). Then this would require a \sigma--additive extension of Lebesgue measure to \( 2^{10,1} \) which is known not to exist. Or, finally, such conditions may restrict the set of considered alternatives strongly.

The integral representation can be extended to those alternatives \( x_i \), equivalent to some \( \bar{\alpha} \), that have a "good enough" consequence \( \gamma \) for every \( \bar{\beta} < x \), to ensure that the "above truncation" \( x_i \)'s of \( x \) at \( \gamma \) (i.e. \( x_i^\gamma = x_i \) if \( x_i > \gamma \)) has \( \bar{\alpha} < x \), and that have a "bad enough" consequence \( \nu \) for every \( \bar{\mu} > x \), to ensure that the "below truncation" \( x_i \)'s of \( x \) at \( \nu \) (i.e. \( x_i^\nu = x_i \) if \( x_i < \nu \)) has \( \bar{\alpha} > x \). This is the way to extend \( \succ \) to the class of all alternatives with finite expected utility, a desirable result for instance for statistical applications (see De Groot, 1970, end of §7.9). For brevity we do not elaborate that here.

Other alternatives are difficult to handle. One quickly gets problems
with variations of the St. Petersburg paradox. If one adds preferences between these alternatives by means of CI and pointwise dominance, then a problem may be how to preserve other desirable matters, such as transitivity. These matters are addressed in Toulet (1984).

6. COUNTABLE ADDITIVITY

We shall give a continuity assumption, necessary and sufficient for $\sigma$-additivity of the probability measure $P$ of Theorems 4.1 and 5.1. This adapts the known results, as presented in section 6.9 of the Finetti (1972) to the more general case where $C \neq R$, in terms of a preference relation $\succ$. Property $P_7$ in section 10.3 of Fishburn (1982), and the "monotone continuity" assumption of Villegas (1964), Arrow (1970, Lecture 1) are analogous.

DEFINITION 6.1. A probability measure $P$ on a field $A$ is countably (or $\sigma$-) additive if $\lim_{m \to \infty} P(A_i) = 0$ whenever $A_i \in \mathcal{A}$ for all $i$, and $\lim_{m \to \infty} A_i = \mathcal{A}$, for any sequence of events $(A_i)_{i=1}^m$.

It is known that this applies iff $P(B) = \lim_{m \to \infty} P(B_i)$ whenever the $B_i$'s are mutually disjoint, and their union $B = \bigcup_{i=1}^m B_i$ happens to be in the field $A$.

DEFINITION 6.2. We say $\succ$ is boundedly strictly continuous if for any sequence of alternatives $(x_i)_{i=1}^m, (x \succ y$ (respectively $x \not\succ y$) follows from $(x_i \succ y$ (respectively $x_i \not\succ y$) for all $i$, and $\lim_{m \to \infty} x_i = x_i$ for all $i$), whenever $(x_i)_{i=1}^m$ is uniformly strongly bounded, i.e. $u$ and $v$ exist such that $u \succ x_i \succ v$ for all $j \in \mathbb{N}, i \in I$.

Observe that the above definition is a weakened version of continuity w.r.t. the product topology, i.e. w.r.t. pointwise convergence. For one thing, we only consider (denumerable) sequences. Furthermore there is the restriction of uniform strong boundedness.

THEOREM 6.1. Let the conditions of Theorem 6.1 be satisfied. Then $P$ can be chosen $\sigma$-additive iff $\succ$ is boundedly strictly continuous.

PROOF. First we assume bounded strict continuity, and derive $\sigma$-additivity.

If $I$ is inessential we have $U$ constant, and can take any $\sigma$-additive $P$, e.g. $P(A) = 1$ iff $A$ contains some fixed $i \in I$.

So suppose $I$ essential. Then $\alpha, \beta$ exist s.t. $\alpha > \beta$, otherwise pointwise monotonicity, or CCI, would imply inessentiality of $I$. Now let $A_m = A_{m+1}$ for all $m$, $\alpha_m = \alpha$, $A_m = \beta$. Define $x_i^m = \alpha A_i^m + \beta A_i^c, x = \beta$. By pointwise monotonicity $x_i^m > x_i^{m+1} > \beta$ for all $m$, so $\lim_{m \to \infty} EU(x_i^m) > U(\beta)$. We have $\lim_{m \to \infty} x_i^m = x_i$ for all $i$, and $(x_i^m)_{m=1}^\infty$ is uniformly strongly bounded. Hence $x_i^m > j$ for all $m$ implies $x = \beta > j$, for any $j$. Since $U(c)$ is connected, for any $0 < c < U(\alpha) - U(\beta)$ there is $j$ with $U(j) = U(\beta) + c$. Now $\lim_{m \to \infty} EU(x_i^m) > U(\beta)$ would imply existence of $j$ with $x_i^m > j$ for all $m$, and $U(\beta) > U(\beta)$. Now $x_i^m > j$ for all $m$ implies $\beta > x > j$, contradicting $U(j) > U(\beta)$. It follows that $\lim_{m \to \infty} EU(x_i^m) = U(\beta)$. From $EU(x_i^m) = P(A_i^u) + (1 - P(A_i^u))U(\beta)$ follows $\lim_{m \to \infty} P(A_i^u) = 0$, as required for $\sigma$-additivity of $P$.

Reversedly, let $P$ be $\sigma$-additive. Then bounded strict continuity follows from continuity of $U$ and the dominated convergence Theorem of Lebesgue (e.g. see Corollary 16 in §1.13.6.16 of Dunford and Schwarz (1958)). This theorem is usually formulated for $\sigma$-fields. It can be applied to our context by taking the smallest $\sigma$-field containing $A$, and taking the unique $\sigma$-additive extension of $P$ to this, guaranteed by Royden (1963, §12.2). The values of the involved integrals of $U_{x_i^m}$ and $U_{x_i^c}$ are unaffected by this extension of $A$.

7. CONCLUSION

First we formulate our main result. For clarity we repeat the assumptions made.

THEOREM 7.1. Let $I$ be a nonempty set, $A$ a field on $I$. Let $C$ be a connected topological space, with a field $D$ on it that contains all open and one-point sets. Let $F \subseteq C$ be the set of all alternatives that are $A - D$ measurable. Let $F^D$ be the subset of all strongly bounded (and section 1).
alternatives in $F$. Let $>$ be a binary relation on $C$. Let $C$ be topologically separable if $I$ is essential and no two disjoint essential events in $A$ exist. Then they are equivalent:

(i) There exists a finitely additive probability measure $P$ on $A$, and a continuous $U : C \rightarrow \mathbb{R}$, such that $x > y \iff U(x_i) dP(x) > U(y_i) dP(y)$, integrals well defined, for all $x, y \in F$ for which there are $a, b, u, v \in C$ such that $U(a) \leq U(x_i) \leq U(b)$ and $U(u) \leq U(y_i) \leq U(v)$ for all $i$.

(ii) $>$ is a simply- and constant-continuous pointswise monotone weak order on $P$, for which all events are CCI related to all essential events.

Furthermore, in (i) we may replace "finitely" by "countably" if in (ii) we require that $>$ is boundedly strictly continuous. Unique results are as in Theorem 4.1.

PROOF. See Theorems 4.1, 5.1, 6.1.

To our knowledge this is the first characterization of expected utility maximization with continuous utility of this generality.

The special case where $C = \mathbb{R}$, and $U$ identity, is treated in de Finetti (1972), a major source of inspiration for this paper.

The application of our result is not restricted to DMU. The i's may refer to other things than states of nature. The CCI assumption does require the consequences at different i's to be appreciated, via the utility function $V$, in analogous ways. Hence the i's should make this possible. For instance one may think of the case where I is a set, possibly a continuum, of agents, who appreciate the consequences the same way; alternatives are allocations of the consequences over the agents, and $P$ symbolizes power of the agents.

Another major source of applications lies in dynamic contexts, where the i's refer to time points, $I \in \{0,1\}$, $\mathbb{R}_+$, $\mathbb{N}$, or whatever; our analysis is general enough to apply to discrete and continuous time. Examples are dynamic programming, economic growth theory, the study of optimal consumption-saving behaviour of consumers. Here the alternatives are production or consumption paths in time. The function $U$ is a time-independent instantaneous utility function. $P$ denotes a (subjective, time-dependent) discount factor. Often the discount factor is assumed to be constant, corresponding to weights of a form $k e^{-rt}$. This can be characterized by an extra stationarity assumption. For applications, and further references to dynamic contexts, see Shapley (1953), Yaari (1964), Koopmans (1972), Mirrlees (1974), Bailey, Olson and Wonnacott (1980), Drèze (1982), who emphasizes the analogy between the "I = states" and "I = time" interpretations, Demaro (1982), and Vrieze (1983).

If one takes such models as a starting point, and searches for further derivations of theoretical results, representation theorems like ours are not needed. But if one searches for practical applications, then one faces for instance the problem that the discount factor, or the probability distribution, are not given beforehand, but are subjective and unknown, and payment is not in utility, but in a real quantity as money, which is a transform of utility by an unknown (subjective) transformation. And then for justifying, or criticizing, the assumption of the existence of models as above, representation theorems like ours, and Koopmans (1972), (and many others) are needed. See also section III.1 of Koopmans (1972).
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