Eleven effects stimulating largeness or smallness
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The debate about the causes and consequences of firm size, that is about the firm size distribution, is as old as economics itself. See Audretsch (1993). This debate received continuous academic interest but fails to have been conspicuous. Until some 25 years ago its outcome was more or less unanimous: small firms would either disappear or be allowed to lead a marginal life. There have been isolated dissidents. The early Schumpeter accentuated the role of smallness in economic restructuring and Schumacher talked about the virtues of smallness in the darkest of the mass-production times. See Schumpeter (1934) and Schumacher (1973), respectively. Santarelli and Pesciarelli (1990) elaborate on Schumpeter’s ideas of entrepreneurship being the underlying force of economic development, presented in his German edition of The Theory of Economic Development (1911), but partly excluded from the translated American edition of 1934. In his pioneering empirical study Birch (1981) claimed to have discovered that most new jobs emanated from small firms. This finding contradicted the prevailing body of knowledge and intuition of the 1980s. Mainstream economists, however, kept thinking that small firms would lead a fading life. It was not readily apparent how Birch’s finding had to be reconciled with the empirical evidence showing the ongoing concentration of economic activity that had prevailed for decades. The inherent potential of scale economies was already brought forward by Adam Smith's famous pin factory example. Karl Marx advanced his image of an ever-decreasing number of giant organisations based upon a huge concentration of capital and usurping the labouring masses. Moreover, there are some theoretically powerful and empirically often corroborated mechanisms supporting the shift away from new and small firms and toward large and incumbent ones. 
First, there is the effect of scale, usually interpreted as the fall of average costs with increasing volume of output. This mechanism occurs in many business functions from productive to administrative and on different levels of aggregation: in business units, in establishments and in enterprises. The sources of scale economies are well known. One is that fixed set-up or threshold costs do not vary with the level of output. For instance, the costs of setting up a scientific gathering are fixed to a large extent. The costs of the organisation and the preparation of the presentations and the presentations themselves become more effective if the number of attendants to the meeting increases. 

Second, there is the effect of scope, usually observed as the fall of average costs of a product if the number of different but related products increases. See Nooteboom (1993). Its sources can range from the use of indivisible resources (the room where a scientific meeting is held can be used for various purposes), to complementarity (presentations at scientific meetings can also be used as material for prospective articles in journals) and interaction (discussion during and between the presentations).

Third, there is the effect of experience, defined as the decline of average costs with increasing production volume accumulated over time. The best-documented examples of unit costs falling over time as a result of past experience are those of the Liberty freighters and B-29 bombers during WW II. See Scherer and Ross (1990) and Lucas (1993).

It is clear that these three cost effects are detrimental to the survival of small firms. Small firms may try to compensate for these cost disadvantages by creating networks or other interfirm relations (Oughton and Whittam, 1997). From Williamson's contribution to the economic sciences we know that the organisers of productive output can choose between two basic governance structures: that of integration of input within the hierarchy of the firm and that of purchase of input on the market. See Williamson (1975). The advantage of the latter structure lies in the economy of scale resulting from specialisation. For example, the consultant gains from specialisation doing similar consultancy work for many firms for which it does not pay to employ a specialist for solving similar problems occurring only with intervals. The disadvantage lies in the occurrence of transaction costs. Three stages of a transaction define three different sources of costs. The stage of contact involves search and marketing costs: search costs for the firm to be consulted and marketing costs for the firm supplying consultancy inputs. The stage of contract involves information, negotiation and definition costs. The stage of control involves costs of monitoring, discussion, feedback, redesign, arbitration, etc. Nooteboom (1993) argues that smaller firms face higher transaction costs per unit of transaction than large ones because first, there are threshold costs in all three stages of the transaction. The relative contribution of these threshold costs disappears the larger the transaction becomes; second, small firms suffer more from the cost of acquiring and processing information. They are more sensitive to uncertainty, discontinuity, opportunism and specificity.

So, the fourth effect, the effect of organisation defined as using outside production for one's inputs instead of inside production, boils down to the occurrence of more scale effects and to the appearance of transaction effects which both are damaging to the level of unit costs of small production kernels. This effect disappeared, and even reversed, with the advent of modern information and communication techniques base upon the microprocessor. See Thurik (2009).
So far, these four effects provide the rationale for the success of large firms. There must be more factors to explain the existence and success of small ones.
The fifth effect is the transportation effect. Production and organisation costs discussed above are only part of the total cost structure. There is also the cost of delivering output to customers or bringing customers to the place where service is provided. See Scherer and Ross (1990). Many studies predict and report significant scale economies on the level of establishments in the retail industry. See Nooteboom (1982 and 1987a) and Frenk et al. (1991). Still there is a considerable number of small retail stores. Customers take into account their transportation costs when looking for supplies. This is why a geographic dispersion of demand goes together with a geographic dispersion of supply. And then smallness, at least at the establishment, plant, or in the retail case, store level has manifest advantages.

The sixth effect is that of the market size. Small firms are often well equipped to be successful in small markets. In many markets scale economies have no meaning because they cannot be obtained. For example, it is easy to check that all participants of some scientific gathering wear a different shirt. Variety is a significant customer requirement. The market for a singular piece of apparel is small when compared to the entire textiles market. There is no apparent bonus for large firms in markets that are fragmented in size. Bradburd and Ross (1989) provide empirical evidence that small firms may prosper in market niches.

The seventh effect is that of adjustment. There is a trade-off between efficiency - production costs given some output level - and adjustability - the cost of adjusting a certain level of output. Large firms can often produce at lower unit costs than small firms can. But small firms can usually adjust their output level at lower costs than large firms, because they are either more labour intensive or use different equipment. See Mills and Schumann (1985), Brock and Evans (1989) and Das, Chappell and Shughart II (1993). Small firms survive and even prosper in this world of flexible specialization. See Fiegenbaum and Karnani (1991). It is the story of the two transportation firms: one firm using large lorries, thriving in a market with a persisting high demand for shipment, the other firm using small ones, thriving in a turbulent market with a varying demand for lorries. It is the story of many firms in the post-mass-consumption age: they produce exactly what the customer wants. They pay little attention to questions whether anyone else wants the product, whether the firm has made the product before or whether there will be follow-up demand for the product. See The Economist (1994). It is also the story of the firms in the so-called industrial districts, competing and co-operating at the same time. There is no apparent bonus for large firms in markets that are fragmented in time.

The eighth effect is that of effectiveness. The essence of this effect is that different goods and services have different meanings for different people. See Brock and Evans (1986). A shirt that fits the average attendant of a scientific meeting is not the same good as a shirt tailored to fit a specific individual and bought for showing off at a specific occasion. A shirt factory can make shirts of the first type cheaper than a tailor can. But one receives more effective units of shirt from a tailor. At least someone, who is sensitive to the satisfaction of knowing the uniqueness of his shirt or the gains of showing it off to others, will experience the effectiveness of a unique shirt. The rationale being that the existence of both the factory and the tailor in the shirt market can only be explained if output is measured in terms of effective units of shirts instead of just shirts. This not only explains the co-existence of clothing giants and tailors, but also that of supermarket chains and speciality stores, of the McDonald chain and three star restaurants. Jackson (1984) shows in a utility maximisation context how an increase in wealth leads to the consumption of a larger variety of products. Acs, Audretsch and Carlsson (1990) suggest that international competition has increased exposure to foreign products, which would also enlarge the demand for variety.

The ninth effect is that of compensating factor differentials. This effect becomes relevant when answering the question why small firms in industries where scale economies play an important role or firms that have been termed in the industrial organization literature as sub-optimal scale firms, are able to exist? One answer provided by a now rather large literature linking firm size and age to survival rates is that they are not—at least, not with the same likelihood as their larger and more mature counterparts. It is exactly this literature identifying the positive relationship between firm size (and age) and the likelihood of survival that confirms the suspicion that, at least some small firms are confronted by a size-related disadvantage. Audretsch (1995) and Audretsch et al. (2001) suggest a different answer: small firms are able to compensate for any size related disadvantage by pursuing a strategy of compensating factor differentials, where factors of production are deployed differently and compensated differently. Probably, smaller scale firms pursue a strategy of seeking product niches and therefore do not compete directly against the larger firms included in a rather broadly defined industry classified by a national statistical office. They do not compete on the market of outputs or on that of inputs. This is certainly consistent with the findings in Audretsch et al. (2001) that firms operating in an industry where the small firms have the innovative advantage rely less on reducing employee compensation. That is, innovative activity and pursuing niches is clearly a type of compensating strategy deployed by smaller competitors to offset what would otherwise be an inherent size disadvantage.
The tenth effect is that of control. Nooteboom (1987b) claims that this is one of the least documented. The discussion of what defines a small firm is probably as everlasting as the discussion of where small firms stem from. A challenging definition of a small firm is that of a firm where one person or a small group of persons is in control, or which bears the personal stamp of one person. Though imprecise, this definition at least stimulates the investigation of behavioural advantages like entrepreneurial energy, motivated and effective labour due to the mutual proximity of customers, suppliers, production floor, management and ownership, etc. Entrepreneurial and organisational energy may flourish and be well controlled and guided in a small environment. Many management gurus earn big money hammering this down. The best evidence of this entrepreneurial energy is that many entrepreneurs convince themselves to work below the minimum wage and convince their employees to work below market prices, i.e. at a price lower than what a large firm would offer for a similar job. See Evans and Leighton (1989) and Oosterbeek and Van Praag (1995). The higher levels of control, commitment, motivation, perseverance and energy prevailing in small units easily explain this wage differential. That is why the effect of control is important. Wiggins (1995) discusses the related subject of ownership. He claims that ownership is the key advantage to explain why entrepreneurial activities are carried out in small enterprises rather than in large firms where the entrepreneur is an employee. It is straightforward that the effect of control is not futile in an environment where the effect of adjustment (and hence flexibility and manoeuvrability) plays a role. They reinforce each other in their struggle to outperform the advantages of scale.

The eleventh and final effect we would like to mention is that of entrepreneurial rewards. Since William Baumol’s essay showed us that entrepreneurship cannot only be productive as well as unproductive, but even destructive, we should start thinking of ways to grab the essence of how societies reward entrepreneurial activities. See Baumol (1990). Baumol's basic hypothesis is that, while the supply of entrepreneurship varies across societies, its productive contribution varies even more. The reason is that the societal perspective determines to what degree entrepreneurial activities are used for productive achievements such as innovation or unproductive ventures such as rent seeking or organised crime. Murphy, Shleifer and Vishny (1991) provide some empirical evidence showing that countries with a relatively high number of graduates from law schools, educated mainly to redistribute income, grow slower, ceteris paribus, than countries which have a relatively high number of graduates in technical disciplines. 

Probably, there are many institutional factors influencing the size distribution of firms. Fiscal regulations may strongly affect the propensity of people to start firms. They may stimulate people to combine their main job in a large firm with forms of self-employment. Also, the influence of the trade unions and worker participation may drop if firms stay small. Technical requirements may be circumvented if firms stay small because small firms are often exempt from many legal, technical, organisational and environmental regulations to a certain degree.

Like the effects stimulating largeness, those stimulating smallness are not independent in their influence. The effects of market size and adjustment are mutually reinforcing when explaining smallness in many markets of producer goods and services. The supplier producing a specific car part in a given year is likely to produce a different but evenly specific part the next year. This supplier operates in a market that is fragmented both in size and time. The effects of market size, adjustment and effectiveness are mutually reinforcing when explaining smallness in many markets of consumer goods and services. The small firm producing a unique shirt this year is likely to produce a different unique shirt next year, particularly if the shirt has a high fashion value. This market is fragmented in size, in time and in taste.
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