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The authors employ recently developed meta-analysis methods to better correct for mis-
specification, aggregation, and publication selection bias. Applying these methods in a 
new meta-analysis of advertising effectiveness, using the largest database on business-
to-consumer own-brand advertising elasticities (538 elasticities), the authors show that 
better methods greatly reduce (more than fivefold) the meta-analytic overall estimate of 
advertising effectiveness relative to prior estimates, bringing them more in line with 
results from randomized controlled trials. They first obtain an average short-term elasticity 
of 0.0008 and a long-term elasticity of 0.03. They then explore how and when conditional 
advertising elasticity estimates meaningfully differ across relevant factors through 
advanced multiple meta-regression approaches that yield practically meaningful condi-
tional estimate ranges. Over time, reported meta-analytic estimates of advertising-sales 
elasticities have become smaller, largely due to improvements in meta-analytic methods, 
while advertising effectiveness has increased—consistent with the finding that internet 
advertising, the most recent medium, exhibits the highest elasticity. For advertising schol-
ars and professionals, this study provides an updated (i.e., lower) benchmark on overall 
advertising effectiveness, as well as more robust insights regarding when and how it varies. 
For analysts, it charts an improved methodological framework for marketing that should 
guide meta-analytic research on and beyond advertising effectiveness. 
© 2025 Elsevier B.V. All rights are reserved, including those for text and data mining, AI 

training, and similar technologies. 
1. Introduction 

Meta-analysis (MA) is pervasive in marketing research; it can offer robust generalizations across studies (Eisend, 2015; 
Hanssens, 2015, 2018). However, for MA to deliver reliable insights, it must address a fundamental challenge—meta-
analytic bias. Without appropriate corrections, reported effect sizes may mislead both scholars and practitioners about 
the true impact of marketing interventions. This concern is particularly critical in advertising research, where advertising 
effectiveness estimates guide billion-dollar budget allocations (Kolsarici et al., 2020).
ts from
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A key debate in advertising measurement revolves around the discrepancy between ad elasticities produced by Random-
ized Controlled Trials (RCTs) and those from econometric models of past data (Marketing Mix Models, MMMs). Recent 
research argues that RCTs provide superior, unbiased estimates, while MMMs systematically overstate advertising elastici-
ties (Gordon et al., 2019). MMM-based studies have been shown to significantly overestimate effects compared to RCT find-
ings, leading to calls for RCTs to replace MMMs despite their higher costs and scalability limitations (Zettelmeyer, Gordon, & 
Bhargava, 2022). 

We challenge this prevailing skepticism by demonstrating that properly conducted meta-analyses—when using advanced 
bias-correction techniques—bring MMM-based advertising elasticities much closer to those of RCTs. Specifically, we show 
that past meta-analyses of MMMs failed to correct for publication selection bias (PSB) and other distortions, leading to 
inflated elasticity estimates. By applying multiple meta-regression analysis (MMRA) with robust bias corrections, we esti-
mate conditional effect ranges that clarify how advertising effectiveness varies across contexts. While corrected advertising 
effects generally range from 0.003 to 0.10, the highest elasticities (approaching 0.10) occur only under highly favorable con-
ditions. These insights offer practical guidance for budget reallocation toward more effective channels such as digital mar-
keting and customer relationship management (CRM), potentially increasing responsiveness and return on investment. 

Beyond managerial implications, these findings resolve a major tension in advertising research. Rather than dismissing 
MMMs as inherently flawed, our results demonstrate that meta-analyses—when properly corrected—can serve as a viable 
and scalable alternative to expensive RCTs, while uniquely providing long-term effect estimates that experiments cannot 
capture. 

Meta-regression analysis (MRA) presents three additional benefits. MRA (1) reveals which factors improve modeling per-
formance; (2) shows how effects change over contextual settings; and (3) identifies the magnitude, direction, and sources of 
bias (Borenstein et al., 2009; Havránek et al., 2022). However, many prior meta-analyses in marketing fail to properly correct 
for meta-analytic bias, such as misspecification, aggregation, and PSB (Bijmolt & Pieters, 2001; Farley, Lehmann, & Sawyer, 
1995; Rust, Lehmann, & Farley, 1990). While some of these issues have been partially addressed, recent advances in meta-
analytic methods from other fields now offer improved bias-correction techniques (Nakagawa et al., 2021; Rothstein, Sutton, 
& Borenstein, 2006). Yet, many of these superior methods have not yet been applied in marketing and may be unknown to 
marketing scholars (Grewal, Puccinelli, & Monroe, 2017). Consequently, marketing researchers may be misinformed on 
important meta-analytic effects, such as advertising elasticity, because reported estimates in the literature fail to account 
for these biases. 

To address these shortcomings, we make three key contributions: 

1. Methodological Advancement: We introduce improved meta-analytic research methods, including an 8-step approach, to 
the marketing literature that better corrects for meta-analytic bias than prior marketing studies. 

2. Revisiting advertising Elasticities: We apply these improved methods to advertising effectiveness—one of the most stud-
ied MA fields in marketing—and compare the findings to prior meta-analyses, demonstrating that correcting for bias 
brings MMM-based elasticities in line with RCT-based results. 

3. Strategic and managerial Implications: By employing MMRA with multiple bias corrections, we provide new evidence on 
advertising effectiveness, revealing that most realistic advertising conditions yield substantially lower elasticities than 
traditionally reported. However, we also identify key scenarios where advertising remains highly effective, offering prac-
tical guidance on marketing strategy optimization. 

Empirically, we replicate various previous MMM-based meta-analyses using our comprehensive database, confirming 
that their reported elasticities align with past literature. However, once we apply bias corrections, the short-term advertising 
elasticity falls to 0.0008, and the long-term elasticity to 0.03—values five times smaller than traditional estimates but con-
sistent with RCT-based findings. 

This research not only aids scholars by outlining critical variables, updating and improving heterogeneity and overall 
effect estimates, and investigating and revealing insights regarding relevant modeling considerations, but it also equips prac-
titioners with tools and methodologies to tailor their advertising strategies more precisely, improving overall marketing 
strategy. More broadly, it offers a new perspective on the MMM vs. RCT debate, showing that properly conducted meta-
analyses can serve as a viable and scalable alternative to expensive experiments—while uniquely offering broader insights 
and long-term effect estimates that RCTs cannot provide. 

In Section 2, we describe common meta-analytic biases and methods for best practice. In Section 3, we summarize past 
meta-analyses on advertising effectiveness and detail our data collection procedures. In Section 4, we report our findings. In 
the discussion (Section 5), we detail the sources and impact of bias in the advertising literature, implications for both schol-
ars and practice, the limitations of our research, and future research directions. 

2. Meta-analytic biases and modeling methods 

In this section, we review state-of-the-art MA methods before we turn to our empirical application. We categorize 
common biases in meta-analyses into three types. We then detail and compare conventional MA weighted averages. Next,
2
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we describe how to correct MA weighted averages using MRA to improve overall average effect estimates. Then, we describe 
MMRA in conjunction with misspecification, aggregation, and publication selection corrections to estimate more 
comprehensively corrected conditional effect estimate ranges. Lastly, we summarize the 8-step meta-analytic modeling 
approach we advocate and employ in the empirical context examined-advertising effectiveness. 

2.1. Common biases in meta-analysis 

First, misspecification biases are induced by improper modeling, overfitting, and/or omitted variables (Greene, 1990; 
Gujarati, 1995). MA overall averages are simple weighted averages. However, if there is a systematic pattern among these 
reported effects that depends on, for example, which variables are included in the primary studies, or whether endogeneity 
is accounted for, then these averages will be biased due to these omitted variables. 

Secondly, aggregation biases are induced by aggregating incomparable variable measures (e.g., apples versus oranges) at 
the MA stage (Sharpe, 1997). For example, a study may measure advertising effectiveness either by the increase in sales rev-
enue or the change in the market share of the product. If both are lumped together, the estimate is an average of these sep-
arate effects whose magnitude may potentially differ, depending on the relative mix. 

Thirdly, PSB includes traditional reporting bias—the preference of some researchers and/or reviewers to report statisti-
cally significant effect estimates—as well as other selection biases from p-hacking and questionable research practices 
(Eisend & Tarrahi, 2014; Simmons, Nelson, & Simonsohn, 2011; Lin et al., 2020). PSB often leads to exaggerated findings 
being reported in scientific literature (Sterling, 1959; Rothstein et al., 2006; Moreno et al., 2009). 

2.2. Random and fixed effect estimators 

The most common meta-analysis estimators are random-effects (RE) and fixed-effect (FE) weighted estimators 
(Borenstein et al., 2010). Random effects estimators assume that the reported effects, yi, are randomly and normally dis-
tributed around the mean, with i representing an observation instance and k the number of estimates collected. Random 
effects is the most frequently used MA estimator across disciplines as it allows effects to vary (i.e., heterogeneity, h yond 
random sampling errors, lone (Borenstein, Hedges, & Rothstein, 2007). Namely, 

l, 
) be 

e, a 
yi l hi ei i 1 2 k 1 
Random effects MA does not require that all ‘true’ estimates be the same, as assumed by fixed-effect meta-analysis. 
Rather, ‘true’ effects, hi, are assumed to vary randomly around the population mean elasticity, m.l 

All meta-analysis estimators are simple weighted averages with optimal inverse-variance weights that down weight 
smaller studies (i.e., those with larger standard errors), which also tend to have larger biases, thereby decreasing publication 
bias when present (Borenstein et al., 2007; Danaher & Brodie, 2000). These standard errors must be gathered or calculated 
based on the estimating model in the relevant primary studies. For the random effects estimator, these inverse-variance 
weights are 

i s2 
, where is the square of each estimate’s standard error, SE, and s the estimated heterogeneity vari-

ance (i.e., the variance of 

1 
SE2 

SE2 
i s2 i 

hi). 
The fixed effects estimator uses weights of as it assumes that there is no heterogeneity among reported effects but 

only random sampling error. Both are examples of weighted least squares (WLS) widely used in regression to adjust for 
observed differences in the variance of the dependent variable, yi, (i.e., heteroskedasticity). 

1 
SE2 i 

, 

2.3. Unrestricted weighted least squares meta-analysis 

Like random effects, unrestricted weighted least squares (UWLS) adjusts for heterogeneity in true effects; its weights are 
for 0  (Stanley & Doucouliagos, 2015). Unlike random effects, UWLS allows the heterogeneity variance to be correlated 

with , as has been found to be the case in medical research and psychology (IntHout et al., 2015). Empirically, UWLS has 
also been shown to better fit data over a multitude of research fields compared to both random effects and multilevel meth-
ods (Mawdsley et al., 2017; Yang et al., 2023). Furthermore, UWLS has been shown to be less upward biased than random 
effects under a wide range of simulation settings when publication selection bias is present (Bom & Rachinger, 2019; Henmi 
& Copas, 2010; Stanley & Doucouliagos, 2015). 

1 
cSE2 i 

c >  

SE2 
i 

UWLS always has the same point estimate as fixed effects but with larger standard error and wider confidence intervals 
(CIs) than fixed effects when there is heterogeneity. UWLS is calculated by a simple regression of the standardized effect size 

SEi) on its precision Ei) with no intercept.(yi (1 S 
ti yi SEi a 1 SEi ui i 1 2 k 2 
The UWLS estimate is given by the estimated slope . We suggest authors rely upon UWLS but also report random 
effects, as we do here. 

, a
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2.4. Funnel asymmetry test − precision effect test − precision effect estimate with standard error (FAT-PET-PEESE)

FAT-PET-PEESE is a meta-regression approach for modeling publication selection bias estimated using UWLS that addi-
tionally includes the standard error as a regressor term and estimates effects conditional on SE =  0  (Stanley & 
Doucouliagos, 2012). When publication selection bias is not present, the effect (e.g., an elasticity estimate), nd its stan-
dard error, will be uncorrelated. In contrast, a positive correlation between the magnitude of nd the size of by a 
standard t-test on suggests that publication selection bias or a small-study effect is present (Egger et al., 1997; Stanley & 

Doucouliagos, 2012). FAT-PET-MRA (Equation (3)) is estimated using WLS with E2 
i as the weights. 

yi, a 
yi aSEi, SEi 

b1, 

1 S 
yi b0 b1SEi ei 3 
FAT tests b1 0. The rejection of indicates funnel asymmetry, which can be interpreted as publication selection 
bias when heterogeneity is suitably addressed via the inclusion of relevant moderators in MMRA models and when its results 
are corroborated by alternative PSB methods, such as those we mention below. The b i term represents PSB, and a statis-
tically significant positive coefficient on the standard error term (FAT) in Equation (3) can be interpreted as selection for 
statistically significant positive effects when the above conditions are met. With these WLS weights but without the Ei 

term, Equation (3) reduces to UWLS. 

H0 H0 

1SE 
b1 

b1S 

PET tests b0 0, the rejection of which provides evidence for the presence of a genuine effect beyond publication 
selection bias. When there is evidence of an effect beyond PSB, PEESE is a better estimate of its magnitude. The MRA model 
for PEESE is the same as Equation (3), except tha E2 

i replace Ei as the independent variable (Stanley & Doucouliagos, 
2012). The constant term, in Equation (3) represents the PSB-corrected effect. 

H0 

t S s S 
b0, 

While it assumes a linear relationship between effect sizes and their standard errors, research indicates that this assump-
tion is generally robust. For instance, Alinaghi and Reed (2018) found that PET-PEESE performs well in various scenarios, 
maintaining nominal false-positive rates even under typical conditions encountered in meta-analyses. Additionally, 
Almalik (2024) demonstrated that PET-PEESE remains effective in the presence of heteroscedasticity, suggesting its robust-
ness across different data conditions. 

We use and recommend FAT-PET-PEESE as a principal methodology as it has been shown to work well in practice and can 
be extended to multilevel multiple meta-regression (Nakagawa et al., 2021). However, we recommend cross-validating FAT-
PET-PEESE results with at least two alternative methods, such as the 3-parameter selection model (3PSM) and the Test of 
Excess Statistical Significance-Proportion of Statistical Significance Test (TESS-PSST). We report these in Web Appendices 
H and J for our empirical application (Bartoš et al., 2022; Carter et al., 2019). 

2.5. Bias-corrected multiple meta-regression analysis (MMRA) conditional estimation 

The above methods are useful for improving overall averages and testing for PSB. Here we detail how FAT-PET PEESE can 
be combined with MMRA to further calibrate conditional estimates to more comprehensively and simultaneously account 
for misspecification, aggregation, and publication selection. 

With MMRA, analysts can explain the wide variation in reported effects, estimate how the mean effect varies across rel-
evant conditions, and allow for the estimation of effects under the best research practices, i.e., provide more robust condi-
tional estimates than MA / MRA overall effects. 

The MMRA model is: 
yi b0 
j 

bjXij ei i 1 2 k j 1 2 J 4 
where are independent variables capturing conditions under which an effect is estimated, and J is the number of variables 
included. We recommend that meta-analysts code variables based on those found relevant by past primary studies and meta-

analyses, and estimate the above model using UWLS with 1 2 as the weights. For the sake of robustness, we also report the 
random-effect MMRA results in the Web Appendix, see Table WH5. Random effects meta-regression adds another random 
heterogeneity term, nto Equation (4) and estimates its variance separately. UWLS-MMRA, in contrast, estimates the com-
posite sampling error and heterogeneity variance together. We suggest analysts incorporate study-level cluster-robust SEs in 
all MMRA models to account for potential dependencies across elasticities within studies that can bias MMRA SE. 

Xij 

SEi 

hi, i 

To further accommodate dependence within studies, we suggest multilevel (or panel) models: 
yis b0 
j 

bjXisj s ei i 1 2 kj j 1 2 J s 1 2 S 5 
with UWLS weights of E2 
i and where e the study effects, which can be random or fixed, with S representing the num-

ber of studies included in the analysis. We recommend analysts estimate this multilevel model using fixed effects unbal-
anced panel methods. Fixed effects panel models account for any unobserved study effects (including any unobserved 
differences in study ‘quality’) not accounted for using clustering or the -variables. As a result, it elevates ‘observational’ 
statistical analysis with all of its threats to validity to a stronger quasi-experimental design (Rockers et al., 2015). 

1 S s ar 

Xisj
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However, multicollinearity can be an increased concern when including and testing many moderators. Thus, we suggest a 
general-to-specific variable selection procedure to first simplify Equation (4), where possible, letting the research record 
objectively select the more important variables (Campos, Ericsson, & Hendry, 2005). 

To obtain bias-corrected MMRA estimates, analysts need to estimate conditional effects by specifying the values o 
that represent the best research settings (i.e., those without misspecification and PSB) or the more context-relevant settings 
(aggregation bias corrections). This allows analysts to provide an effect estimate, or range of potential effects, based on rel-
evant linear combinations of where aggregation-related variables may be varied to establish a range, when applicable— 
see Section 4, Table 3. 

f Xisj 

Xisj, 

2.6. Meta-analytic inference: an 8-step approach 

We recommend an 8-step approach to test for meta-analytic bias and provide PSB-corrected overall effects and compre-
hensively corrected conditional effect estimates using MMRA, which we apply below in our MA on adverting effectiveness. 
This method starts with first building an understanding and depictions of the data, then applying gradually more sophisti-
cated methods to better understand the data and effect under varied conditions and accounting for different factors before 
using the most robust, literature-supported methods to estimate a range of relevant conditional effects across relevant set-
tings and effect heterogeneity. 

In Step 1, we provide descriptive distributional statistics and graphics including: the unadjusted mean, median, funnel 
plots, and primary study box-plots as a baseline. In Step 2, we employ RE to estimate the overall average effect, examine 
the magnitude of and compare with the descriptive statistics.s2, 

In Step 3, we calculate UWLS with cluster-robust standard errors (Equation (3) and forgo FE, as it is equal to UWLS but 
with narrower confidence intervals. In Step 4, we employ FAT-PET-PEESE by adding the standard errors as an independent 
variable with UWLS, E2 

i weights. At this point, we cross-validate the effect estimates and presence of PSB found with sub-
group analyses and alternative methods—at least 3PSM and TESS-PSST. We detail all alternative methods and subgroups 
used in the robustness checks in Section 4 and Web Appendices I – K. 

1 S 

In Step 5, we estimate a comprehensive MMRA model by adding moderators to the FAT-PET MRA model, following Equa-
tion (4), and test for systematic heterogeneity. In Step 6, we apply general-to-specific to simplify the UWLS FAT-PET MMRA 
model to those factors that provide statistically meaningful differences, arriving at a specific model, following Equation (4). 
Here, we can also estimate the RE model for cross-validation. 

In Step 7, we include study-level effects, following Equation (5), and estimate a fixed effects panel-specific model from 
Step 6. For each model in Steps 5 – 7, we provide a range of effects that can be expected across typical conditions by varying 
variables associated with aggregation bias and setting the specific values of those variables associated with misspecification 
and PSB to represent best research practices. 

In the final step (Step 8), we examine the overall results across models and conditions, and use the models from Steps 5 – 
7 to establish a generalizable range and/or to estimate relevant effects for the contexts and conditions of interest. 

2.7. Recent and best practices: findings of the meta-analysis methods literature 

Above we detailed how meta-analyses should test and correct for common meta-analytic biases including misspecifica-
tion, aggregation and publication-selection bias. However, what are studies currently doing, and how does that compare to 
what they should be doing? Below we detail recent (or current) versus best research practices for conducting meta-analyses 
with reference-backed statements that, taken together, show the superiority of our approach compared to current practice. 

Misspecification biases: recent practices. MA weighted averages (e.g., RE) cannot account for misspecification. While ‘meta-
analyses’ in econometric-based marketing studies have used multiple regression to examine heterogeneity, prior advertising 
effectiveness studies have not estimated elasticities from multiple regression models in a conditional way that controls for 
better practice or avoids identified biases (Henningsen et al., 2011; Sethuraman et al., 2011). 

Misspecification biases: best practices. Among other things, MMRA needs to include independent variables that track 
whether potentially relevant independent variables were included in the primary study’s regression model (Stanley & 
Doucouliagos, 2012, p. 3). By coding dichotomous (0/1) variables for the presence/absence of relevant variables that would 
cause bias if omitted, misspecification biases can be corrected or reduced. Studies further need to control for reverse causa-
tion (endogeneity) and for unobserved differences in markets and products, by utilizing multilevel (or panel) data (Stanley & 
Doucouliagos, 2012). To reflect these best practices, the meta-analyst can calculate effects by including independent vari-
ables that indicate whether the primary literature itself includes potentially relevant independent variables, employs causal 
methods, or employs better or more informative data. This allows us to estimate conditional effects under widely accepted 
best research settings. 

Aggregation biases: recent practices. Aggregation bias can stem from natural heterogeneity in effect across contexts, or 
from improperly aggregating incomparable phenomena. The problem of comparing apples and oranges has long been dis-
cussed and addressed by the MA literature (Sharpe, 1997). Eysenck (1984) famously noted that, ‘‘Adding apples and oranges 
may be a pastime of children learning to count, but unless we are willing to disregard the differences between these two 
kinds of fruit, the [meta-analytic] result will be meaningless.” Practitioners must realize that only strictly comparable
5
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estimates can be meaningfully combined. Unfortunately, theoretically different effects are sometimes inappropriately aggre-
gated, however, there has been attempts to alleviate these issues still. While recent predecessor studies do not significantly 
disaggregate estimates, they do disaggregate by focusing on B2C brand-level estimates, not including B2B or category elas-
ticities, which we follow in our main analyses. 

Aggregation biases: best practices. To minimize possible aggregation biases, effects need to represent the same phe-
nomenon and be measured in the exact same units (e.g., correlation coefficients or the own-sales elasticity of advertising). 
To allow for potentially more nuanced differences within comparable estimates, independent variables and subgroup anal-
yses can be employed. For example, own-sales advertising elasticities and cross-sales elasticities (the effect of advertising on 
a competitor’s sales) are distinct phenomena and should not be combined in the same meta-analysis. MMRA offers objective 
statistical approaches that allow the research record to determine if these measures induce meaningfully different effect 
sizes. 

Publication and selection biases: recent practices. Marketing and behavioral research has often historically followed ver-
sions of Schmidt and Hunter (2015) to correct for study artifacts. However, these methods are more relevant for meta-
analyses of correlations as opposed to econometric estimates, as is our focus. 

There are several MA techniques available to test and/or correct for publication and selection biases. Several are widely 
known to perform poorly (Nakagawa et al., 2021). Unfortunately, marketing research often still employs discredited meth-
ods: Fail-Safe N, Trim and Fill, and the P-Curve (Gelman, 2018; Nakagawa et al., 2021; Rothstein et al., 2006; Ruan, Hsee, & 
Lu, 2018; van Aert, Wicherts, & van Assen, 2016). 

Variations of Rosenthal (1979)’s Fail-Safe N are still employed in marketing (Roschk & Hosseinpour, 2019; Rosengren 
et al., 2020). Fail-Safe N calculates the number of null effect studies that would need to be added to reduce a statistically 
significant overall MA result to non-significance (Rosenberg 2005, p. 464). Becker in Rothstein et al. (2006) argues Fail-
Safe N should be abandoned as it is ‘‘prone to misinterpretation and misuse and no statistical criterion is available for inter-
pretation” (p. 111). 

Trim and Fill is still used to test for, and correct for, publication selection bias in marketing by adjusting the meta-analytic 
estimate for the potential impact of missing studies. Trim and Fill works by examining a funnel plot for asymmetry, with the 
assumption that this asymmetry is due to suppressed nonsignificant results. This symmetry assumption need not be valid 
when there is heterogeneity, such as for advertising elasticities. Trim and Fill performs poorly in both applications and sim-
ulations (Bartoš et al., 2022; Carter et al., 2019; Nakagawa et al., 2021). 

P-curve provides a test for whether an effect would still be detected if p-hacking were not present. P-hacking is the use of 
any number of questionable research practices (QRPs): selectively reporting only some of the outcome variables collected; 
stopping data collection or estimation when a statistically significant result is obtained; or rounding p-values down. P-
hacking invalidates the Fail-Safe N (Simonsohn, Nelson, & Simmons, 2014 a, b). The P-curve looks only at the distribution 
of statistically significant p-values. When there is no effect and no publication bias, the distribution of p-values is uniform. 
When there is a genuine non-null effect, this distribution becomes right-skewed, which can serve as a test of whether a true 
effect is present and can provide a publication selection-corrected estimate (Carter et al., 2019). However, P-curve can over-
estimate effects; it is no longer recommended for use for multiple reasons highlighted in Carter et al. (2019); McShane, 
Böckenholt, & Hansen (2016); and van Aert et al. (2016). 

Marketing has developed methods for measuring the size of publication bias, such as in Rust et al. (1990); however, such 
methods did not carry forward either in marketing or otherwise. 

Publication and selection biases: best practices. Best practices for testing and/or correcting for publication selection bias 
tend to fall into two categories: selection models such as 3PSM, or regression-based methods such as FAT-PET-PEESE. These 
models broadly reduce the bias of MA weighted averages and mean squared error (Bartoš et al., 2022; Carter et al., 2019; 
Iyengar & Greenhouse, 1988; Nakagawa et al., 2021; Rothstein et al., 2005). 

More recently, TESS-PSST has shown to be a more powerful test for the presence of publication selection bias. TESS-PSST 
combines two tests: TESS (Test of Excess Statistical Significance) and PSST (Proportion of Statistical Significance Test) 
(Stanley et al., 2021). PSST investigates the difference between the observed and expected proportions of statistically signif-
icant findings through a simple test of a proportion. The expected proportion of statistical significance is calculated as if there 
is no selection for statistical significance from the MA estimate of the mean effect and each estimate’s standard error. When 
the observed proportion is significantly larger than the expected proportion, this suggests publication selection bias. 

TESS is a simple test of the proportion of excess statistical significance against the null hypothesis that it is 5 %. See 
Stanley et al. (2021) for details, codes, and calculations. If either TESS or PSST is statistically significant, this is a signal of 
publication selection bias. Together, TESS-PSST dominates 3PSM and FAT under various settings (Stanley et al., 2021). We 
recommend including TESS-PSST in tests to identify publication selection bias. Unlike FAT, a significant result cannot be dis-
missed as a ‘small-study’ effect; TESS-PSST makes no assumption about the correlation of effects and their standard error or 
treat small studies differently. 

Simulation studies have suggested FAT-PET-PEESE, 3PSM, and TESS-PSST are among the preferred methods to accommo-
date or test for publication selection bias. However, 3PSM and other selection methods, at times, do not converge. Regardless, 
no publication selection method comes without fault, or is optimal across all settings (Bartoš et al., 2022; Carter et al., 2019). 

Some suggest using multiple publication bias approaches and looking for robustness among them (such as Carter et al. 
(2019)), while Bartoš et al. (2022) suggest a Bayesian model average of several methods is preferrable. We use and recom-
mend the use of FAT-PET-PEESE as a principal methodology, as it has been shown to work well in practice and can be
6
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extended to multilevel multiple meta-regression (Nakagawa et al., 2021). However, we also employ 3PSM, RE, TESS-PSST, 
UWLS, and WAAP (Weighed Average of the Adequately Powered Studies) to corroborate our findings and to look for robust 
agreement across methods. Method summaries and method comparisons can be found in: Bartoš et al. (2022); Carter et al. 
(2018); Nakagawa et al. (2021); Rothstein et al. (2005); Stanley and Doucouliagos (2015); and van Aert et al. (2016). For 
broader best practices and guidance that complement those presented here, see Korkames (2024a). 

The presence of biases combined with insufficient use of state-of-the-art methods, some of which have been recently 
developed after the publication of past meta-analyses in marketing, has plagued the prior studies, potentially leading to 
inflated estimates as we later show is the case in advertising (see Tables 2 – 3 in Section 8). However, the above best prac-
tices can largely correct these biases. We summarize recent versus best practices via Table WA2 in Web Appendix A. 

3. Prior research on advertising effectiveness and meta-analytical sample design 

In this section, we first review past meta-analyses in advertising, including the methods they use, their key findings, and 
their limitations. We then describe our data and coding. 

3.1. Prior meta-analytic research on advertising effectiveness 

To ground our focus on advertising, we provide the current state of this research area, and detail the importance of under-
taking this particular case (advertising effectiveness). Firms spend more on advertising than almost any other marketing 
activity (Horsky, Horsky, and Zeithammer 2016). However, the wide variation in findings across studies with diverse mea-
sures and methods has made generalizable conclusions elusive. As such, MA is often employed in this research area to con-
solidate and determine robust findings. 

Advertising effectiveness has been the subject of some of the earliest meta-analyses in marketing (Clarke, 1976; Lodish 
et al., 1995) and continues to attract meta-analyses (Eisend, 2009; Edeling & Fischer, 2016; Köhler et al., 2017; Rosengren 
et al., 2020; Schöndeling et al., 2023). Marketing studies commonly evaluate advertising effectiveness as elasticities by mea-
suring the percent change in sales, market share, and/or consumer choice that is associated with a 1 % change in some mea-
sure of advertising spending (Korkames and Stremersch, 2024). 

In marketing, three meta-analyses have focused on measuring overall empirical advertising elasticities (Assmus et al., 
1984; Henningsen et al., 2011; Sethuraman et al., 2011). To establish the research baseline, we review some of their key find-
ings below. 

The first MA estimating advertising elasticities finds smaller elasticities for: time-series data, the US as compared to Eur-
ope, non-food products, and in the short-term (Assmus et al., 1984). Although Assmus et al. (1984) does mention publication 
bias and states that the inclusion of unpublished estimates would be ‘‘very desirable in the future”, the authors do not incor-
porate them. Similarly, they correctly mention (mis)specification bias as ‘‘caused by omission of variables correlated with 
those included in the [primary study] equation” (p. 67) but do not adjust for these biases. From the beginning, marketing 
researchers have acknowledged the importance of misspecification and publication selection bias in meta-analysis. 

Sethuraman et al. (2011) provide simple averages and examines heterogeneity via multilevel regression. They find that 
advertising effectiveness has decreased over time and that advertising elasticities are higher for durable goods, early in the 
life cycle, in yearly compared to quarterly data, and when advertising is measured in gross rating points (GRP). 

The smallest meta-analytic own-brand elasticity estimates reported in the marketing literature are 0.09 (short-term) and 
0.19 (long-term) (Henningsen, et al., 2011). They find advertising is higher for hedonic and experience goods, for new goods, 
and when advertising is measured in GRP. Like Sethuraman et al. (2011), and following Bijmolt and Pieters (2001), Hen-
ningsen and colleagues report unadjusted, simple averages for overall effect estimates and employ multilevel, multiple 
regression methods to describe heterogeneity. For more details regarding the findings from these studies, see Web Appendix 
A and Table WA1. 

Methodologically, past meta-analyses of advertising elasticities (Assmus et al., 1984; Henningsen et al., 2011; Sethuraman 
et al., 2011) do not employ MA weighted averages for overall effect estimation or these more sophisticated meta-regression 
methods described above. They do not test, or correct for, misspecification, aggregation, or publication selection bias in their 
estimates provided. They do use multilevel regression to describe heterogeneity, but without inverse-variance weights as 
routinely employed in random effects, fixed effects, and UWLS MA and meta-regression, without study-level cluster-
robust standard errors leading to inaccurate heterogeneity insights, and without incorporating the standard error as an inde-
pendent variable in the regression leading to oversized estimates. Furthermore, they do not provide conditional estimates. 
Additionally, they incorrectly assume that the reported effect is independent of its standard error, making their t-tests exam-
ining the effect of advertising on sales invalid. 

Previous advertising elasticity meta-estimates, though decreasing over time, have estimated overall average effects 
between 0.09 and 0.47. While meta-analytic methods used in advertising have clearly been improving, advertising meta-
analyses have yet to employ conventional MA weighted averages, or conditional estimates, or test and accommodate for 
publication selection bias, widely acknowledged as problematic for meta-analyses (Borenstein et al., 2009). However, accu-
rate estimates of advertising effectiveness and heterogeneity are imperative for firms’ marketing allocations and sales 
growth forecasting (van Heerde et al., 2013). In the next sub-section, we summarize the primary study literature in this area.
7



J. Korkames, T.D. Stanley and S. Stremersch International Journal of Research in Marketing xxx (xxxx) xxx
3.2. Primary study literature on advertising effectiveness 

The primary studies that estimate advertising effectiveness are extremely varied. Researchers have used various method-
ologies to understand how advertising influences consumer behavior, brand recognition, and sales such as those presented in 
Lavidge and Steiner (1961); Batra, Myers, and Aaker (1996); Puto and Wells (1984); Lodish et al. (1995); Lewis and Reiley 
(2014); Naik and Raman (2003); and MacKenzie and Lutz (1989). These are presented in more detail in Web Appendix A. 

3.3. Data collection and coding protocols 

In the following sub-section, we describe our data collection and coding protocol. For a compact summary of the prior 
meta-analyses compared to ours, distinct but related articles, and the theoretical motivation for the variables we use, see 
Table WA1 and Web Appendix A. 

Our data consists of advertising sales effectiveness elasticities (dependent variable) and dozens of factors that might 
influence the magnitude of this elasticity (independent variables). 

We initially worked with a private analytic team to collect and code the relevant advertising elasticity literature and stan-
dard errors (SE)—935 advertising elasticity estimates and 25 independent variables from 74 studies. We extracted 538 B2C 
own-brand estimates from 40 empirical studies that contained nonzero standard errors required for our main sample to be 
analyzed with the methods we advocate. We provided meta-analytic weighted averages and publication selection correc-
tions in Table 1, compared to previous meta-analyses in Table WA1, and estimated alternative subgroups and models com-
pared to Table 1 in Tables WH1-WH4. We then presented our main results in Table 2, with alternatives to Table 2 presented 
in Table WH5 and Web Appendices I–J. After completion of this initial work, we later collected additional estimates for a final 
set of robustness checks making the total number of points analyzed up to 1096 estimates from 93 papers in Tables 4 – 5. 

3.3.1. Study inclusion 
We include all studies that provide empirical, brand-level, business-to-consumer, own-sales advertising elasticities with 

retrievable, nonzero standard errors. We exclude (1) effects based on noneconometric methods such as those in Lodish et al. 
(1995); (2) cross-elasticities; (3) effects not convertible to elasticities; (4) outcomes not related to sales, market share, or 
choice; and (5) estimates without standard errors or related statistics. As in prior meta-analyses, we include various outcome 
(e.g., monetary sales, choice, and market share) and input measures (e.g., monetary advertising, relative advertising, and 
GRP), but we use independent variables, subgroup analyses, and multilevel MMRA analyses to account for distinct outcome 
and input measures (for further details of the inclusion criteria and coding see Web Appendices B – F). 

3.3.2. Search methodology and data acquisition 
Independent coders searched Google Scholar, Science Direct, and Web of Science for references containing ‘‘advertise-

ment” or ‘‘advertising” and ‘‘elasticity” in the title, abstract, or keywords. They also searched NBER working papers for ‘‘sales
Table 1 
Meta-analysis and meta-regression: overall average effects. 

Short-termc (Model 1) 
Prior Research: Simple Averagea 

(Model 2) 
RE Meta-Analysis 

(Model 3) 
UWLS Meta-Analysis 

(Model 4) FAT-PET MRAb 

Elasticity 0.09 0.02* 
(0.001) 

0.004* 0.0008 
(0.002) (0.001) 

SE – – 1.90* 
– (0.3) 

n 496 496 496 496 
Long-term c 

Elasticity 0.14 0.08* 0.05* 0.03 
(0.005) (0.02) (0.03) 

SE – – 1.86 
– (0.92) 

n 42 42 42 42 

a Replicates Sethuraman et al. (2011) and Henningsen et al. (2011)’s simple average using our sample. We find the same short-run effect as Henningsen et al. 
(2011) and a qualitatively similar long-term effect in our sample using a simple average to replicate the method of prior studies. 
b We consider FAT-PET MRA in Model 4 best practices for overall MA estimates but prefer the MMRA model conditional estimates in Table 2. 
c These estimates are simple meta-analytic weighted averages. See Table 2, our main results after accounting for dozens of effects and biases in estimating 
advertising elasticities. 
Notes. Numbers in parentheses are cluster-robust standard errors. * indicates p < 0.05.
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Table 2 
Multiple meta-regression models and conditional estimates. 

Independent Variable (Model 1) General UWLS 
MRAa 

(Model 2) 
Specific UWLS MRA 

(Model 3) 
Specific FE PANEL MRA 

Constant (Model Intercept) 0.001 (0.003) −0.002 (0.003) 0.009* (0.005) 
SE 1.42* (0.22) 1.64* (0.28) 1.75* (0.05) 
Published −0.003 (0.002) −0.002* (0.0007) −0.001* (0.0005) 
Annual 0.01* (0.002) 0.01* (0.002) 0.01* (0.0005) 
Full Marketing Mix −0.008* (0.004) −0.009* (0.004) −0.005* (0.001) 
Abs: GRP 0.02 (0.02) 0.027* (0.009) 0.008 (0.005) 
Competition −0.008 (0.005) −0.004* (0.002) −0.003* (0.001) 
Growth 0.03* (0.002) 0.03* (0.002) 0.02* (0.0006) 
Omit: Lag Price 0.008* (0.003) 0.004* (0.002) −0.008 (0.004) 
Entertainment Media 0.05* (0.005) 0.05* (0.004) 0.002 (0.002) 
Panel 0.0007 (0.0004) 0.002* (0.0007) 0.001* (0.0002) 
US 0.009* (0.002) 0.006* (0.0007) 0.004* (0.0007) 
TV 0.008* (0.003) 0.09* (0.007) 0.004* (0.001) 
Internet 0.07* (0.009) 0.01* (0.002) 0.05* (0.002) 
Display 0.008 (0.006) – – 
Dynamic 0.001 (0.002) – – 
Dep: Market Share −0.0004 (0.004) – – 
Abs: Monetary Spending −0.003 (0.002) – – 
Omit: Lag Advertising 0.0007 (0.003) – – 
Durables 0.04 (0.05) – – 
Long-term 0.03 (0.02) – – 
Endogeneity 0.002 (0.04) – – 
Time Trend −0.003 (0.004) – – 
Dep: Choice 0.003 (0.002) – – 
Seasonality −0.002 (0.001) – – 
Recession −0.02 (0.06) – – 
Conditional Estimate Range b [-0.04, 0.13*] [-0.01*, 0.15*] 0[.003, 0.10*] 

a We look across models. See Web Appendix F and this work for more details on effect estimation. 
b We estimate numerous conditional estimates; context-specific effects vary more than our conditional range. See Web Appendix F and our included code 
for details of how we estimate both. 
Notes. Numbers in parentheses are cluster-robust standard errors. * indicates p < 0.05. n = 538 estimates. S = 40 studies. 
elasticity” or ‘‘advertising elasticity”. We specified that studies were to be considered relevant if they measured a comparable 
advertising effect and sufficient information was reported to retrieve or calculate standard errors, such as a t-test. In Web 
Appendix F, we provide a PRISMA diagram (see Figure WE1), our search method (see Table WE1), and the studies we 
included with the distributions of the elasticities they report (Web Appendix G). The first author conducted forward and 
backward citation searches of Assmus et al. (1984) and Sethuraman et al. (2011) to identify additional relevant MA and 
emailed all identified authors requesting their data. The only author team that responded positively to our request and 
shared their data was Henningsen et al. (2011). We re-coded, checked, and augmented the received data in terms of variables 
and studies included. In total, we compiled 935 estimates from 74 studies (538 estimates from 40 studies had retrievable, 
nonzero SE). We did not contact the authors of Clarke (1976) or Köhler et al. (2017), given different focus.

3.3.3. Coding protocols and data preparation 
The team coded advertising elasticities (including their standard errors) and 25 independent variables from all 40 rele-

vant studies (see Web Appendices A and F and Table 3 for variable definitions and theoretical motivations and groupings). 
We detail the relationship of each variable to potential misspecification, aggregation, and publication selection bias in 
Table 3. Our team’s coding was in more than 96 % agreement with the data received from Henningsen et al. (2011). Disagree-
ments between coders were resolved by consulting the primary studies and emailing authors. 

In total, we obtained 935 advertising elasticity estimates from 74 studies, of which 538 B2C own-brand estimates from 40 
empirical studies had retrievable nonzero standard errors for our main sample (see the data on WEBSITE). We provide meta-
analytic weighted averages and simple publication selection corrections in Table 1, compare to previous meta-analyses in 
Table WA1, and estimate alternative subgroups and models compared to Table 1 in Tables WH1-WH4. We then present 
our main results in Table 2, with alternatives to Table 2 presented in Table WH5 and Web Appendices I –J. After completion 
of this initial work, we collected additional estimates for further robustness checks, bringing the total number of points ana-
lyzed to 1,096 estimates from 93 papers. We present those robustness checks in Tables 4 – 5.
9
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Table 3 
Variable definitions, bias categories, and conditional values. 

Bias Types 
Variable Name Variable Definition Misspecification Aggregation Publication 

Selection 
Characteristic 
Type 

Ideal values 
to calculate 
*conditional 
estimates 

Elasticity DV coefficient after converted to an 
elasticity. 
The standard error for the elasticitySE 
coefficient. 
1 if published paper, 0 otherwise. 

X X PSB 0 

Published X PSB 0 
Annual 1 if the study uses annual data, 0 

otherwise. 
1 if the full marketing mix is 

X Data Depends 

Full Marketing Mix 
considered, 0 otherwise. 

X Modeling 1 

Abs: GRP 1 if advertising is measured in gross 
rating points, 0 otherwise. 

X Data Depends 

Competition 1 if model accounts for attributes of 
competition, 0 otherwise. 

X Modeling 1 

Growth 1 if estimate is from a growth product 
(life cycle), 0 otherwise. 

X Firm Depends 

Omit: Lag Price 1 if the model omitted the lagged price, 
0 otherwise. 

X Modeling 0 

Entertainment Media 1 if product is entertainment media, 0 
otherwise 

X Firm Depends 

Panel 1 if a panel data structure is used. X Data/Modeling 1 
US 1 if the country is the US, 0 otherwise. X Firm Depends 
TV 1 if the estimate is from a tv or movie 

ad, 0 otherwise. 
X Firm Depends 

Internet 1 if the estimate is from internet ads, 0 
otherwise. 

X Firm Depends 

Display 1 if the estimate is from a display ad, 0 
otherwise. 

X Firm Depends 

Dynamic 1 if lagged dependent variable is 
included (any lags), 0 otherwise. 

X Modeling 1 

Dep: Market Share 1 if the estimate is a market share 
estimate, 0 otherwise. 

X Data Depends 

Abs: Monetary 
Spending 

Omit: Lag Advertising 

1 if advertising is measured as absolute 
monetary value, 0 otherwise. 

X Data Depends 

1 if the model omitted the lagged ad 
spending, 0 otherwise. 

X Modeling 0 

Durables 1 if the estimate relates to a durable 
good, 0 otherwise. 

X Firm Depends 

Long-term 1 if estimate is for long-term as 
detailed by study, 0 otherwise. 

X Modeling Depends 

Endogeneity 1 if study controls for endogeneity (IV 
or GMM), 0 otherwise. 

X Modeling 1 

Time Trend 1 if a time trend is included, 0 
otherwise. 
1 if DV measured as a choice outcome, 

X Modeling 1 

Dep: Choice 
0 otherwise. 

X Data Depends 

Seasonality 1 if seasonality is controlled for, 0 
otherwise. 
1 if seasonality is controlled for in the 

X Modeling 1 

Recession 
model, 0 otherwise. 

X Modeling 1 

*These values are used to calculate conditional estimates for the mean advertising elasticity in the results of the MMRA estimation in Table 2 
4. Empirical analyses and results 

In this section, we conduct the 8-step method that we suggest in Section 2.6. 

4.1. Descriptive statistics 

We display the distribution of short and long-term advertising elasticity data via the funnel plots in Figs. 1 – 2 and the 
histograms in Fig. 3 – 4, respectively. For detail regarding how short-term and long-term are defined here, see Web Appendix 
F. The solid lines represent the median, and the dashed lines denote the mean. The distributions are highly right-skewed,
10
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Table 4 
MA: aggregate. 

Short-terma RE Meta-Analysis (1) UWLS Meta-Analysis (2) RE MA with SE (3) FAT-PET MRA (4) FE PANEL MRA with SE (5) 

Elasticity 0.03* (0.0008) 0.005* (0.002) 0.007* (0.003) 0.001 (0.001) 0.0005 (0.0009) 

SE – – 1.35* (0.08) 1.60* (0.19) 1.65* (0.07) 

n 1004 1004 1004 1004 1004 
Long-terma 

Elasticity 0.04* (0.003) 0.01* (0.006) 0.0004 (0.009) 0.0008 (0.004) 0.003 (0.014) 

SE – – 1.83* (0.25) 1.86* (0.49) 1.75 (0.88) 

n 92 92 92 92 92 

Notes. Numbers in parentheses are cluster-robust SE except RE. * indicates p < 0.05. 
a These estimates are simple meta-analytic weighted averages. See the MMRA models for main results. 

Table 5 
Multiple meta-regression models and conditional estimates. 

Independent Variable (Model 1) General UWLS 
MRAa 

(Model 2) 
Specific UWLS MRA 

(Model 3) 
Specific FE PANEL MRA 

Constant (Model Intercept) −0.006 (0.005) −0.0005 (0.0004) −0.0005* (0.0002) 
SE 1.40* (0.16) 1.64* (0.28) 1.67* (0.07) 
Published −0.001 (0.002) – – 
Annual 0.008* (0.003) – – 
Full Marketing Mix 0.003 (0.006) – – 
Abs: GRP 0.02 (0.009) 0.03* (0.009) 0.01* (0.005) 
Competition 0.002 (0.004) – – 
Growth 0.002* (0.009) – – 
Omit: Lag Price 0.009* (0.005) – – 
Entertainment Media 0.07* (0.01) 0.07* (0.007) 0.01 (0.02) 
Panel 0.002 (0.002) – – 
US 0.006* (0.003) 0.007 (0.18) 0.004* (0.001) 
TV 0.006* (0.003) – – 
Internet 0.003* (0.008) – – 
Category −0.01* (0.005) −0.005* (0.002) −0.003 (0.002) 
Display −0.05 (0.03) – – 
Dynamic 0.002 (0.003) – – 
Dep: Market Share −0.001 (0.004) – – 
Abs: Monetary Spending −0.008* (0.004) – – 
Omit: Lag Advertising 0.002 (0.003) – – 
Durables 0.001 (0.009) – – 
Long-term 0.007 (0.006) – – 
Endogeneity 0.01 (0.007) – – 
Time Trend −0.0005 (0.003) – – 
Dep: Choice −0.0009 (0.002) – – 
Seasonality −0.0006 (0.002) – – 
Recession 0.05* (0.02) 0.05* (0.004) 0.006* (0.001) 
Conditional Estimate Rangeb 0[.05*, 0.10*] 0[.04*, 0.05*] 0[.003, 0.02*] 

a We pluralistically look across models. See Web Appendix F and this work for more details on effect estimation. 
b We estimate numerous conditional estimates; context-specific effects vary more than our conditional range. See Web Appendix F and our included code 
for details of how we estimate both. 
Notes. Numbers in parentheses are cluster-robust SE. * indicates p < 0.05. n = 1096 estimates. S = 93 studies.
which is indicative of, but does not prove, publication selection bias. We provide study-level boxplots and descriptive statis-
tics on both the complete sample of coded estimates as well as on the final database of usable estimates used in Web Appen-
dix H. We note that the descriptive statistics for all variables in both cases are qualitatively similar, suggesting no evidence of 
a significant difference across samples. Also, elasticities become small as the precision increases (Figs. 1-2). 
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Fig. 1. Funnel plots: short and long-term effects. 

Fig. 2. Funnel plots: short and long-term effects. 

Fig. 3. Histograms: short-term and long-term elasticity effect sizes.
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Fig. 4. Histograms: short-term and long-term elasticity effect sizes. 
4.2. Meta-Analysis (MA) weighted averages 

Next, we report overall simple averages, MA weighted averages, and MRA overall effect estimates with and without pub-
lication selection bias tests and corrections (Table 1 and Table WI4), the first 4 steps of our 8-step approach. Table 1, Model 1 
allows us to compare our data and findings to results one obtains when applying the meta-analyses methods employed by 
the prior literature-descriptive averages (Sethuraman et al., 2011). Note that steps 1  –  8  of  our  method and these progres-
sively more sophisticated models, as we move from left to right in both Tables 1-2, are 8 different competing methods; we 
replicate prior research in Model 1 of Table 1. Models 2–4 in Table 1 are more sophisticated but still inferior methods. Our 
preferred models examine conditional effects (Table 2) as opposed to overall effects as past research has done (Table 1). 

In Model 1 of Table 1, we first report the simple unadjusted average short-term and long-term elasticities in Model 1 
(Step 1), which replicates the overall effects reported in Sethuraman et al. (2011) and Henningsen et al. (2011) on our 
database.1 These simple averages are very close to the averages (0.09 for short-term and 0.19 for long-term) reported by 
Henningsen et al. (2011) because our coding and inclusion rules are closest to theirs. 

To adjust for known sampling error variances and to correct for heterogeneity, we next report RE MA in Table 1 (Model 2) 
following Equation (1) (Step 2). Although both RE estimates are statistically significant, they are much smaller than the cor-
responding simple averages, by over 70 % for short-term and by nearly 50 % for long-term elasticities. Furthermor 2 is 
small, suggesting little heterogeneity = 0.014 for the short-term estimates and somewhat m (s = 0.045) for the 
long-term estimates. 

e s 
; s ore 

We then report UWLS, following Equation (2) in Table 1, Model 3 (Step 3). UWLS’ short-term estimate is 0.004, which is 
very small, yet statistically significant. This estimate implies that a 10 % increase in advertising is associated with a .04 % 
increase in sales, market share, or choice. In the long-term, our UWLS estimate suggests a 10 % increase in advertising is asso-
ciated with a 0.5% increase in sales. 

In Model 4 of Table 1 following Equation (3) (Step 4), to further correct for potential publication selection bias via Funnel 
Asymmetry Test – Precision Effect Test Meta Regression Analysis (FAT-PET MRA), we report the preferred MA average of 
0.0008 (short-term) and 0.03 (long-term), which is much smaller still than UWLS. 

Methodological improvements are the main reason for this deflation of the estimated advertising elasticity given the 
application to the same data set. This central finding holds across all subgroups and models reported in Web Appendices 
H − J. 

Via results in Table 1, Model 4, we offer clear evidence of funnel asymmetry, consistent with publication selection bias, 
befitting the visual inspection on funnel asymmetry above (see Figs. 1 and 2). When we account for publication selection 
bias, we find even smaller elasticity estimates, as in Model 4 compared to Model 3. Also, TESS-PSST is highly significant 
(p < 0.001) in all subgroups examined in Web Appendix J, corroborating the prevalent PSB we find in the literature via 
FAT-PET MRA. Via 3PSM, we find evidence of PSB in 3 of the 5 subgroups examined (one subgroup did not converge). We 
provide more details in Web Appendices H and J. 
1 For a summary of the coding differences between Sethuraman et al. (2011) and Henningsen et al. (2011), see Henningsen et al. (2011, p. 197 – 198). For the 
studies we include in our database, see Figures WG1 – WG2.
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In Web Appendix H, we also report salient subgroup (on sales, market share and choice as dependent variable) MA overall 
effect estimates, to exclude potential aggregation bias as a logic driving our results. Via Tables WH1 – WH3, we show that 
sales and market share estimates are qualitatively similar to each other and those in Table 1, but estimates based on choice 
outcomes are smaller still. 

In sum, these results identify our first major finding: via all MA weighted averages methods, we estimate overall adver-
tising effects to be notably smaller than previous meta-analyses.2 Furthermore, the size of SE’s coefficient is quite substantial 
(1.90 and 1.86). To understand how large this is, suppose, hypothetically, that the mean elasticity is 0 and every estimate is 
reported as statistically significant and positive. Then, SE’s coefficient is only somewhat larger, 2.34, as 2.34 is the mean of a 
standard normal distribution truncated at 1.96. 

4.3. Multiple meta-regression analysis: explaining research variation and correcting biases 

Next, we use MMRA to detect and filter out potential biases and explain differences among reported elasticities (i.e., 
heterogeneity), following MAER-Net guidelines (Havránek et al. 2020). 

4.3.1. General MMRA model 
We code 25 firm, data, and method factors that characterize the primary studies (for an overview see Tables 2-4) based on 

those factors coded in prior advertising elasticity meta-analyses, those present in the primary studies examined, and the MA 
methods literature. As we show in both Tables 1 and 2, and Web Appendix J, SE is always identified, statistically, as the main 
explanatory factor. Therefore, to be careful and conservative, we set SE to zero for our conditional estimates. We show the 
association of each variable to the various bias categories and highlight which value should be set for best practices bias alle-
viation via Table 3 (Stanley & Doucouliagos, 2012). If the academic publication process is, in part, responsible for publication 
selection bias, then unpublished papers (Published = 0) may be less biased. However, we note the opposite, suggesting this 
bias may be present prior to publication, as has been recently shown to often be the case in economics (Brodeur et al., 2023; 
Chopra et al., 2023). 

We first estimate the general MMRA (as in Equation (4), above), including all 25 factors detailed in Table 3 as covariates, 
and report our findings in Model 1 of Table 2 (Step 5). The estimated coefficients from this model, as well as the methodology 
we describe here, can be used by industry analysts to estimate context-specific effects that apply more narrowly to their 
needs (e.g., advertising effects expected for specific input and output measure combinations in a specific region, industry, 
and chosen advertising platform(s)). We include more details on our conditional effect range and estimating context-
specific effects in Web Appendix G. 

A key variable of interest is SE, of which the effect is positive and significant, again pointing at publication selection bias − 
studies with higher SE find higher elasticities, on average, as also observed, model-free, in Figs. 1 and 2. The positive and 
significant covariate Annual shows estimates using annual data to be larger than those based on higher frequency data, con-
sistent with the concept and prior findings that when less frequent data intervals are used, the portion of advertising iden-
tified as the current period is longer (Sethuraman et al., 2011). The coefficient of Full Marketing Mix shows models that 
account for a wide variety of marketing mix instruments find smaller effects, showcasing models with omitted marketing 
instruments may report upward biased elasticities (i.e., endogeneity). We find elasticities estimated on products in the 
Growth phase (versus maturity phase of the life cycle) to be larger, in line with the informative role of advertising 
(Narayanan, Manchanda, & Chintagunta, 2005). The coefficient of Omit: Lag shows that estimates that do not control for past 
prices find larger advertising effects. Advertising elasticities in studies in the US are larger than outside the US. The positive 
coefficient of Entertainment Media shows that advertising is more effective in the entertainment industry, consistent with the 
informative role of advertising in this area and recent findings (Schöndeling et al., 2023; Vakratsas, Demetrios & Ambler, 
1999). The positive coefficients on TV and Internet show that these media are more effective, with Internet-based advertising 
being most effective. 

4.3.2. Specific MRA models 
To address possible multicollinearity among the 25 factors we include, we reduce the general model in Model 1 of Table 2 

to those research dimensions that are statistically most important (see Model 2 of Table 2, based on Equation (4)) (Step 6). 
Note we perform a more sophisticated variable selection with Bayesian model averaging (BMA) in Web Appendix I (it shows 
similar results to those we report here). The results of the specific models are similar to the general model. In this more com-
pact model, four coefficients now gain significance (p < 0.05). 

First, published studies show slightly smaller elasticities than non-published papers. Secondly, estimates measured in 
gross ratings points (Abs: GRP) are typically larger than when other measures are used; this is a logical result and confirms 
past findings as a 1 % change in advertising dollars spend yields a less than 1 % change in GRP acquired (Sethuraman et al., 
2011). Thirdly, accounting for competition results in smaller effects, likely again because of endogeneity from omitted vari-
2 We do not claim that this finding is yet fully established. Here, we merely signal the emergence of one of our core messages that we strengthen through the 
many additional analyses and robustness checks that follow.
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ables overexpressing the elasticity. Fourthly, studies that use panel data structures find smaller effects, possibly because 
panel data are typically less sensitive to endogeneity concerns (Ebbes, Papies, & van Heerde, 2021).

In Table 2, we also report Model 3 by additionally applying fixed effects for studies, following Equation (5) (Step 7). This 
represents our preferred model. Note fewer variables remain statistically significant once we further correct for study-level 
dependencies via fixed effects panel. 

As one can see from Table 2, these models again provide very similar estimates. For all models, we also provide a range of 
‘conditional’ estimates in Appendix F by substituting specific values into the independent variables, as summarized by the 
final row of Table 2 (Step 8). These ranges encompass the potential the short and long-term effects expected across the var-
ious generalizable scenarios examined. They account for PSB and best research practices to reduce misspecification bias, 
while allowing aggregation-related variables to fluctuate, thus establishing a range of possible effects. Only in very specific 
and favorable scenarios do effects begin to come close to the overall average effect estimates reported by past literature 
(such as internet-based advertising in the entertainment industry for growth-stage products in the US estimated using 
annual data). We refer to Web Appendix K for more explanation on terminology and abbreviations. 

As we show in Table 3, variables associated with aggregation bias can be seen as potential conditional heterogeneity of 
effect from aggregating different scenarios. The value that should be set for most aggregation-related variables depends on 
whether the user is estimating generalizable conditional estimates, as we are here, or if they are instead estimating a specific 
context that interests the user. That is, aggregation bias can be alleviated by either setting values for more generalizable 
effects or by focusing the advertising effectiveness estimate on the context of interest, alongside various attributes ranging 
from how the input (advertising) or output (sales, market share, or choice) is measured, to what advertising medium is used, 
to the industry or region in which the product or firm operates, the stage in the product life cycle, and beyond. This is done 
via conditional effect estimates, such as those shown in the final row of Table 2. We have reproduced estimates similar to 
past research under conditions consistent with their approach (Table 1, Model 1) and then progressively layered on citation-
supported corrections throughout the rest of Tables 1 – 2. 

4.4. Robustness checks 

In this section, we summarize numerous robustness checks including alternative PSB testing and estimation methods, 
trend analysis, and subgroup analyses; all corroborate our findings. 

4.4.1. Alternative methods to accommodate publication selection bias 
Utilizing TESS-PPST, we find that both TESS and PSST separately and combined detect publication selection bias in the 

aggregate database of elasticities and in every subgroup examined, as we show in Web Appendix K, Table WK1. This further 
verifies our finding that there is significant publication selection bias in the advertising effectiveness literature. 

We also include and describe three alternative meta-analytic weighted averages used to accommodate publication selec-
tion biases by calculating UWLS weighted averages of those estimates with statistical power > = 80 % for aggregate, short-
term, and long-term effects in Web Appendix J, Table WJ2. The aggregate and short-term effects are both estimated as being 
0.02 and not statistically different than zero (p > 0.05 in both cases). Only the long-term effect is significantly positive (0.05, 
t = 3.81; p < 0.01). These estimates further support our finding that overall advertising elasticity estimates are much smaller 
than prior meta-analytic estimates. 

4.4.2. Time trends in advertising elasticity as alternative explanation 
It may be that our estimates are smaller due to the possibility that elasticities have potentially decreased over time; how-

ever, this is not the case. We show that, over time, the reported MA estimates of advertising-sales elasticities have become 
smaller, largely due to the advancement in MA methods. Like our study, Sethuraman et al. (2011) also finds much smaller 
advertising elasticity than prior meta-analyses: 0.12 versus. 0.22 for the short-term and 0.24 versus 0.41 for the long-term (p. 
457). We find a similar decline from Sethuraman et al. (2011). However, this decrease is not caused by a decline of the elas-
ticities reported in the primary research literature. If anything, they have been increasing. We estimate an increase in elas-
ticity of 0.00004/year, implying average elasticity estimates may have increased by 0.02 over the 50-year history of this 
research. 

4.4.3. Small sample as alternative explanation: expanding the sample 
In this work, we follow past studies focusing on brand-level elasticities. However, to expand our sample and further 

demonstrate the robustness of our findings, we additionally estimate models similar to those of Tables 1 and 2 in Tables 
3-4, but using a much larger sample of elasticities. In Tables 3 - 4, we consolidate brand and category elasticities using 
1,096 estimates from 93 papers. We find similar estimates from inferior models as we do in Table 1, and similar reductions 
and corrected estimates as we progress from worse to better models across Tables 3 - 4, again, similar to that which we find 
in Tables 1 – 2. We find, in the wider sample, the database attributes measured by a variety of descriptive distributional 
statistic for all estimates, as opposed to the smaller subset with SE, are similar to each other and to those of the final sample 
used in our main analyses in Tables 1 – 2. 

By allowing for a common regression between brand and category elasticities using the initial variable set, again allowing 
general-to-specific to select our model, and then applying conditional estimate analyses to the models to estimate a range of
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typical conditional effects, we estimate the effect range applicable for the majority of scenarios. However, it should be noted 
that these effects are only robust if we assume no interaction effects and similar relations between the variables included in 
the model for both brand and category elasticities (unlikely). These estimates suggest that elasticities, generally speaking, are 
even smaller, and that category elasticities in particular are smaller but more compact, falling into a thinner typical range of 
0.003 − 0.10 except in the entertainment media industry where effects are larger (∼ 0.07 − 0.10 larger across models).

We consider the FAT-PET MMRA model with fixed effects in Column (3) of Table 5 the best practice method and, thus, 
consider these estimates as approximating the ‘‘true” estimates most closely. However, we prefer Tables 1 – 2 to Tables 4 
–  5  for estimating brand-level effects. Tables 4 – 5 are estimated merely for robustness. 

4.4.4. Subgroup MMRA 
First, we calculate the UWLS-MMRA model from Table 2, Model 2, using only those estimates with precision less than 200 

to be sure that a few estimates with relatively large precisions (1/SE) are not unduly influencing the findings. The results are 
practically equivalent to those we report in Table 2, Model 2 (see Table WJ3, Model 1 in Web Appendix J). Secondly, to ensure 
our results are not influenced by any single coding error or other mistake, we investigate leverage statistics (dfbeta) and re-
estimate the UWLS-MMRA model reported in Table 2, Model 2 (see Table WJ3, Model 2). We find qualitatively similar effects. 
Next, we again calculate the UWLS-MMRA but using only those studies from Henningsen et al. (2011) (see Table WJ3, Model 
3). The results are similar but not identical. For example, effects from TV-based advertisements exhibit a notably smaller, 
rather than larger, effect. We hypothesize this is because the Internet variable must be omitted due to collinearity. In 
Table WJ3, Model 4, we replicate Table 2, Model 3, employing a random effects panel instead of fixed effects panel. 

4.4.5. Conclusions additional analyses 
These robustness checks corroborate the significant reductions in advertising elasticity that we find are due to improved 

methods. In summary, we apply multiple meta-analytic models to various models and subgroups and find an effect range 
that is robust to subgroup analyses, alternative estimation methods, and multiple tests for and methods to accommodate 
publication selection bias. 

5. Discussion 

In this section, we discuss the size and impact of the biases that we identified and corrected for in the previous section in 
the advertising effectiveness context; implications for scholars and practice, limitations of our research, and future research 
directions. 

5.1. Meta-analytic bias 

Prior meta-analyses reported notably larger overall advertising effects because they did not fully adjust for common meta-
analytic biases. We detail the sources and impact each of these biases in meta-analytic advertising research specifically. The 
mathematical magnitude of each bias and its effect on the elasticity estimates can be inferred by the coefficients on the inde-
pendent variables in those categories.3 

5.1.1. Publication selection bias 
First and foremost, we find strong and robust evidence that reported advertising elasticities are overestimated due to 

publication selection bias. We demonstrate this by the large size of the coefficient on the SE and its consistent statistical sig-
nificance (p < 0.01) across all methods, models, and subgroup analyses. Whether we use simple meta-analytic weighted aver-
ages and methods (Table 1) or any MMRA model (Table 2), SE’s coefficient is always quite substantial (1.42–1.75). To see 
what these large coefficients imply, take the smallest (1.42) and multiply by the average standard error (0.0532), yielding 
0.08. Thus, publication selection bias exaggerates reported advertising elasticities by at least 0.08, on average. Subtracting 
average bias from the average reported advertising elasticity (0.09) implies that the typical publication selection bias-
corrected elasticity is less than 0.02. 

Overall, we find that the average reported advertising elasticity is exaggerated by a factor of 5.7, or nearly six times for 
long-term estimates and even more for short-term estimates. Suppose, for the sake of argument, that SE does not represent 
publication selection bias. A conscientious researcher would still drive standard error to zero. Bias or not, standard error rep-
resents sampling error and the uncertainty of the associated elasticity estimates. 

Nonetheless, this exaggeration is likely to be the result of selection for statistical significance, as our tests have indicated. 
That is, some researchers and/or reviewers suppress negative and/or nonsignificant elasticities, potentially believing them to
3 For example, one aspect of misspecification bias is represented in our data by the variable ‘‘Panel”. Since we define ‘Panel = 1’ to be when (superior) panel 
data was used and since the size of the coefficient on that variable is 0.001 in our preferred method (Table 2, Model 3), we can say that we estimate the 
misspecification bias associated with the use of inferior data structures leads to underestimating elasticity effects by 0.001. We can sum the relevant 
coefficients in this category appropriately, based on best practice values, to estimate the overall effect of misspecification on elasticity estimates formed by the 
overall meta-analytic average or other averages.
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be mistaken, or the models and methods that produced them to be at fault. After all, the idea that advertising increases sales 
is a core principle of marketing. This asymmetry of theory leads to the ‘fallacy of composition.’

5.1.2. Misspecification bias 
We have also identified several other potential sources of bias. Notable misspecification biases are represented by Panel, 

Competition, and Omit: Lag Price, Model 3, Table 2. We find that studies that do not control for the panel structure of 
advertising data or changes in product price tend to underestimate effects, while studies that do not control for competition 
tend to overestimate effects. However, these potential misspecification biases are quite small (< ± 1 %). 

5.1.3. Aggregation bias 
Aggregation bias can also be notable; however, it is only a ‘bias’ when the estimate is misaligned with its target industry, 

region, advertising platform, or the input or output measure used. We coded and controlled for a multitude of factors rep-
resenting industries, outcome measures, advertising mediums, and sales measures in the ‘general’ MMRA model (Table 2, 
Model 1). The potential aggregation bias that might possibly remain in the ‘specific’ MMRA (Table 2, Model 2) is associated 
with the following factors: Entertainment Media, Abs: GRP, Growth, US, Internet, Annual, and TV. These aggregation biases 
can be substantial. If a meta-analytic study fails to account for the different responsiveness of advertising in the entertain-
ment media industry (or those in their growth phase), advertising effectiveness estimates will be underestimated. However, 
in other industries and those in their mature stage, these will be overestimated. Similarly, if combined indiscriminately, 
advertising is likely to be underestimated for TV and Internet platforms, and overestimated for others. 

When all of these considerations are taken into account, representative advertising elasticities are quite modest except in 
particular scenarios; for example, US-based entertainment media firms advertising growth phase products (e.g., tickets to 
new movies) using internet advertising. Overall effect estimates from meta-analytic weighted averages and those that 
account for publication selection bias are often practically negligible (see Table 2). 

5.2. Implications 

This research brings forth critical implications for both scholarly pursuits and marketing practice, significantly extending 
the discourse on advertising effectiveness. We underscore the need for a paradigm shift in how advertising effectiveness is 
assessed and used in strategic decision-making. 

5.2.1. Implications for scholars and analysts 
Our results suggest important variables and modeling considerations for (1) primary studies in advertising; (2) MA of 

advertising; and (3) marketing MA generally. 
First, primary study advertising researchers should incorporate the factors we find relevant here in their models. Specif-

ically, advertising modelers should incorporate the lag of price in their advertising effectiveness models, account for different 
advertising mediums used in the data they are modeling, control for changes to other marketing mix elements, account for 
competition, and use panel data when possible. Analysts and readers alike should also be cognizant that studies that exam-
ine advertising over longer periods and use annual data are likely to find larger effects. 

Secondly, this work empirically demonstrates for future meta-analysts in advertising a minimum set of variables that 
modelers should account for when replicating and/or updating our findings. Better methods reduce the number of significant 
variables extensively, compared to prior findings, offering future modelers guidance in terms of which variables are most 
important. 

Thirdly, this work provides evidence as to why marketing meta-analysts generally should incorporate cluster-robust stan-
dard errors, employ UWLS, include the standard error as an independent variable, and use study-level fixed effects when 
estimating meta-analytic models, as well as the impact of doing so. Marketing meta-analysts can use the best practice 
bias-correction methods we demonstrate using the 8-step approach advocated here, thereby providing a future path for 
meta-analysts to follow. 

Fourthly, this research should spark further demand for increased scrutiny in marketing research reporting. The signifi-
cant publication selection bias uncovered by our advanced meta-analytic methods indicates that previous estimates of mar-
keting effectiveness are likely inflated. This discovery mandates a more rigorous evaluation approach. By implementing our 
proposed methodologies, analysts and firms can ensure a more accurate, honest, and transparent evaluation of marketing 
efforts, facilitating better-informed strategic decisions. 

5.2.2. Implications for practice 
Our research findings compel a strategic reassessment of marketing budgets and resource allocation. With our findings 

indicating a more nuanced view of advertising effectiveness, firms should consider reallocating budgets away from tradi-
tional advertising to potentially more lucrative areas, such as digital marketing and customer relationship management. 
These areas often offer more measurable and direct returns, particularly in segments showing higher responsiveness. 

Our findings are particularly valuable for firms operating under economic strain or looking to optimize budgetary alloca-
tions. By demonstrating variable advertising effectiveness, our study guides companies in making judicious budget cuts
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without sacrificing impact. Firms are encouraged to invest in high-return areas while reducing spending in less effective 
ones, thus maximizing overall marketing efficiency. 

We provide an overall mean and relevant range that can be used for benchmarking. Marketing managers and analysts can 
use these results to better allocate their advertising / marketing budgets, as well as to evaluate the quality of advertising 
campaigns. In general, practitioners can expect a 10 % increase in advertising to be associated with a 0.03 to 1 % increase 
in sales, choice, and/or market share. 

Furthermore, we also show when advertising is most effective. Our results show that advertising can have an even larger 
effect in particular contexts, such as in the entertainment media industry, when internet advertising is employed, and/or 
during the growth stage. Thus, firms receive more value for money when focusing their advertising efforts on the internet, 
primarily, and TV. Advertising is most effective during the growth phase of the product life cycle. These results also should 
encourage marketing departments to enhance their accountability by adopting advanced analytics. This shift towards data-
driven decision-making ensures that advertising spending is justified by measurable outcomes, improving overall marketing 
strategy effectiveness. 

Additionally, managers could benefit from optimizing advertising strategies based on our findings. Recognizing the varied 
effectiveness across different mediums and stages of the product life cycle, strategic targeting of advertising efforts can lead 
to significantly improved returns. For instance, focusing on internet and TV advertising during the growth stage can maxi-
mize impact. 

Practitioners can also apply our methodologies to tailor their advertising strategies to specific conditions. By using the 
conditional estimation models provided, marketing professionals can adjust their strategies according to industry-specific 
dynamics, regional characteristics, and other relevant factors, enhancing the precision and effectiveness of their advertising 
efforts. We provide estimated coefficients, such as those from our general model in Table 2, Model 1, along with the asso-
ciated methodologies that we describe here. Our data and code can be used by corporate or industry analysts to estimate 
specific effects that more narrowly apply to their needs. 

Using conditional estimation based on a linear combination of the independent variables, practitioners can calibrate their 
projections based on our data and general model to fit their industry, region, chosen advertising platform, product life cycle 
stage, outcome of interest, and beyond (e.g., internet-based advertising sales effects for a ‘mature’ product in the entertain-
ment media industry). To support meta-analysts, we provide all data and code to readers at www.MetaAnalysisSupport.com. 

Lastly, our meta-analytic methods demonstration provides practitioners with their own meta-analytic how-to they can 
use to dig into and analyze other business and marketing issues using the techniques outlined here. Integrating our method-
ological advances allows firms to refine their marketing strategies based on robust empirical evidence. Our approach offers a 
detailed understanding of when and how advertising is most effective, enabling marketers to tailor strategies to specific con-
ditions such as industry dynamics, regional characteristics, and product life cycle stages. Using our data and code as a guide, 
this work unlocks a new world for marketing practitioners to easily conduct meaningful research that provides robust mar-
ket insights. With these methods, advertising effectiveness research need not be limited to RCTs. Our work shows that proper 
meta-analytic estimation of a collection of MMMs can provide accurate estimates of advertising elasticity in line with those 
of recent RCTs, broadening our ability to collect and conduct advertising effectiveness data and research under a wider range 
of settings and time periods. 

5.3. Limitations and future research directions 

First, our MA cannot predict what might happen if marketers dramatically alter their advertising efforts because such a 
dramatic shift is not typical of the much smaller sample variation upon which our estimates are based. Therefore, it would be 
erroneous to infer that advertising has no effect. 

Competition and experience may have led to near optimal advertising levels at a mature stage of a product/brand’s life 
cycle. When advertising and sales are in near equilibrium, marginal changes—the type of variation generally seen in the 
research studies we have coded—would be expected to have little effect. That is, if we assume efficient markets, firms are 
already at or near optimal advertising levels. In this case, the cost of additional advertising will be offset by additional ben-
efits, providing no net gain. Furthermore, we estimate increases in both sales and market share associated with marginal 
increases in advertising spending. These two separate effects occur simultaneously; increases in sales and market share 
resulting from increasing advertising may produce a double benefit for the firm. 

Secondly, we can only analyze 40 studies in our main analyses given we need standard errors, and many studies do not 
include standard errors or allow for them to be calculated. Due to the number of available estimates, we can only analyze up 
to 25 variables due to multicollinearity concerns. While one always prefers larger databases, the research on which can be 
fruitful, we feel the ability to weigh studies by their accuracy and account for PSB outweighs the benefits of coding a large 
number of estimates without being able to weight them or use advanced meta-analytic methods such as FAT-PET-PEESE or 
UWLS. 

Thirdly, while this work examines and details best practice meta-analytic methods primarily for a frequentist approach, a 
budding and relevant field in MA is Bayesian MA and bias corrections. Marketing scholars should advance best practices in 
conducting meta-analyses in a Bayesian approach, in addition to the best practices suggested here for frequentist meta-
analyses.
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Fourthly, future meta-analyses in marketing should examine other research questions by applying these meta-analytic 
bias correction methods and should consider the 8-step approach we suggest here to quantify the bias and correct effect esti-
mates in both new and other previously-studied areas. While advertising research has a large and still growing number of 
meta-analyses conducted, such areas benefitting from improved and updated meta-analyses concern price, cross-price, and 
promotional elasticities, among others, such as those areas listed in Korkames & Stremersch (2024) and Korkames (2024b). 
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