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Technology-intensive markets consist of products that are often inter-
dependent and operate together as a modular system. Although prior
research has extensively addressed standardization and network exter-
nalities in such markets, it has not addressed the buying of modular sys-
tems. The authors identify two focal decision dimensions of the buyer,
namely the decision of whether to outsource system integration and the
decision of how much to concentrate the purchase of system components
with one or more suppliers. The authors develop a comprehensive pro-
duction- and transaction-cost framework to explain companies’ positions
on these two decisions. They find that especially leakage and the buyer’s
know-how, together with the technological volatility the buyer faces, drive
the preference for outsourcing system integration and the purchase con-
centration of system components. An empirical test in the market for

Intensive Markets

telecommunications systems supports the theory developed.

Buying Modular Systems in Technology-

The burgeoning academic focus on technology-intensive
(TI) markets parallels the understanding that TI markets are
not only important but also unique (Capon and Glazer 1987,
Glazer 1991). Unfortunately, research on TI markets
remains largely unexplored. Organizational buying behavior
in these markets is particularly underresearched, though
scholars have established its theoretical uniqueness (Heide
and Weiss 1995; Weiss and Heide 1993).

One characteristic of TI markets that has important impli-
cations for organizational buying behavior is that technolog-
ical products are interdependent and often operate together
in a modular system (Schilling 2000). A computer works
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and communicates with other computers and servers in a
network. Transmissions and switches are necessary compo-
nents in a network of a telecommunications operator to pro-
vide end users with the ability to communicate. Modular
systems typically comprise “technologically divisible” com-
ponents joined by a set of nonproprietary interfaces that
enables the components to work (Katz and Shapiro 1994).

Modular systems raise two particularly interesting strate-
gic decisions for buyers. First, because the system compo-
nents must be integrated into a system, by either an outside
system integrator or the buyer, the buyer needs to decide
whether to outsource the system-integration function or to
integrate the system in-house. System integration is defined
as the installment and interconnection of a system’s compo-
nents (Wilson, Weiss, and John 1990). For example,
telecommunications operators must decide whether to out-
source the integration of switches, transmission, and billing
in a new or enhanced telecommunications network to an
external system integrator. Second, buyers need not buy all
system components from the same manufacturer, regardless
of whether they outsource the integration function; instead,
they can mix and match components from different manu-
facturers. As a result, the buyer needs to decide whether to
purchase all system components from a single supplier or
from multiple suppliers. For example, telecommunications
operators must decide whether to buy switches, transmis-
sion, and billing from the same manufacturer or to mix and
match these network components from multiple suppliers.
These two decisions result in various purchasing options
being available to buyers (see Figure 1).
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Figure 1
PREFERENCES FOR MODULAR SYSTEMS

For example, consider the market for computer systems.
Although there are companies that adopt an outsource—
single-source policy, such as buying an integrated system
from IBM, none of the purchasing strategies for modular
systems is dominant. Buyers may also adopt multiple sourc-
ing of components and outsource system integration to an
outside party. Thus, they may prefer to buy a turnkey system
from Accenture that integrates Compagq servers, Dell work-
stations, and Microsoft software into a single system. In
contrast, buyers may prefer to have their own information
technology (IT) department integrate the system, shop
around, and buy IBM servers, Dell workstations, and
Microsoft software (i.e., in-house system integration with
multiple sourcing). Buyers may also prefer to single-source
components from IBM and have their own IT department
integrate the system (i.e., in-house system integration with
single sourcing).

Such variation across these alternatives is likely the case
in other industries as well. Discussion with industry
observers and participants in the telecommunications sys-
tems market, which is the context of our study, has indicated
that there is no dominant purchasing strategy in this market.
Therefore, it would be useful to identify the conditions that
make the various options attractive.

Prior literature may help in this regard. In particular, there
are two streams of research that have examined companies’
outsourcing decisions: neoclassical economics and institu-
tional economics. Neoclassical economics has studied the
outsourcing decision from a production-cost perspective,
whereas institutional economics has studied the decision
from a transaction-cost perspective (Rindfleisch and Heide
1997). With respect to organizations’ purchase concentra-
tion decision, there is little literature, except for descriptive
commentary in the trade and managerial press, that dis-
cusses the factors that drive a company’s preference for sin-
gle sourcing over multiple sourcing or that develops a the-
ory that has particular relevance in TI markets. We take a
similar production- and transaction-cost perspectives on the
component purchase-concentration decision. As we argue
subsequently, considerations of production costs and trans-
action costs may also drive buyers’ decisions about the
extent to which they will single-source system components.

These two perspectives (production and transaction costs)
have been applied in various contexts but rarely in a tech-
nology context. Prior research suggests that the straightfor-
ward application of these perspectives to a technology con-
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text may be misguided. For example, Balakrishnan and
Wernerfelt (1986) argue that technological volatility has
unique consequences for outsourcing that the traditional
environmental volatility in transaction-cost analysis does
not capture. Although environmental volatility makes out-
sourcing less efficient, technological volatility has the oppo-
site effect. An understanding of TI markets also requires a
focus on the presence and transfer of know-how (Glazer
1991; John, Weiss, and Dutta 1999). Although prior litera-
ture on production costs and transaction costs has rarely
examined these factors, research in TI markets has shown
that the presence and potential leakage of (tacit) know-how
is central to an understanding of how firms organize their
interfirm relationships (e.g., Dutta and Weiss 1997; Pisano
1990).

We test our production- and transaction-cost framework
using a field survey in which we conducted a conjoint exper-
iment. Although conjoint is rarely used in an organizational
context (for two exceptions, see Murry and Heide 1998;
Wathne, Biong, and Heide 2001), it fits with the increasing
use of experimental designs in organizational research. The
following section presents our research hypotheses. The
third section describes our research design and data collec-
tion methods. The fourth section discusses the model and
statistical tests we used to analyze the data and presents the
results of the study. The final section discusses the results,
the study’s limitations, and implications for marketing
research and practice.

CONCEPTUAL BACKGROUND AND HYPOTHESES

Scholars have suggested that organizations consider both
production costs and transaction costs in structuring their
interfirm relationships (Walker and Weber 1984). Our con-
ceptual framework builds on this insight to delineate a set of
production- and transaction-cost variables that may affect a
company’s preference to outsource system integration and
single-source system components. We first postulate our
hypotheses on production-cost variables, after which we
turn to transaction-cost variables.

Production-Cost Variables

Production costs are those costs associated with a firm’s
production function, and thus production-related variables
influence the buyer’s cost of task execution. We identify the
relevant production-cost variables subsequently.

Presence of know-how. Know-how has been defined as
scientific knowledge applied to useful purposes (Quinn,
Baruch, and Zien 1997). The presence of know-how refers
to the degree of technology expertise, experience, training,
and competency of a buying organization. A buyer’s know-
how may influence the cost of in-house system integration,
regardless of the identity of any specific system integrator.
However, two seemingly contradictory predictions can be
made, depending on how a buyer’s level of know-how
affects its ability and motivation.

One stream of literature suggests that the more know-how

a company has, the less it prefers outsourcing to in-house

system integration. This is because buyers with more know-
how have a greater ability in system integration. For exam-
ple, John, Weiss, and Dutta (1999) argue that when a com-
pany has developed a high level of know-how, the relative
cost of using the know-how is low. The greater ability of
high-know-how companies thus translates into increasingly
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lower costs of and a greater preference for in-house system
integration.

Other streams of literature point to the motivation of low-
know-how firms to acquire a certain threshold level of
know-how in order to assimilate new know-how (Cohen and
Levinthal 1990). For example, the literature on technology

adoption points out the prevalence of “learning by doing”

and not bypassing the ability to gain important technologi-
cal learning that accrues with experience (Grenadier and
Weiss 1997). Such an argument suggests that buyers with
the least know-how are the most likely to prefer in-house
system integration.

Combining the ability and motivation arguments, we pro-
pose a curvilinear relationship between the presence of
know-how and the preference for outsourcing system inte-
gration, in which companies with moderate levels of know-
how have the greatest preference for outsourcing. A
moderate-know-how company will already have crossed a
threshold level of know-how and will have gained sufficient
ability to assimilate new knowledge obtained through the
system integrator (Cohen and Levinthal 1990), which thus
makes the decision to outsource system integration more
likely. In addition, a moderate-know-how buyer may still
have a substantial cost disadvantage compared with an
external system integrator, which also increases its prefer-
ence for outsourcing system integration.

H,: The preference for outsourcing over in-house system inte-
gration is greatest for buyers with moderate levels of know-
toory aind 15 feast for huyvers with fow ar figh Tevels of Bnow-
b

Conflicting arguments can be advanced about the effeel
al’ Know-how on g buyer™s preference for single sourcing
cver multiple sourcing. On the one hand, industrial buying
theory states that high-know-how buvers face little task
wncertdingy and thus have Tow motvation o seck more
intormaton (MoOuwston 1985, This s also consistent with
Propgherty’s (19923 hinding that the betler developed an
organtalion’s know-how s, the less likely of wanls to
acyuite or access new information from external sources
Thus, we expect @ high-know-how buyer o attach Linle
vitlue to the more diverse information that moliple supplicrs
provide, Conseguently, we expect high-know-how buyers 1o
have o greater prefercnee for single sourcing over mulliple
sourcing, compared with low-know-how buyers, On the
ofher hand, Weiss and lleide (19931 arpue that the less
konwe-how buyers have, the Tess they are able w diserimimate
between different edlerings. Therelore. low-koow-how buy-
ers may lck the prime motivation to mix and match com-
ponents from multiple vendors. From this contrasting per
spective, single sourcing may alse be convenient for
low -k now-how Buyers,

Buvers with moderate know-how may have the lowest
preferance for single sourcing over multiple sourcing. In
contrast with low-know-how buyers, they are able 1o dis-
criminate between dilferent afferings. o contrast with high-
know-how bayers, they many be maore cager o increase infor-
matien inflow from suppliers, becanse they may sl
considerably mprove their Knew-how and perceive maoder-
ate task uncertainty {Bunn 19937, Therefore,

Hy: The prelerence for saingle sourcing over muliple seurcing of

sysEn components 15 least for buvers with mocderare levels
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of know-how and greatest for buyers with low or high lev-
els of know-how.

Technological heterogeneity. Technological heterogeneity
refers to the presence of multiple, partially discrepant prod-
uct offerings (Tushman and Anderson 1986). In the context

-of systems, technological heterogeneity captures the techno-

logical differences between possible system configurations,
and it affects a buyer’s information-processing costs. A
buyer facing greater technological heterogeneity is likely to
face higher information acquisition and processing costs for
all possible system configurations. Weiss and Heide (1993)
argue that high levels of heterogeneity may create
information-processing problems of such a magnitude that
organizations may suppress information search. In addition,
heterogeneity imposes a need to sort the possible system
configurations into more homogeneous classes (Leblebici
and Salancik 1981). Firms can minimize information-
processing costs by contracting with an external system
integrator that typically acquires and processes information
as part of its core competencies.

In environments with high technological heterogeneity,
buyers are also more likely to choose existing vendors with
which they are familiar (Heide and Weiss 1995). Organiza-
tions in such environments are also expected to have more
routing; formal decision procedures (Leblebici and Salancik
1981). Buyers’ inclination to buy routinely from suppliers
when technology is heterogeneous leads to a tendency to
restrict the number of component suppliers. Therefore, we
by pothesiee:

oz The greater the lechnelemeal heterogeneity, the greater a
buyer's preference 15 for () outsourcing over in-house sys-
lem integration and (b single sourcing over multiple sourc-

g ol SVslem componcnis,

In Hy. we stipulite that orgunizations may have a higher
preference for amsourcing under conditons of high techno-
lopieal heterogeneity. because they deliberately use only
part af the information avalable and want to minimize the
information they need 10 process o cope with complexity.
At the same time, in Hj. we arzoe that knowledgeable
arganizations seek less new mformation than do less knowl-
edgeable organizations (Dousherty 1992, These theoretical
arguments seem e sugeest that knowledgeable organiza-
tiais, compared with low-know-how buvers, restrict infor-
mation inflow more casily through outsourcing in reaction
to high technilogical heterageneily. We also argue that firms
in emvironments with high techoelogical heterogeneity
alttermpt 1o work with existing, lamihar vendors (Heide and
Welss 1995), and we expect high-know-how firms to adopt
such o strategy vasily, o contrast, low-know-how firms
attempi o maximize information inflow to deal with the
wrealer uncertunty they experience (see Hy). Therefore, we
expect that less knowledgeable orzunizations, compared
with more knowledgeable buyers, prefer less to develop
stromg relationships with @ single source in reaction to high
technolozical heterogeneity.

L, The positive relatienship between technological heterogene-
iy and a buyer's prelercnees for (a) outsourcing over in-
fouse systen imegration and b single sourcing over mul-
tiple sourcing is greater lor gh-know-how buyers than for
Jome Ko -howe buavers
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Component-supplier specialization. Component-supplier
specialization refers to the differentiation that component
suppliers achieve by focusing on a narrow subset of prod-
ucts or technologies. A dominant reason that high-
technology firms specialize in one or a few system compo-
nents is to maintain their technological leads (John, Weiss,
and Dutta 1999). In general, such specialization enables
manufacturers to create higher quality in a specialized set of
components. However, perceived quality differences among
various specialized manufacturers create a major incentive
for buyers to mix and match the components of different
vendors into a modular system (Schilling 2000). By doing
so, buyers are able to build a system that better fits their
idiosyncratic needs (Wilson, Weiss, and John 1990).
Another argument to this effect is that suppliers that spe-
cialize may achieve economies of scale, which reduce the
cost of their components to the buyer. Thus,

Hs: The greater the component-supplier specialization, the
lower a buyer’s preference is for single sourcing over multi-
ple sourcing of the system components.

Supplier concentration in the system-integration market.
Supplier concentration in the system-integration market per-
tains to the number of capable, reliable system integrators.
A large (small) number of integrators represents a low
(high) concentration degree. High concentration in the
system-integration market raises the ex ante price a system
integrator charges the buyer, which is due to monopoly
power. The higher price reduces the cost disadvantage for a
buyer of in-house system integration. In addition, when sup-
plier concentration is low, the cost of switching to an alter-
native system integrator is relatively low (Lieberman 1991).
Thus, the more alternative suppliers there are, the more a
buyer tends to prefer outsourcing to in-house system inte-
gration. Conversely,

Hg: The greater the supplier concentration in the system-
integration market, the lower a buyer’s preference is for out-
sourcing over in-house system integration. o

Acquisition expertise. Buyers may also vary as to the
extent of their acquisition expertise, which is often gained
through experience, on the different suppliers in the mar-
ket.! Acquisition expertise affects the costs of executing the
focal administrative task of evaluating the abilities and char-
acteristics of various suppliers. A buyer with less expertise
on the supplier market faces a greater need for information
search in supplier choice. The buyer’s lack of expertise per-
taining to suppliers presents the buyer with a novel purchase
situation, which increases the perceived task uncertainty
(McQuiston 1989). Purchasing literature has found that buy-
ers increase their information search when faced with uncer-
tainty (Sheth 1973). Weiss and Heide (1993) have shown
that in TI markets, buyers that lack prior experience with
suppliers increase information search. System integrators
are typically highly expert in the supplier market, in view of
their own experiences across projects. Contracting with an
external system integrator may be an efficient way for buy-

INote that an organization’s acquisition expertise is distinct from its
technological know-how. Know-how refers to scientific knowledge applied
to useful purposes or is synonymous to the technology within a company
(Capon and Glazer 1987), whereas acquisition-related expertise merely
reflects how well the buyer knows the various suppliers’ characteristics.
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ers with little acquisition expertise to acquire information on
the supplier market. Therefore,

H,: The more acquisition expertise a buyer has, the lower a
buyer’s preference is for outsourcing over in-house system
integration.

Transaction-Cost Variables

Transaction costs are those costs associated with the
exchanges between specific parties and enforcing agree-
ments. In particular, transaction-cost variables tap the dan-
gers of ex post opportunism by an exchange partner.

Leakage of tacit know-how. We previously related a
buyer’s know-how to various production costs. We now turn
to an important governance problem that may be related to a
buyer’s know-how. If the buyer has (1) substantial propri-
etary know-how that (2) is tacit and (3) could be leaked
when dealing with exchange parties, governance issues may
be at play. If any of these three conditions is absent, gover-
nance may not be a problem, because efficient contracts can
be drafted. Potential leakage of proprietary tacit know-how
taps the increased danger of appropriation (without com-
pensation) of the assets of one party by the exchange party.
Transactions in TI markets often involve leakage of tacit
know-how between transacting parties (John, Weiss, and
Dutta 1999).

The outsourcing of system-integration activities makes
the buyer particularly prone to tacit know-how leakage. If
the buyer decides to outsource, an external system integra-
tor will have frequent contact with the buyer’s organization
and will gain access to the buyer’s technology base. Such
frequent contact and access enable transfer or leakage of
tacit know-how (Teece 1981). Appropriation of the buyer’s
tacit know-how may lead to two negative consequences.
First, the external system integrator may opportunistically
use the leaked tacit know-how to endanger the buyer’s
bargaining position. Safeguards in the form of contractual
(e.g., confidentiality) agreements are difficult for a buyer to
put in place to avoid the opportunistic exploitation of this
tacit know-how (Hennart 1988). This is because tacit know-
how involves property rights that are difficult to control,
because they are likely to be ambiguous and relatively unde-
tectable, and thus contingent claims contracts are difficult to
enforce (Williamson 1985). Second, because a system inte-
grator often works for multiple customers in the same indus-
try at the same time, it may inadvertently leak this tacit
know-how to the buyer’s competitors (Pisano 1990), which
may severely endanger the buyer’s competitive position.
Therefore,

Hg: The greater the tacit know-how of the buyer that can be
leaked, the lower the buyer’s preference is for outsourcing
over in-house system integration.

For the component purchase-concentration decision, pre-
diction may be less clear-cut. The adverse consequences of
tacit know-how leakage may be fewer in a single-sourcing
situation than in a multiple-sourcing one, because single
sourcing may entail greater interdependence. This follows
from prior research on marketing channels (e.g., trust) in
which it is suggested that greater interdependence actually
strengthens commitment and trust in relationships (Kumar,
Scheer, and Steenkamp 1995).
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In addition, the number of parties to which the single
source could leak the buyer’s tacit know-how is likely to be
more restricted than it is in a multiple-sourcing situation.
For example, the single source of the buyer may have little
contact with most of the buyer’s main competitors, which
makes leakage of the buyer’s tacit know-how to these com-
petitors less likely. In contrast, if the buyer uses multiple
sources, it is unlikely that those sources all have little con-
tact with the buyer’s main competitors. In our context, if a
component supplier has a single-sourcing relationship with
a buyer, it is unlikely that the supplier develops close,
single-source relationships with that buyer’s main competi-
tors. In this sense, even if tacit know-how is leaked, it
restrains most of the hazards related to opportunistic behav-
ior of the supplier that are associated with it. Such an argu-
ment is consistent with the strength-of-ties literature in soci-
ology (e.g., Granovetter 1973) and marketing (Rindfleisch
and Moorman 1999), which shows that knowledge trans-
ferred in a dense network often involves redundant knowl-
edge. These arguments lead to the following hypothesis:

Ho: The greater the tacit know-how of the buver that can be
leaked, the greater the buver's preterence is Tor single sourc-
ing over muhiple sourcing.:

I contrast with Hg, it can also be argued that buyers pre-
ter multiple sourcing when the hazard of 1aci know-how
leakage is preat. Not only the extent wo which leaked tacil
know-how is exploited (which anderlies [,) but also the rel-
ative ease with which tacit know-how leakage may occur
(see, ez, Hansen 1999) varies from a single-sourcing 1o a
multiple-sourcing situation. In particular, working with a
single: supplier rather than multiple suppliers may make
leakage of tacit know-how more likely because the supplier
and buyer have more frequent interaction and their engi-
neers work more intensively logether across the huver's
entire technology base. This intensive communication
hetween personnel ol the two organizations enables tacit
know-how leakage (Teece 19811 Nou only will leakage be
easier, but the single source will ebtain tacit know-how that
cncampasses all parts of the vanous system components, In
this sense, the know-how the single source ohtains may
actually be richer than the know-how each of the multple
suppliers would obtain, which increises the appropriation
hazard 10 the buyer,

Moreover, although the previous hypothesis states that
supplicr opportunisin is likely to be lower inoa single-
sourcing situation, a single source may still “inadvertently”
lewk this tacit know-how to the buver's compentors {Pisano
LY, This argument is consistent with Auster™s (19923 and
Dutta and Weiss's (1997) arguments that companies struc-
ture their interfirm relationships o avoid leakage of tacit
K o=,

Hype The greater the tacn konow-how of the buyer that cun he
leaked, the lower the buyer™s preference is for single soure-
it ever muthiple sourcimg.

Fechnological velarilicy, Technological volaility refers 1o
the extent to which changes i teehnology are rapid wnd
unpredictable. In velatle markets, information is often -
curate, unavailuble, or obsolete (Bourgeois and Eisenhardr
IYEsy Institutional economics literature argues that DT
flions encounter contracting problems with owside suppli
il o safeguard untoreseeshle

ors beeause they may not be a
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contingencies (Klein, Frazier, and Roth 1990). In conse-
quence, volatility may hinder outsourcing; however, this
reasoning, though valid for general environmental volatility,
is inappropriate when it specifically involves technological
volatility. The more volatile technology is, the greater the
likelihood is that a technology becomes obsolete. As the
likelihood of obsolescence increases, the expected prof-
itability of and the incentive for any bargaining decreases
(Balakrishnan and Wernerfelt 1986). Thus, because buyers
are not vulnerable to ex post bargaining over quasi rents of
the contract, the incentive for them to integrate the system
in-house disappears. In addition, technological volatility
may destroy competencies (Tushman and Nelson 1990).
Thus, volatile environments discourage buyers from build-
ing their own system-integration know-how. In summary,
we expect that companies respond to technological volatil-
ity by outsourcing rather than by in-house system
integration.

In markets with high technological volatility, firms gener-
ally prefer a high degree of flexibility (Jackson 1985; Sheri-
dan 1988). An increase in the number of component suppli-
ers leads o greater decision-making flexibility, which is
consistent with Eisenhardi's (1989) observation that deci-
sion makers in high-velocily environments increase rather
than decrease their alternatives,

Hyp: The srewter the technological volatility, (a) the greater a
huver's preference 15 for outsourcing over in-house system
integrution and (b the lower a buyer’s preference is for sin-
gle seurcing over multiple sourcing of the system
L H['I_]H Menes

As we do in Hy (for rechnological heterogeneity), we
explore whether the relationship between a buyer’s percep-
tivns of technological volalility and its preferences for
system-integration outsourcing and component purchase
concentration is likely to depend on the buyer’s know-how.
T . we argue that finms huve a higher preference for out-
sourcing over in-house svstem integration under conditions
ol weehnological volatlity, because technological volatility
may destroy any competencies built in this domain. On the
basis of the absorptive capacity literature, we expect this to
be especially true for low-know-how organizations. High-
know-how organizations may be able to keep track of tech-
nological change and assimilate new know-how relatively
easy, or al least they may be uble to do it as well as any out-
side party could {Cohen and Levinthal 1990).

Wi also argue that firms in volatile environments prefer a
ligh degree of flexibility and therefore have a lower prefer-
enve lor single sourcing over multiple sourcing (H; ;). How-
cver, in Hs, we argue that low-know-how firms want more
information from multiple sources to reduce task uncer-
tarnty, Therefore, under increasing technological volatility,
it is conceivable that knowledzeable buyers are less inclined
lo seek Hexibility than less knowledgeable buyers are. In
canscquence, we expect the following:

Hy o The positive relationship between technological volatility
and & buver’s prelerences for outsourcing over in-house
system integration 15 proater for low-know-how buyers
thae for high-Know -how buyers.

Hyao The negative relationship between technological volatility
and a buyer's prelerences for single sourcing over multiple
sourcing of svstemn components is greater for low-know-

ers than for high-know-how buyers.

I bay
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Transaction-specific assets. Transaction-specific assets
(TSAs) or investments are worth more within a particular
relation than outside it (Williamson 1985). In the case of
system integration, TSAs predominantly include human
asset specificity, or investment in knowledge about the spe-
cific system, and physical asset specificity, or other equip-
ment and software engineered to work optimally with the
specific system. It is possible that TSAs create a “holdup”
problem in the sense that the buyer is more or less “locked
in” to a relationship with a particular system integrator. This
creates the potential for supplier opportunistic behavior,
because the supplier will try to acquire a larger part of the
quasi rents. An effective organizational response to asset
specificity may be in-house system integration (Williamson
1985). Therefore,

H,4: The greater the TSAs involved in system-integration activ-
ities, the lower a buyer’s preference is for outsourcing over
in-house system integration.

Other Variables

We included two control variables in our statistical tests
to account for determinants of outsourcing system integra-
tion and supplier concentration other than our focal theoret-
ical variables. The first control variable was system impor-
tance. Studies in institutional economics have argued that
activities with a high impact on company profits are mostly
integrated within the company (Lieberman 1991). There-
fore, we expect firms to prefer in-house system integration
to outsourcing of system integration when it involves an
important system. Single sourcing may make the buyer
more dependent on a particular component supplier, which
is undesirable if the consequences are great (Klein, Craw-
ford, and Alchian 1978). The second variable was the coun-
try in which the company is located. Because our study is
global, it was important to account for the different environ-
mental conditions particular to its location that a company
may face. We included country dummy variables to capture
this effect.

METHOD
Research Context

We chose the purchasing of telecommunications systems
by telecommunications operators as the setting for testing
our substantive hypotheses. These systems consist of
switches, transmission, and billing software. We chose this
context for two reasons: (1) There is sufficient heterogene-
ity of the focal theoretical variables among companies in
this industry, and (2) telecommunications systems at this
aggregation level are modular.

Because exploratory interviews revealed that decisions
about buying telecommunications systems are the preroga-
tive of the executive committee, we used high-level execu-
tives as key informants. The executives were mostly vice
presidents of technology, vice presidents of purchasing, or
chief executive officers of telecommunications companies.
This selection ensured that respondents had sufficient
knowledge and ability to report on all aspects of organiza-
tional decision making about systems purchasing.

We conducted the study globally, and our sample repre-
sented 19 countries in Europe, Asia, North America, and
South America. A global study increases the generalizability
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of our findings. To a large extent, today’s telecommunica-
tions industry is a global industry, which makes a global
study of practical interest. Because there are many interna-
tional interfirm agreements with U.S. telecommunications
companies, respondents were fluent in English, which min-
imized any extra effort involved in gathering international
data.

Research Design

The phenomenon we studied posed significant research-
design challenges. After considering various alternatives, we
opted for a field experiment administered through mail to
key informants in telecommunications operating companies.
In the research design, we applied experimental tasks simi-
lar to those in conjoint analysis but structured to reflect the
specific hypotheses and context of our study. In particular,
we presented respondents with two-stage tasks that first
described hypothetical scenarios of different market and
system features (“buying scenarios™); second, for each sce-
nario, we asked respondents to indicate their preferences for
different integration and sourcing arrangements (“buying
options”) given the scenario.

We preferred this type of experimental task to the more
commonly used retrospective surveys because it enabled us
to isolate focal theoretical constructs. This was possible
because by using statistical experimental designs with
orthogonal factors we could create hypothetical buying sce-
narios in which the theoretical variables of interest varied
independently from one another (Murry and Heide 1998).
Experimental tasks such as conjoint analysis allow for more
direct probing of the presumed theoretical mechanisms
(Dutta and John 1995) and avoid the confounding of effects
that typically occurs in real markets. Another benefit of
experimental tasks is that they allow for efficient data col-
lection because multiple observations can be made for each
organization, which is difficult to achieve in retrospective
studies. Our exploratory interviews with telecommunica-
tions operators also showed that confidentiality was less of
a concern to respondents in the case of hypothetical scenar-
ios than it would be if they were requested to report on real
historical decisions.

On the basis of our pretesting, we concluded that we
could credibly manipulate most of our variables in the
experimental tasks. The variables were leakage of tacit
knowledge (TACKNOW), technological volatility
(TECHVOL), technological heterogeneity (TECHHET),
supplier concentration in the system-integration market
(INTCONC), component-supplier specialization (SUPP-
SPEC), TSAs related to system integration (TSA), and sys-
tem importance (SYSIMP). Two variables appeared to be so
specific to each organization and stable over time that it was
difficult for respondents to imagine that these variables
could be (hypothetically) changed in different scenarios:
know-how (KNOWHOW) and acquisition expertise (ACQ-
EXP). On the basis of these considerations, we decided not
to include these two variables in the experimental task but
rather to ask separate questions that measured each organi-
zation’s know-how and acquisition expertise using semantic
differential scales.

Experiment. In the experimental part of the questionnaire,
we presented respondents with eight full-profile experimen-
tal tasks (pretests revealed that respondents were only will-
ing to go through eight tasks). Each experimental task
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included two parts. In the first part, we presented respon-
dents with the buying scenario, which comprised seven fac-
tors. Each factor had two levels (for factors, their levels, and
coding, see Table 1). As such, respondents faced different
scenarios that varied in their characteristics; for example,

Table 1
BUYING SCENARIOS: FACTORS AND LEVELS

£+ Leandge oL Lcit knowledge (TACKNOW; adapted from Polanyi
1962)

1: Our company has substantial proprietary knowledge, which is
difficult to document in writing and blueprints, that could be
leaked when dealing with this particular system integrator.

~1: Our company does not have any proprietary knowledge, which is
difficult to document in writing and blueprints, that could be
leaked when dealing with this particular system integrator.
IL Technological volatility (TECHVOL: adapted from Heide and John
1990; Klein, Frazier, and Roth 1990)
1: Changes in telecom technology are rapid and unpredictable.
—1: Changes in telecom technology are slow and predictable.

II. Technological heterogeneity (TECHHET; adapted from Achrol and

Stern 1988; Heide and Weiss 1995)

1: There are large technological differences between possible con-
figurations of the telecommunications system.

—1: There are only small technological differences between possible

configurations of the telecommunications system.

Supplier concentration in the system-integrator market (INTCONC)

1: There is only a small number of suppliers (three or less) that are
competent and reliable in system-integration activities.

—1: There is a large number of suppliers (seven or more) that are

competent and reliable in system-integration activities.

V. Component-supplier specialization (SUPPSPEC)

1: All component suppliers specialize in a limited set of system
components.

—1: No component supplier specializes in a limited set of system

components.

TSAs (TSA; adapted from Anderson and Weitz 1992; Heide and

John 1988)

1: We will have to invest a Iot of time and effort in employees’
knowledge, procedures, and equipment to deal with this particu-
lar system integrator. The transferability of such investments to
an alternative supplier will be very limited.

: We will not have to invest a lot of time and effort in employees’
knowledge, procedures and equipment to deal with this particular
system integrator. The transferability of any investments to an
alternative supplier will be very high.

VIL System importance (SYSIMP; adapted from Heide and Weiss 1995;

McQuiston 1989)
1: The system has a major impact on our company’s profits.
., —1: The system has a minor impact on our company’s profits.

Iv.

VL

341

technological volatility was high in half of the scenarios and
low in the other half. In this manner, the buying scenario
defined the buying context for the respondents. We asked
respondents to study the scenario carefully, and then we
asked them to 80 on to the second part of the task, which
was presented just below the scenario. ’

In the second part, we asked respondents to give their
preference for six different buying options (see Table 2),
given the specific buying scenario. The buying options var-
ied on our two focal buying dimensions, namely outsourcing
versus in-house system integration (in two levels) and single
versus multiple sourcing (in three levels: one, two, or three
suppliers). This structure enabled us to measure respon-
dents’ preferences for the different buying options under the
specific buying scenarios without confounding the different
dimensions of the buying decision or the different factors in
the scenarios.

Respondents were required to complete eight such tasks. -
Each of the eight tasks represented a different buying sce-
nario. Although the factors for each buying scenario were
the same, we showed different levels of the factors. For
example, a first scenario that a respondent might have
encountered was a buying context in which transferability of
tacit know-how was high, technological volatility was low,
technological heterogeneity was high, number of integrators
was large, component suppliers were specialized, TSAs
were high, and system importance was high. A second sce-
nario might have been one in which transferability of tacit
know-how was low, technological volatility was high, tech-
nological heterogeneity was high, number of integrators was
large, component suppliers were specialized, TSAs were
high, and system importance was high. Because buying sce-
narios changed between each experimental task, we asked
respondents to read the specific buying scenario carefully
each time and then rate their preferences for the six buying
options.

For the manipulation of the seven factors in the eight buy-
ing scenarios, we used an orthogonal fraction in 16 profiles
of a 28 full-factorial design. We used seven of the eight vari-
ables in the design to manipulate the seven factors orthogo-
nally (TACKNOW, TECHVOL, TECHHET, INTCONC,
SUPPSPEC, TSA, and SYSIMP) in the buying scenario. We
used the remaining variable to split the set of 16 profiles into
two sets of 8 profiles (respondents were only willing to go
through eight experimental tasks). In this way, we guaran-

Table 2
BUYING OPTIONS AND PREFERENCE RATINGS

Transmission, switching, and hilling system are sourced from ong single supplier
and their integration is outsourced

I'ransmission, swile hing, an: sternare sourced from two different
suppliers and their integration is urced

Transmission, switching, and billing system are sourced fram theee different
5 ters andl their integration is gusoureed

Fransmission, switching, and hill ng system are sourced from gne single supplier

Mg syslem are sourced from three different

suppliers and they are jntermally inteprated

Very Low

1 S
el rence
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teed that the seven factors in the buying scenarios were not
confounded with the two sets of 8 profiles.

To control for order effects, we developed an additional
version of each of the two sets of eight profiles in which we
randomized the order of the experimental tasks. Thus, we
obtained four versions of the experiment, which we then
randomly assigned to respondents.

Measures for variables not manipulated in the experi-
ment. For reasons cited previously, we opted to measure
respondents’ firm know-how and acquisition expertise rather
than manipulate these constructs in the experiment. To rate
KNOWHOW, we asked respondents to assess whether on
the technology of telecommunications systems (five items)
and on the integration of telecommunications components
or subsystems (five items) their organizations were (1) not at
all knowledgeable-very knowledgeable, (2) not at all
competent—very competent, (3) not at all expert-highly
expert, (4) not at all trained-very well trained, or (5) not at
all experienced—very experienced. To rate ACQEXP, we
asked respondents to assess whether their company was
expert on the characteristics of suppliers on the same five-
itemn scale.

The final sample shows mean KNOWHOW and ACQ-
EXP scores of 5.55 (o = 1.18) and 5.39 (¢ = 1.12). We sub-
jected the scale items to a confirmatory factor analysis,
which confirmed that a two-factor solution, with
KNOWHOW (ten items) and ACQEXP (five items) as fac-
tors, fitted the data well. Reliability analysis (KNOWHOW:
a = .9617; ACQEXP: a = .9319) of the two constructs
revealed high reliability (Nunnally 1978).

Finally, we inventoried other company descriptors,
including total revenues, total profits, number of employees,
number of decision-making unit members for telecommuni-
cations systems purchasing, telecommunications services
that the company offered, and length of time for decision
making about telecommunications systems purchasing. We
also included scale items that measured how expert and
involved the key respondent was in the company’s decision-
making process in order to check whether he or she was a
valid key informant. This was the case for all respondents in
the analysis.

Questionnaire structure. The questionnaire consisted of
four parts. The first part explained the context of the study
and provided relevant definitions of the telecommunications
system being studied. The second part inventoried respon-
dent job description, services the company provided,
respondent expertise and involvement in the company
decision-making process, and company know-how and
acquisition expertise. The third part included the eight
experimental tasks, preceded by an explanation of the task
composition, one example task, and one practice task. The
fourth part inventoried past purchasing practices and general
company descriptives, such as sales, profits, return, and
number of employees.

Pretesting and Data Collection

Pretesting. We developed the conjoint scenarios in coop-
eration with a global manufacturer of telecommunications
systems. We organized four meetings at the company with
two marketing managers who were responsible for different
geographical regions and the vice president of marketing for
the company worldwide. Following their advice, we
pretested the questionnaire in two European countries: Bel-
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gium and the United Kingdom. In three stages, we con-
ducted on-site interviews with vice presidents of purchasing
and purchasing managers at five major telecommunications
operators, two in Belgium and three in the United Kingdom.
After the first stage, we revised the phrasing of some of the
factors in the experiment, again after consulting with our
business partner. After the second stage, we made some
minor revisions. We used the final stage to check for remain-
ing problems. The pretests revealed that respondents did not
suffer from information or task overload when confronted
with the conjoint task and that they understood all measures
employed.

Data collection. Data collection proved a challenge. Our
targeted respondents were top-level executives in a highly
dynamic industry fraught with merger-and-acquisition activ-
ity. This not only created severe time constraints on poten-
tial respondents but also made information exchange criti-
cal. We spent many hours and a significant amount of money
(estimated data collection costs were $40,000) to obtain the
data. People in the industry rated our study as one of the
most elaborate studies that has been conducted on telecom-
munications operators’ strategic decision making.

We used four interrelated approaches to obtain our sam-
ple. In a first stage, we sent questionnaires to telecommuni-
cations operators in the United States and nine European
countries; we randomly drew the operators from telecom-
munications license databases. We contacted the companies
by telephone to (1) check on the list’s accuracy, (2) identify
key informants in the company, and (3) check the mailing
address. The net sample in this stage comprised 273 compa-
nies. After receiving a notification letter, respondents
received a questionnaire after two weeks, a reminder card
after three weeks, a new questionnaire after five weeks, and
reminder calls after six and seven weeks.

In a second approach to contact respondents, we asked
key account managers of a global telecommunications sys-
tems manufacturer to deliver the questionnaire personally to
the key decision maker at 27 telecommunications companies
in the United States, Europe, South America, and Asia.
Third, in a joint effort with the telecommunications research
center of a renowned U.S. research university, we contacted
20 U.S. telecommunications companies that participated in
the research center’s activities. Fourth, we contacted 9
European telecommunications operators to conduct per-
sonal, on-site interviews.

In total, we contacted 329 telecommunications operators
in Europe, the United States, South America, and Asia. Of
these, 55 participated in the study and returned usable ques-
tionnaires, for a total response rate of 16.7%. Although this
response rate is rather low, it is not unusual for research in
(international) industrial settings (John 1984) or for research
with high-level executives as key informants (Calantone and
Schatzel 2000; Gatignon and Robertson 1989; Phillips
1981). In addition, the total sample size at the unit of analy-
sis, 55 companies, is not unusual in marketing literature
(Agrawal and Lal 1995; Olson, Walker, and Ruekert 1995)
and industrial purchasing in particular (Dawes, Lee, and
Dowling 1998; Money, Gilly, and Graham 1998). Note that
we obtained much information per respondent, because we
obtained preference statements on six buying options for
eight buying scenarios per respondent.

We assessed nonresponse bias by comparing early
respondents with late respondents, as Armstrong and Over-
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Table 3
SAMPLE CHARACTERISTICS

—— =

Sample Mean

[pvestitents in lelecommunications svsiems % 394277 843
Revenues for 1998 $2.158.529,657
provfits for 19493 % 280,141,378
Employecs for 1993 10,754
Number of countries in sample 19
Number of European respondents? 34
Number of U.S. respondents 17
Number of Asian respondentsb 2
Number of South American respondents® 2

aEuropean countries in the sample are Austria, Belgium, Denmark, Fin-
land, France, Germany, the Netherlands, Norway, Russia, Spain, Sweden,
and the United Kingdom.

bAsian countries in the sample are China and Taiwan.

cSouth American countries in the sample are Argentina and Mexico.

Table 4
RESPONDENT CHARACTERISTICS

) Sample Mean
Time with the company (years)
Time since promotion to present function

(years) 4.5
Time working in telecommunications industry

(years) 16
Functional Domains of Respondents

Purchasing . 31%

Technical/operations management 43%

Marketing/sales management 2%

General management 24%

Involvement in purchasing of telecommunications
systems in last two years2 4.4 (maximum score = 5)
Interest in telecommunications systemsb 6.7 (maximum score = 7)

a] = never; 2 = once; 3 = sometimes; 4 = frequently; 5 = always.
b1 (not at all interested)~7 (very interested).

ton (1977) suggest. We defined the first 75% of returned
questionnaires as “early” and the remaining 25% as “late.”
We found no significant differences on descriptive variables
such as revenues, profits, number of employees, or invest-
ment in telecommunications systems. Classification of the
first 50% of returned questionnaires as “early” and the other
50% as “late” gave the same result. Accordingly, we
assumed that nonresponse bias was not a significant prob-
lem. Table 3 gives an overview of the sample characteristics.
Because the sample included companies from different
countries, we compared the same descriptive variables for
companies across the different countries to determine
whether companies in the different countries had widely
divergent characteristics. We found no significant differ-
ences. Table 4 gives an overview of the characteristics of the
individual respondents within each participating company.

ANALYSIS AND RESULTS
Model Specification

To test our hypotheses developed in the theory section, we
first modeled buyers’ preferences as a function of the
explanatory variables. This yielded two parameter vectors
that represent the effect of the explanatory variables on buy-
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ers’ preferences for outsourcing of system integration versus
in-house system integration and for single sourcing versus
multiple sourcing of system components. Because our theo-
retical framework separated the two decision dimensions,
we also separated them in our analysis. Note that we pre-
sented respondents with all possible combinations of out-
sourcing versus in-house. system integration. and purchase-.
level concentration. Therefore, we estimated the impact of
the explanatory variables on respondents’ preferences in
each decision dimension independently of their preferences
in the other dimension. We then tested for differences in
parameter estimates within each equation or decision
dimension using a Wald statistic. Thus, in the outsourcing
equation, we compared coefficients for outsourcing versus
in-house system integration, and in the purchase-
concentration equation, we compared coefficients for single
sourcing versus multiple sourcing.

Marketing scholars have argued that preference ratings
are closer to ordinal-scaled measures than to interval-scaled
measures (Steenkamp and Wittink 1994). Therefore, we
modeled buyers’ preferences using an ordered probit struc-
ture, which accounted for the ordered nature of preference
ratings. To allow for heterogeneity in respondents’ prefer-
ences in different buying scenarios, we used a random coef-
ficient specification of the parameters for the variables that
we manipulated in the experimental tasks. We also included
country dummies to account for the heterogeneity related to
possible differences in the markets that respondents face.
For the preference for outsourcing versus in-house system
integration, we specified the following equation:

(1) PREF; = [ao +(Bo + eP1YXS + MpXM + c;,xyxg] x Zo

+ [al + By + ePHXF + ;XM + CIXkXt]
X (1-2Zg)+YoCi + ApA; + eg.

The dependent variable in Equatxon 1, PREF;;, represents
the latent preference of company i for buying scenario j. The
dummy Zg has the value 1 for outsourcing options (Buying
Options 1 through 3) and the value O for in-house system-
integration options (Buying Options 4 through 6) The vec-
tor XC represents the factors for buying scenario j as manip-
ulated in the conjoint design, TACKNOW, TECHVOL,
TECHHET, SUPPSPEC, INTCONC, TSA, and SYSIMP.
The vector XM represents the factors KNOWHOW,
KNOWHOWSQ (KNOWHOW x KNOWHOW), and ACQ-
EXP for company i, which were not manipulated in the con-
joint task but were measured by semantic differential scales.
The constant 0, (respectively [resp.] o) represents the aver-
age preference for outsourcing (resp. in-house integration).
The vector Bg (resp. Py) represents parameters that capture
the impact of the seven conjoint factors on a company’s
preference for outsourcing (resp. in-house integration). The
vector Mg (resp. Ny) represents parameters that capture the
impact of the measured factors KNOWHOW and ACQEXP
on a company’s preference for outsourcing (resp. in-house
integration). The vector {q (resp. §;) represents parameters
that capture the interaction between KNOWHOW of com-
pany i (X{‘) and a vector of two conjoint factors of interest
TECHVOL and TECHHET (X ) for buying scenario j. The
vectors €21 and &2 represent company-specific error terms
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in the effect of the conjoint factors on preference. We
assumed these error terms to be independently normally dis-
tributed with zero mean. The standard deviations of €1 and
a?z are estimated and express heterogeneity in preference
among companies. The company-specific error terms cap-
ture heterogeneity in the P parameters. The country in which
the respondent firm is active is represented by C;. The cor-
rections through yo’C; capture heterogeneity among compa-
nies in different countries for the different market conditions
they may face. Finally, with the term Ag’A;, we included
fixed effects for possible differences in averages between
preference statements (see Table 2). This captures possible
heteroskedasticity between preference statements.2 The
remaining errors, ei(j’, vary across companies and conjoint
factors and are assumed to be distributed independently as
N[0,1], as is common in ordered probit models.

For the preference of single over multiple sourcing, we

specify

(2) PREF; [as +(Bs + e§1YX§ + XM + LeXEXY ]

x Zs + [aM + (Bu + 52X + XM
+ t;;v,xg<x3] x (1= Zg) + 7sC; + AsAj + &5

The dependent variable, PREF;;, represents the latent
preference of company i for buying scenario j. The variable
Zg represents a dummy that has the value 1 for single-
sourcing options (Buying Options 1 and 4) and the value 0
for muitiple- sourcmg optlons (Buylng Options 1, 2, 5, and
6). The vectors X X,M Xl , and X have the same meaning
as in Equation 1. The constant Cg (resp o) represents the
average preference for single sourcing (resp. multiple sourc-
ing). The vector Bg (resp. Pyy) represents parameters that
capture the impact of the seven conjoint factors on a com-
pany’s preference for single sourcing (resp. multiple sourc-
ing). The vector Tg (resp. Myy) represents parameters that
capture the impact of the seven conjoint factors on a com-
pany’s preference for single sourcing (resp. multiple sourc-
ing). The vector {g (resp. {yp) represents parameters that
capture the interactions between KNOWHOW (X; k) and the
vector of conjoint factors TECHVOL and TECHHET (XJ)
The vectors & and € represent company-specific inde-
pendently normally distributed error terms in the effect of
conjoint factors on preference The vectors ¥5'C; and Ag'A
have the same meaning as previously. We assume £S to be
independently distributed as N{0,1].

Estimation and Testing

Using a smooth simulated maximum likelihood proce-
dure (Hajivassiliou and Ruud 1994), we estimated multi-
variate models 1 and 2. At the base of this approach is the
recognition that, conditional on the company-specific errors,
our model is a traditional ordered probit model. The log-
likelihood of this conditional model is (Maddala 1983)

2We allow for different intercepts for all preference statements. This
enables one of the latent cutoff points in the ordered probit model to differ
across preference statements, which enables the different preference state-
ments to have different variances, allowing for heteroskedasticity in the
preference statements.
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3) = logL = 222 i log[®(1, — PREE])

i=1lj=1g=

- ®(p,_; — PREF; )],

where n is the total number of companies (i) in the sample,
m is the number of scenarios (j) to which a company
responds, and k is the total number of ordered response cat-
egories (g). The dummy variable z;;, has the value 1 if the
response falls in the gth category and O otherwise. The
cumulative standard normal is ®, and PREF}; is the system-
atic part of preference function 1 or 2.

The unconditional likelihood can be expressed as the
expected value of the conditional contribution of each obser-
vation with the expectation taken over the joint density of
the company-specific error components. This is a multi-
dimensional integral for which no analytical solution can be
given. Therefore, in the simulated maximum likelihood pro-
cedure, the integral is approximated by a mean of simulated
conditional likelihoods. In our estimations, we based this
simulated mean on 100 independent draws from a standard
normal error term per random coefficient. We then trans-
formed the draws with different parameters to allow for esti-
mation of differences in variance between random variables.
Instead of the true likelihood, the simulated likelihood was
maximized. It can be shown that this procedure is asymptot-
ically equivalent to regular maximum likelihood procedures,
provided that the number of independent draws is large
enough (e.g., Hajivassilion and Ruud 1994). The latter result
implies that standard ways of obtaining maximum likeli-
hood estimates and standard errors can be used.

We tested our hypotheses using a Wald statistic for linear
restrictions. In our case, we tested restrictions of the form
RB=0,Rn =0, and R{ =0, where the difference in the esti-
mates for the outsourcing versus in-house system integra-
tion was significantly different from zero (e.g., Bo1 — Bn =
0; No1 — Nt = 0; Lo1 — &1 = 0). We tested for the difference
in the estimates for the single-sourcing versus multiple-
sourcing options in an analogous manner. In general, we can
specify the test as

“ W = [Rb)'{Rvar(b)R’}-1[Rb].

Results

The results of the estimation of the models, as in Equa-
tions 1 and 2, are depicted in Tables 5 and 6. Columns 2 and
3 of Table 5 present the parameter vectors for the main
effects (Bo, Pr, Mo, M and interaction effects between
KNOWHOW and TECHVOL and TECHHET (§ and &) in
Equation 1. Columns 4 and 5 give the Wald statistic for the
coefficients for outsourcing versus the coefficients for in-
house integration. We present both the sign of the effect, as
well as the %2, and the effect’s significance. Column 6 pres-
ents an overview of our hypotheses. We also report the latent
thresholds of the ordered probit model together with the
standard deviations of the random coefficients,3 the fit, and
the sample size of the model. Table 6 presents similar results
but for Equation 2.

3Note that we also estimated a common slopes specification of the
model, which gave similar results as the random coefficient specification.
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In general, the results support our theoretical framework, know-how and the technological environment a buyer faces
grounded in production and transaction costs. They also drive buyer preferences toward outsourcing of system inte-
support our central notion that the presence and leakage of gration and single sourcing of system components.

Table 5

PREFERENCE FOR OUTSOURCING OVER IN-HOUSE SYSTEM INTEGRATION

Preference (Outsourcing
over In-House)

xZ
Coefficient Coefficient (Significance
Variablese Qutsourcing In-House Sign Level) Hypothesis
Production Costs
Technological know-how —-.2020 1200 17.49
(KNOWHOW)2 (.054) (.055) (<.01)
(Technological know-how)2 -.1007 -.0267 2.75
(KNOWHOWSQ)2 (.031) (.032) 097)
Technological heterogeneity -.0248 —-.0643 .62
(TECHHET) (.036) (.035) (430)
Component-supplier specialization —.0245 -.0007 24
(SUPPSPEC) (.035) (.034) (.624)
Supplier concentration in system-integration market .0261 -.0361 + 1.62 -~ (Hg)
(INTCONC) (.035) (.034) (:202)
Acquisition expertise -.0689 -2711 i 9.34 -Hy
(ACQEXP)2 (.042) (051 (<.01)
Transaction Costs
Leakage of tacit knowledge ~-.1340 .0659 kR 14.43
(TACKNOW) (.038) (.036) (<.01)
Technological volatility .0440 -.0842 +H* 6.59
(TECHVOL) (.035) (.036) (.010)
TSAs 0247 —.0067 + 43
(TSA) (.034) .034) (514)
Interactions
Know-how2 x technological heterogeneity 0348 —.0569 +* 332
(.035) (.036) (.069)
Know-how? x technological volatility 0125 .0182 .01
(.034) 037) (:910)
Other Variables
System importance -.0628 .0467 5.07
(SYSIMP) (.035) (.034) (.024)
Latent Thresholds (Ordered Probit)
TN —2.641 (.350) N.A. N.A. N.A.
Ha —-1.964 (.292) N.A. N.A. N.A.
M3 -1.433 (.253) N.A. N.A. N.A.
My —.982 (.226) N.A. N.A. N.A.
Us —441 (.203) N.A. N.A. N.A.
He 213 (.195) N.A. N.A. N.A.
Standard Deviations of Random Coefficients
s.d. TECHHET 0206 1478 N.A. N.A. N.A.
(.328) (.305)
s.d. SUPPSPEC 0039 L0990 N.A. N.A. N.A.
(.290) (.268)
s.d. INTCONC 0750 0007 N.A. N.A. N.A.
(.262) (:273) )
s.d. TACKNOW S514 0077 N.A. N.A. N.A.
(.269) (.283) )
s.d. TECHVOL 1324 2229 N.A. N.A. N.A.
(.291) (.273)
s.d. TSA 0032 0015 N.A. N.A. N.A.
(.276) (.294)
s.d. SYSIM 2197 5311
‘ o (297) (.251) N.A. N.A. N.A.
%2 (degrees of freedom = 62) 279.8 (p < .01)

N (number of companies = 55; number of observations = 2640)

*p < .10.

**p < .05.

***p < 01.

aVariables that we measured; we manipulated all other variables in the conjoint experiment.
Notes: N.A. = not applicable.
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*As we predicted in H; and H,, we find that (1) an inverted U- curvilinear U-shaped relationship exists between a buyer’s
shaped relationship exists between a buyer’s preference for out- know-how and its preference for single sourcing over multiple
sourcing and in-house system integration (y2 = 2.75), and (2) a sourcing of system components (x2 = 4.57). Because these

Table 6

PREFERENCE FOR SINGLE OVER MULTIPLE SOURCING

Preference (Single over

Multiple Sourcing)
e
Coefficicnt Coefficient (Significance
Virriaifesd Single Mulriple Stun Lavel) Hypothesic
Production Costs
Technological know-how .0593 -.0901 +* 3.23 U (Hy)
(KNOWHOW)a (.069) 047 (.072)
(Technological know-how)?2 .0076 -.1045 +¥* 4.75
(KNOWHOWSQ)2 (.042) (.032) (.033)
Technological heterogeneity —-.0826 —-.0345 .56 + (Hs)
(TECHHET) (.057) (.031) (.456)
Component-supplier specialization -.1626 0582 Kk 12.84 - (Hs)
(SUPPSPEC) (.053) (.031) (<.01)
Supplier concentration in system-integration market -.0302 .0032 + 33 N.A
(INTCONC) (.050) (.030) (.566)
Acquisition expertise -0743 -.2219 +¥* 4.07 N.A.
(ACQEXP)a (.0578) (.045) (.044)
Transaction Costs
Leakage of tacit knowledge -.1493 0134 6.48 + (Hy)
(TACKNOW) (.056) (.030) (.011) - (H;p
Technological volatility -.0934 .0128 —* 322 - (Hyy)
(TECHVOL) (.051) (.030) .073)
TSAs -.0130 .0209 .33
(TSA) (.050) (.030) (.563)
Interactions
Know-how? x technological heterogeneity -.0493 -.0023 + .66
(.049) (.031) (417)
Know-how= x technological volatility 0410 .0000 57 +(Hy3)
(.045) (.031) (451)
Other Variables
System importance -.0796 .0281 3.31
(SYSIMP) (.051) (.030) (.069)
Latent Thresholds (Ordered Probit)
My —2.543 (.323) N.A. N.A. N.A.
Ha ~-1.834 (.263) N.A. N.A. N.A.
Ty -1.277 (.226) N.A. N.A. N.A.
[T —.808 (.204) N.A. N.A. N.A.
Ms —243 (.194) N.A. N.A. N.A.
Hg 442 (.209) N.A. N.A. N.A.
Standard Deviations of Random Coefficients
s.d. TECHHET .0083 .0107 N.A. N.A. N.A.
(.403) (:231)
s.d. SUPPSPEC .0073 .3787 N.A. N.A. N.A.
(.409) (.278)
s.d. INTCONC .0068 0014 N.A. N.A. N.A.
(.339) (.237)
s.d. TACKNOW .0591 .0017 N.A. N.A. N.A.
(.343) (.245)
s.d. TECHVOL .8705 .0013 N.A. N.A. N.A.
(.260) (.235)
s.d. TSA 1122 .0084 N.A. N.A. N.A.
(.379) (.261)
s.d. SYSIMP 4164 4890 N.A. N.A. N.A.
(.316) (.235)
%2 (degrees of freedom = 62) 259.6 (p < .01)
N (number of companies = 55; number of observations = 2640)
*p < .10.
**p < .05.
***p < 01.

#Variables that we measured; we manipulated all other variables in the conjoint experiment.
Notes: N.A. = not applicable.
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Figure 2
THE QUADRATIC EFFECT OF KNOW-HOW ON BUYING
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effects may be difficult to interpret, we included Figure 2,
which depicts the effects of know-how on both preferences
(note that know-how can be negative and positive because it
pertains to factor scores).

*Contrary to H, we find that technological heterogeneity has no
significant effect on a buyer’s preference for either (1) out-
sourcing over in-house system integration (2 = .62) or (2) sin-
gle sourcing over multiple sourcing of system components
(%2 = .56).

*As we predicted in Hy,, we find that the positive relationship
between technological heterogeneity and a buyer’s preference
for outsourcing over in-house system integration is greater for
high-know-how buyers than for low-know-how buyers (¥2 =
3.32). However, contrary to Hy,, we found no significant inter-
action effect between technological heterogeneity and know-
how for a buyer’s preference for single sourcing over multiple
sourcing of system components (x2 = .66).

*As we predicted in Hs, we find that component-supplier spe-
cialization negatively affects a buyer’s preference for single
over multiple sourcing of system components (x2 = 12.84).

*Contrary to Hg, we do not find supplier concentration in the
system-integration market to affect a buyer’s preference signif-
icantly for outsourcing over in-house system integration (X2 =
1.62).

*Contrary to H;, acquisition expertise positively affects a
buyer’s preference for outsourcing over in-house system inte-
gration (2 = 9.34).
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*As we predicted in Hg, we find that the greater the tacit know-
how of the buyer that can be leaked, the lower a buyer’s pref-
erence is for outsourcing over in-house system integration (x2 =
14.43). As for the competing hypotheses we posited in Hg and
H,, we find support for Hyg in that the greater the tacit know-
how leakage of the buyer, the lower is its preference for single
sourcing over multiple sourcing ()2 = 6.48).

*As we predicted in Hj;, we find that technological volatility (1)
positively affects a buyer’s preference for outsourcing over in-
house system integration (2 = 6.59) and (2) negatively affects
a buyer’s preference for single sourcing over multiple sourcing
of system components (2 = 3.22).

*Contrary to Hj, and H;3;, we find no significant interaction
effect between technological volatility and know-how, both for
a buyer’s preference for outsourcing over in-house integration
(x? = .01) and for single over multiple sourcing (%2 = .57).

*Contrary to Hy4, we find that TSAs have no significant effect
on a buyer’s preference for outsourcing over in-house integra-
tion (2 = .43).

As for the control variables, we find that system impor-
tance (1) negatively affects a buyer’s preference for out-
sourcing over in-house system integration ()2 = 5.07) and
(2) negatively affects a buyer’s preference for single sourc-
ing over multiple sourcing of system components (2 =
3.31). We also find that most country dummies yield signif-
icant coefficients, which we do not report here for reasons of
brevity.’

DISCUSSION
Theoretical Implications

This article is the first in marketing to study the buying of
modular systems. It delineates underlying dimensions of
modular systems (system integration and system compo-
nents) and focuses on two particularly interesting buyer
decisions, namely the outsourcing of system integration and
component purchase concentration. In this manner, this arti-
cle could be a first step toward more research on the partic-
ulars of modular systems, such as IT, telecommunications,
and medical systems, which occupy a substantial part of
today’s economy.

Prior literature has extensively studied outsourcing deci-
sions from both a production- and a transaction-cost per-
spective. However, outsourcing has rarely been studied in a
technology context. Our results show that outsourcing’s
direct application to this context may be misguided. We find
that in technology markets, particular production- and
transaction-cost factors are at play or play out differently.

Although know-how plays a moderate role, if any, in prior
theories on outsourcing, we find that in high-technology
markets, a buyer’s knowledge stock strongly affects its pref-
erence for outsourcing. Buyers prefer to integrate systems
in-house to safeguard their tacit knowledge (Hg). We also
find evidence for an inverted U-shaped effect of a com-
pany’s (technological) know-how on a buyer’s outsourcing
preference (H,). Moderate-know-how firms have a greater
preference for outsourcing system integration than do either
high-know-how or low-know-how firms. Moderate-know-
how buyers presumably are satisfied with their present
know-how and have sufficient know-how to evaluate suppli-
ers’ performance and assimilate new knowledge effectively.
At the same time, they have fewer positive feedback effects
from using their know-how than do more knowledgeable
competitors. These results not only confirm the focal role of
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know-how in TI markets but also empirically confirm prior
theorizing by Ghosh and John (1999) that a firm’s resource
endowments affect its governance choices. This is especially
valuable, because we experimentally manipulated tacit
know-how leakage. Thus, our result does not suffer from
endogeneity problems, which plagued Nickerson, Hamilton,
and Wada’s (2001) research.

Another factor focal to TI markets is technglogical
volatility. Interestingly, we find that buyers react differently
to technological volatility (H; ) than they do to general envi-
ronmental (e:g., demand) volatility, which is more common
in prior transaction-cost analysis literature. Although gover-
nance theory predicts that volatility decreases a company’s
preference to outsource, we find that when it spedifically
concerns technological volatility, it increases a firm(s pref-
erence for outsourcing.

In contrast with outsourcing, purchase concentration has
received little academic attention. We find that kngw-how
and technological volatility also significantly affect buyer’s
preferences to single-source. Moderate-know-how |buyers
especially have a low preference for single sourcing, com-
pared with high- and low-know-how buyers. Mdderate-
know-how buyers are able to discriminate among djfferent
offerings and assimilate knowledge inflow from

the technological environment as volatile (H; ;). These find-
ings strengthen our conclusion that organizational behavior
in TI markets is influenced quite heavily by the knowledge
stock companies possess and the technological turbulence
they experience.

Although we explored interaction effects between techno-
logical volatility and buyers’ know-how, we did not find any
significant results (H,;, and H,3). Because we posited these
interactions as exploratory, the lack of support.|is not
notable. Still, in view of the focal role of know-how and
technological volatility in TI markets, we encourage ffurther
research that examines whether knowledgeable buyers react
differently than novices do to technological volatility.

A worthwhile contribution of this research is

commonly posited within the existing production-cost and
transaction-cost literature streams. As such, we find that out-
sourcing and single sourcing are less preferred for important
systems than they are for systems that are of less importance
to the company. In line with Wilson, Weiss, and John (1990),
we find that component-supplier specialization incre¢ases a
buyer’s inclination to mix and match components from dif-
ferent vendors. In contrast with H;, we find that acquisition
expertise is positively related to outsourcing preference. A
possible reason for this incongruent result is that buyers with
expertise on the supplier market are more confident|in hir-

ing a system integrator, and they have a stronger bargaining .

position (Walker and Weber 1984). This is consis::ltt with
our finding that buyers with high acquisition expertise also
are more confident in hiring a single source.

We also find that some factors in our theoretical [frame-
work did not affect a company’s preference for outsgurcing
and single sourcing. We do not find a significant effect of
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TSAs on a buyer’s preference for outsourcing. There may be
several reasons this is the case. First, technology-intensive
markets may be a boundary condition, in which TSAs may
be of little relevance to outsourcing decisions. That the
effect of TSAs may be somewhat contingent is not a new
idea but has been found in prior research (Weiss, Anderson,
and MaclInnis 1999). Second, the way we manipulated TSAs
may be inadequate for two reasons: (1) TSAs have been
shown to have multiple dimensions and levels, which we
collapsed into a single experimental manipulation, and (2)
we anchored TSAs on the prospective investments required
to deal with an external system integrator rather than with
the system-integration task.

We find only mixed support for the effects of technologi-
cal heterogeneity (H;—H,). This is not surprising in view of
the weak explanatory power of this variable in previous
studies on TI markets (Weiss and Heide 1993); the influence
of technological heterogeneity may be consistent but weak,
which makes it more difficult to pick up in statistical analy-
ses. It is also conceivable that contrary effects are at play. As
such, increasing differences between alternative system con-
figurations may increase an organization’s information-
processing requirements and make restricted searches inad-
equate (Nelson and Winter 1982). Both outsourcing system
integration and single sourcing system components may
restrict information inflow to the buyer, which may be
undesirable.

Implications for Marketing Management

First, we find that buyers’ preferences for outsourcing
system integration and single sourcing system components
are contingent on the presence and transferability of know-
how and the technological uncertainty that buyers perceive.
This combination nuances the position of industry observers
that push firms toward outsourcing and single sourcing. Out-
sourcing and single sourcing also yield many hazards, which
the trade press does not always recognize. Most important,
outsourcing and single sourcing make tacit knowledge leak-
age more likely, which for some companies, such as Euro-
pean incumbent telecommunications operators, is an argu-
ment for spreading purchases among several suppliers and
not outsourcing. Buyer firms also have varying degrees of
know-how, which affects their position on outsourcing and
single sourcing. In summary, this article provides a much
more nuanced perspective of the outsourcing and single-
sourcing debate than is common in the trade and managerial
press.

Second, our findings may be of practical use to suppliers
in TI markets, particularly in telecommunications. For
example, our finding that buyers are concerned about tacit
knowledge leakage to suppliers when they outsource or con-
centrate their purchases may help suppliers overcome this
barrier. In suppliers’ positioning and communication, they
may learn to deal with buyers’ concerns about tacit knowl-
edge leakage.

Third, our finding that moderate-know-how buyers have a
higher preference for outsourcing but a lower preference for
single sourcing may aid suppliers in their targeting deci-
sions. Suppliers that seek more system-integration business,
such as pure system integrators, should target moderate-
know-how buyers. Suppliers that are strong in component
technology but do not want to integrate forward in system
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integration, such as Alcatel, should especially target knowl-
edgeable incumbent telecommunications operators or low-
know-how new entrants. Suppliers that seek to be a single
source for their customers, such as Nortel, should also target
low- or high-know-how telecommunications operators but
not moderate-know-how operators. This finding counters
the naive idea of only targeting customers that need the
company’s service most (i.e., low-know-how firms).
Fourth, our findings can guide suppliers’ strategic deci-
sions about their objectives for integrating systems for their
customers or for being a single source. In this respect, it is
important for suppliers to be able to assess future market
trends. Although our study is cross-sectional, it can aid in
such assessment. For example, the telecommunications
industry is evolving from voice to integrated data/voice
transmission, which is an entirely different technology than
in the past. The transition to this new technology will bring
higher technological volatility and will make the know-how
of knowledgeable buyers obsolete to a large extent. From
our theoretical framework, we can deduct that this evolution
will lead to increased outsourcing of system integration and
multiple sourcing of system components. In other words, the
increasing volatility of telecommunications technology will
create an opportunity for pure system integrators, and some
of them are already trying to capture this. Because pure sys-
tem integrators are not involved in component manufactur-
ing, telecommunications operators that want to outsource
system integration may consider them ideal partners.

Limitations and Directions for Further Research

Although our hypotheses tests were generally consistent
with the developed theory, there are certain limitations of
this study that we wish to note. First, although we assessed
a conjoint study to be the best possible method given the
theoretical objectives of the study, it remains unclear if the
relationships we found will hold if tested in a retrospective
study. Although we would welcome attempts to research the
phenomenon in a retrospective field study, we are conscious
of the difficulty of such an endeavor.

Second, the sample size is rather small. We did everything
possible to increase response rates in the chosen application
field. New studies that extend on our theoretical framework
would benefit from a larger sample and more statistical
power. Although we believe the telecommunications indus-
try is a fascinating environment because of its rapid evolu-
tion, time pressure on executives prohibits large-scale
research studies that depend on the executives’ cooperation.
In addition, validation in another industry would certainly
contribute to the external validity of the theory developed.

Third, although our results yield some insights into possi-
ble dynamics in buying behavior, our study is evidently a
cross-sectional study. A longitudinal or historical study that
explains dynamics in buying behavior and attitudes in TI
markets would be most valuable. On the basis of our results,
we expect this to be tied to the evolution in the presence of
know-how and technological volatility.

Fourth, this study did not measure constructs such as
commitment and trust in relationships or relational norms in
general, which may safeguard knowledge transfer. A more
complete study of how companies can safeguard tacit
knowledge leakage would be most valuable.

T
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Overall, the buying of modular systems remains a rele-
vant and understudied topic. This article provides only one
particular perspective on this exciting phenomenon, and we
can but hope that many others will follow.
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