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User-based Nearest Neighbors 
•  Oldest 
•  Most intuitive 

Our first contribution is a pattern based framework
that unifies all above mentioned algorithms. Patterns are
a fundamental concept of this framework and can take the
form of itemsets, association rules, vectors with item weights
etc.

As a second contribution, we map all these algorithms
to our framework. Altough also other algorithms can be
mapped to our framework, we limit ourselves to user-based
nearest neighbors, item-based nearest neighbors and matrix
factorization algorithms because of space limitations. This
mapping is the starting point for all further contributions.

As a third contribution we formulate and prove a the-
orem which states that all popular item-based nearest neigh-
bors algorithms can be described as user-based nearest neigh-
bors algorithms.

Starting from this equivalence, we propose novel algo-
rithms that can outperform state-of-the-art algorithms. This
is our fourth contribution.

Our fifth contribution is an experimental evaluation in
which we emphasize the similarities between the di↵erent
algorithms, compare our novel algorithms to the state-of-
the-art algorithms and reveal an important weakness of the
item-based nearest neighbors algorithms.

Furthermore, it is well accepted that explaining recom-
mendations is an important aspect of recommendation [9,
7, 5]. With explaining recommendations we mean that ev-
ery recommendation comes with a short description to why
it is recommended. Good explanations improve users trust
in the system and help users to put the recommendations
in the right perspective [16]. Typically, item-based nearest
neighbors algorithms are considered to be superior to user-
based nearest neighbor and matrix factorization algorithms
for this task [2, 7, 9].

Our sixth and final contribution is that we challenge
this well accepted belief by proposing a novel method for
explaining recommendations produced by user-based nearest
neighbors algorithms, matrix factorization algorithms and
any other algorithm that can be mapped to our framework.
This method explains every recommendation with a relevant
subset of the user’s known preferences. Hence it has the
same advantage as the natural explanation of item-based
algorithms.

The remainder of this paper goes as follows. We introduce
notation and shortly revisit some well known algorithms for
BPO collaborative filtering in Section 2. In Section 3 we
introduce our pattern based framework. In Sections 4 and 5
we show how user-based and item-based nearest neighbors
algorithms map to our framework. In Section 6 we discuss
the equivalence of user-based and item-based nearest neigh-
bors algorithms and propose novel algorithms. In Section 7
we discuss how matrix factorization algorithms map to our
framework. In Section 8 we propose our novel method for
explaining recommendations. We complement our theoret-
ical discussion with experiments in Section 9 and discuss
related work in Section 10. Finally, we end with conclusions
and future work in Section 11.

2. PRELIMINARIES
Let U be a set of users and E a set of items. We are

given a database D = {(u,Eu)|u 2 U , Eu ✓ E}, containing
the set of preferred items for each user. The goal of BPO
collaborative filtering is to rank for every user u, all items
e 2 E \Eu by their probability to be preferred by that user.

Although we assume familiarity with state-of-the-art col-
laborative filtering algorithms, we briefly revisit the intu-
ition behind three of the most important algorithms in the
remainder of this section.
User-based nearest neighbors algorithms are rooted in the

intuition that for evaluating the value of an item, it is best
to rely on the opinion of like-minded people [14]. Hence,
this algorithm first finds N (u) ✓ U , consisting of the K
most similar users to the target user u. Sarwar et al. use the
cosine similarity between their respective sets of preferred
items to compute N (u) [14]. Next, each neighboring user
increases the score of a candidate recommendation if it is
in its set of preferred items. Thus, the score of a candidate
recommendation ek for user ui is given by:

p̂ (ek | Eui) =
X

un2N (ui)

sim(ui, un) · |Eun \ {ek}|. (1)

Finally, the items are ranked according to their score and
the top items are returned as recommendations for user ui.
Item-based nearest neighbors algorithms are rooted in the

intuition that good recommendations are similar to the items
already preferred by the target user [1, 15, 13]. Hence, this
algorithm first finds for every preferred item ei 2 Eui the
set of the K most similar items to ei, denoted as N (ei) ✓ E .
Both cosine similarity and conditional probability between
the respective sets of users preferring the items are used [1,
15]. Alternatively, the similarity values between items can
be found by minimizing a global cost function [13]. Next,
every preferred item independently increases the score for its
K most similar items en 2 N (ei) with the similarity value
sim(ei, en). Thus, the score of a candidate recommendation
ek for user ui is given by:

p̂ (ek | Eui) =
X

ei2Eui

sim(ei, ek) · |N (ei) \ {ek}|. (2)

Again, the items are ranked according to their score and the
top items are returned as recommendations for user ui.

Deshpande et al. observe that N (ei) = E is the best choice
from an accuracy point of view. They however restrictN (ei)
to at most K items because of computational e�ciency [1].

Furthermore, this algorithm is considered superior in terms
of its ability for explaining the recommendations it pro-
duces [10, 2]. This is because the recommendation scores
are sums in which each term can be associated with a known
preference of the target user. Hence, the known preferences
related to the largest terms serve as a natural explanation
for the recommendation.

Matrix factorization algorithms [7, 11, 13] approximate
the |U| ⇥ |E| matrix R containing user-item preferences as
the product of a |U|⇥F user-factor matrix U with an F⇥|E|
item-factor matrix IT :

R ⇡ R̂ = U ⇥ IT .

The two factor matrices can be interpreted as the repre-
sentation of the users and the items respectively in the F-
dimensional factor space. The elements in the factor matri-
ces are computed by minimizing a cost function K �

R̄, U, I
�
,

with R̄ the known values of R. This cost function is lower
if R̂ is a better reconstruction of the known preferences R̄.
The approximation of the rating matrix, R̂, does not only
reconstruct the known preferences in R, it also generates
preference scores for unknown values in R. Thus, the score
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We propose: Unifying framework 

of a candidate recommendation ek for user ui is given by:

p̂ (ek | Eui) = R̂ik.

The highest scores in every row of R̂ are returned as the rec-
ommendations for the user that is represented by this row.
Typically, these algorithms are considered to be more ac-
curate than nearest neighbors algorithms. Oftentimes how-
ever, nearest neighbors algorithms based on heuristic simi-
larity functions such as cosine similarity are preferred. This
is because matrix factorization assumes that information is
available about the known preferences of every user at the
time of the factorization [10]. Hence, nearest neighbors algo-
rithms are better suited for giving recommendations to new
users or users that have significantly increased their num-
ber of known preferences since the last factorization [10, 2].
Item-based nearest neighbors algorithms have the additional
advantage of being easy to explain.

3. FRAMEWORK
Algorithm 1 contains the pseudo-code for our unifying

framework.
The first step (s.1) of the framework consists of com-

puting a set of patterns P. Examples of patterns that are
discussed in this work are itemsets, association rules and
vectors of item weights.
In the second step (s.2), for each target user ui, a per-

sonalized subset P(ui) ✓ P is selected according to its inter-
estingness to ui. Obviously, this selection can be di↵erent
for every target user.
In the third step (s.3), for each candidate recommen-

dation ek, a set of patterns P(ui, ek) ✓ P(ui) relevant to
scoring the candidate recommendation ek for target user ui

is selected.
In the fourth and final step (s.4), the score of each

candidate recommendation ek for user ui is computed as
the sum of all w(P, ui, ek), the weights of the patterns with
respect to ui and ek. The computed score reflects the algo-
rithm’s estimation of p (ek | Eui), the probability that user
ui prefers item ek given its known preferences Eui .
The mapping of any algorithm to our framework is for con-

ceptual comparison purposes and does not suggest a specific
implementation.

Algorithm 1: Unifying, pattern based framework

input : D
output: Q = {p̂ (ek|Eui) |ui 2 U ^ ek 2 (E \ Eui)}

1 compute P / s.1
2 for ui 2 U do

3 Select P(ui) ✓ P / s.2
4 for ek 2 (E \ Eui) do
5 Select P(ui, ek) ✓ P(ui) / s.3
6 p̂ (ek|Eui) 0
7 for P 2 P(ui, ek) do
8 p̂ (ek|Eui) p̂ (ek|Eui) + w(P, ui, ek) / s.4

9 Q Q [ {p̂ (ek|Eui)}

4. USER-BASED NEAREST NEIGHBORS
In this section we show that the user-based nearest neigh-

bors algorithm for BPO collaborative filtering presented by

Algorithm 2: User-Based Nearest Neighbors

input : D
output: Q = {p̂ (ek|Eui) |ui 2 U ^ ek 2 (E \ Eui)}

1 P = {Eu|u 2 U} ?
2 for ui 2 U do

3 P(ui) = {P 2 P | K > . . .
. . . |{un 2 U | sim(Eun , Eui) > sim(P,Eui)}|} ?

4 for ek 2 (E \ Eui) do
5 P(ui, ek) = {P 2 P(ui) | ek 2 P} ?
6 p̂ (ek|Eui) 0
7 for P 2 P(ui, ek) do
8 p̂ (ek|Eui) p̂ (ek|Eui) + w(P, ui, ek)

9 Q Q [ {p̂ (ek|Eui)}

Sarwar et al. can be mapped to a specific case of our frame-
work [14]. Essentially, the K nearest users of a target user
determine the recommendations for that user. Algorithm 2
contains the pseudo-code of this algorithm mapped to our
framework.
Notice that this algorithm is identical to Algorithm 1, the

framework algorithm, except for the starred lines (?). On
these starred lines, the abstract description of the first three
steps has been replaced with the specific interpretation that
resolves in the algorithm by Sarwar et al. [14].
In the first step, set P is defined as the set of users de-

scribed by their known preferences {Eui |ui 2 U}. Finding
this set is trivial.
In step two, P(ui) is selected to represent the K most

similar users to each target user ui. The similarity function
sim() can take multiple shapes. We know of only one set
similarity measure that has already been used for user-based
BPO collaborative filtering, which is cosine similarity [14]:

sim(P,Eui) = cosine(P,Eui) =
|P \ Eui |p|P ||Eui |

.

In step three, for each candidate recommendation ek, the
subset of patterns containing ek is selected.
In step four, the weight of the patterns P 2 P (ui, ek) with

respect to target user ui and candidate recommendation ek
is determined by the fraction of neighboring users that is
represented by the pattern:

w(P, ui, ek) =
|{un 2 U | Eun = P}|P

P 02P(ui)
|{un 2 U | Eun = P 0}| .

If no two users have identical sets of known preferences, this
equation simplifies to

w(P, ui, ek) =
1

|P(ui)| ,

with |P(ui)| the size of the neighborhood of ui. Notice
that in this specific algorithm, ek has no influence on the
weight. In Section 6 we propose alternative definitions of
w(P,Eui , ek) and sim().

5. ITEM-BASED NEAREST NEIGHBORS
The popular item-based nearest neighbors algorithms by

Deshpande et al. [1], the BPR-kNN algorithm by Rendle et
al. [13] and the algorithms by Sigurbjörnsson et al. [15] can
also be mapped to specific cases of our framework. Essen-
tially, the K nearest items to the preferred items of a target

determines the type of algorithm 

different flavors of the same 
algorithm 
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And there is more 

Our first contribution is a pattern based framework
that unifies all above mentioned algorithms. Patterns are
a fundamental concept of this framework and can take the
form of itemsets, association rules, vectors with item weights
etc.

As a second contribution, we map all these algorithms
to our framework. Altough also other algorithms can be
mapped to our framework, we limit ourselves to user-based
nearest neighbors, item-based nearest neighbors and matrix
factorization algorithms because of space limitations. This
mapping is the starting point for all further contributions.

As a third contribution we formulate and prove a the-
orem which states that all popular item-based nearest neigh-
bors algorithms can be described as user-based nearest neigh-
bors algorithms.

Starting from this equivalence, we propose novel algo-
rithms that can outperform state-of-the-art algorithms. This
is our fourth contribution.

Our fifth contribution is an experimental evaluation in
which we emphasize the similarities between the di↵erent
algorithms, compare our novel algorithms to the state-of-
the-art algorithms and reveal an important weakness of the
item-based nearest neighbors algorithms.

Furthermore, it is well accepted that explaining recom-
mendations is an important aspect of recommendation [9,
7, 5]. With explaining recommendations we mean that ev-
ery recommendation comes with a short description to why
it is recommended. Good explanations improve users trust
in the system and help users to put the recommendations
in the right perspective [16]. Typically, item-based nearest
neighbors algorithms are considered to be superior to user-
based nearest neighbor and matrix factorization algorithms
for this task [2, 7, 9].

Our sixth and final contribution is that we challenge
this well accepted belief by proposing a novel method for
explaining recommendations produced by user-based nearest
neighbors algorithms, matrix factorization algorithms and
any other algorithm that can be mapped to our framework.
This method explains every recommendation with a relevant
subset of the user’s known preferences. Hence it has the
same advantage as the natural explanation of item-based
algorithms.

The remainder of this paper goes as follows. We introduce
notation and shortly revisit some well known algorithms for
BPO collaborative filtering in Section 2. In Section 3 we
introduce our pattern based framework. In Sections 4 and 5
we show how user-based and item-based nearest neighbors
algorithms map to our framework. In Section 6 we discuss
the equivalence of user-based and item-based nearest neigh-
bors algorithms and propose novel algorithms. In Section 7
we discuss how matrix factorization algorithms map to our
framework. In Section 8 we propose our novel method for
explaining recommendations. We complement our theoret-
ical discussion with experiments in Section 9 and discuss
related work in Section 10. Finally, we end with conclusions
and future work in Section 11.

2. PRELIMINARIES
Let U be a set of users and E a set of items. We are

given a database D = {(u,Eu)|u 2 U , Eu ✓ E}, containing
the set of preferred items for each user. The goal of BPO
collaborative filtering is to rank for every user u, all items
e 2 E \Eu by their probability to be preferred by that user.

Although we assume familiarity with state-of-the-art col-
laborative filtering algorithms, we briefly revisit the intu-
ition behind three of the most important algorithms in the
remainder of this section.
User-based nearest neighbors algorithms are rooted in the

intuition that for evaluating the value of an item, it is best
to rely on the opinion of like-minded people [14]. Hence,
this algorithm first finds N (u) ✓ U , consisting of the K
most similar users to the target user u. Sarwar et al. use the
cosine similarity between their respective sets of preferred
items to compute N (u) [14]. Next, each neighboring user
increases the score of a candidate recommendation if it is
in its set of preferred items. Thus, the score of a candidate
recommendation ek for user ui is given by:

p̂ (ek | Eui) =
X

un2N (ui)

sim(ui, un) · |Eun \ {ek}|. (1)

Finally, the items are ranked according to their score and
the top items are returned as recommendations for user ui.

|N (ui)| (2)

|N (ek)| (3)

Item-based nearest neighbors algorithms are rooted in the
intuition that good recommendations are similar to the items
already preferred by the target user [1, 15, 13]. Hence, this
algorithm first finds for every preferred item ei 2 Eui the
set of the K most similar items to ei, denoted as N (ei) ✓ E .
Both cosine similarity and conditional probability between
the respective sets of users preferring the items are used [1,
15]. Alternatively, the similarity values between items can
be found by minimizing a global cost function [13]. Next,
every preferred item independently increases the score for its
K most similar items en 2 N (ei) with the similarity value
sim(ei, en). Thus, the score of a candidate recommendation
ek for user ui is given by:

p̂ (ek | Eui) =
X

ei2Eui

sim(ei, ek) · |N (ei) \ {ek}|. (4)

Again, the items are ranked according to their score and the
top items are returned as recommendations for user ui.

Deshpande et al. observe that N (ei) = E is the best choice
from an accuracy point of view. They however restrictN (ei)
to at most K items because of computational e�ciency [1].

Furthermore, this algorithm is considered superior in terms
of its ability for explaining the recommendations it pro-
duces [10, 2]. This is because the recommendation scores
are sums in which each term can be associated with a known
preference of the target user. Hence, the known preferences
related to the largest terms serve as a natural explanation
for the recommendation.

Matrix factorization algorithms [7, 11, 13] approximate
the |U| ⇥ |E| matrix R containing user-item preferences as
the product of a |U|⇥F user-factor matrix U with an F⇥|E|
item-factor matrix IT :

R ⇡ R̂ = U ⇥ IT .

The two factor matrices can be interpreted as the repre-
sentation of the users and the items respectively in the F-
dimensional factor space. The elements in the factor matri-
ces are computed by minimizing a cost function K �

R̄, U, I
�
,
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intuition that for evaluating the value of an item, it is best
to rely on the opinion of like-minded people [14]. Hence,
this algorithm first finds N (u) ✓ U , consisting of the K
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to at most K items because of computational e�ciency [1].

Furthermore, this algorithm is considered superior in terms
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collaborative filtering is to rank for every user u, all items
e 2 E \Eu by their probability to be preferred by that user.

Although we assume familiarity with state-of-the-art col-
laborative filtering algorithms, we briefly revisit the intu-
ition behind three of the most important algorithms in the
remainder of this section.
User-based nearest neighbors algorithms are rooted in the

intuition that for evaluating the value of an item, it is best
to rely on the opinion of like-minded people [14]. Hence,
this algorithm first finds N (u) ✓ U , consisting of the K
most similar users to the target user u. Sarwar et al. use the
cosine similarity between their respective sets of preferred
items to compute N (u) [14]. Next, each neighboring user
increases the score of a candidate recommendation if it is
in its set of preferred items. Thus, the score of a candidate
recommendation ek for user ui is given by:

p̂ (ek | Eui) =
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un2N (ui)

sim(ui, un) · |Eun \ {ek}|. (1)

Finally, the items are ranked according to their score and
the top items are returned as recommendations for user ui.
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Item-based nearest neighbors algorithms are rooted in the
intuition that good recommendations are similar to the items
already preferred by the target user [1, 15, 13]. Hence, this
algorithm first finds for every preferred item ei 2 Eui the
set of the K most similar items to ei, denoted as N (ei) ✓ E .
Both cosine similarity and conditional probability between
the respective sets of users preferring the items are used [1,
15]. Alternatively, the similarity values between items can
be found by minimizing a global cost function [13]. Next,
every preferred item independently increases the score for its
K most similar items en 2 N (ei) with the similarity value
sim(ei, en). Thus, the score of a candidate recommendation
ek for user ui is given by:

p̂ (ek | Eui) =
X

ei2Eui

sim(ei, ek) · |N (ei) \ {ek}|. (6)

Again, the items are ranked according to their score and the
top items are returned as recommendations for user ui.

Deshpande et al. observe that N (ei) = E is the best choice
from an accuracy point of view. They however restrictN (ei)
to at most K items because of computational e�ciency [1].

Furthermore, this algorithm is considered superior in terms
of its ability for explaining the recommendations it pro-
duces [10, 2]. This is because the recommendation scores
are sums in which each term can be associated with a known
preference of the target user. Hence, the known preferences
related to the largest terms serve as a natural explanation
for the recommendation.

Matrix factorization algorithms [7, 11, 13] approximate
the |U| ⇥ |E| matrix R containing user-item preferences as
the product of a |U|⇥F user-factor matrix U with an F⇥|E|
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a fundamental concept of this framework and can take the
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etc.
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orem which states that all popular item-based nearest neigh-
bors algorithms can be described as user-based nearest neigh-
bors algorithms.

Starting from this equivalence, we propose novel algo-
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This method explains every recommendation with a relevant
subset of the user’s known preferences. Hence it has the
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notation and shortly revisit some well known algorithms for
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we show how user-based and item-based nearest neighbors
algorithms map to our framework. In Section 6 we discuss
the equivalence of user-based and item-based nearest neigh-
bors algorithms and propose novel algorithms. In Section 7
we discuss how matrix factorization algorithms map to our
framework. In Section 8 we propose our novel method for
explaining recommendations. We complement our theoret-
ical discussion with experiments in Section 9 and discuss
related work in Section 10. Finally, we end with conclusions
and future work in Section 11.
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are sums in which each term can be associated with a known
preference of the target user. Hence, the known preferences
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this well accepted belief by proposing a novel method for
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laborative filtering algorithms, we briefly revisit the intu-
ition behind three of the most important algorithms in the
remainder of this section.
User-based nearest neighbors algorithms are rooted in the

intuition that for evaluating the value of an item, it is best
to rely on the opinion of like-minded people [14]. Hence,
this algorithm first finds N (u) ✓ U , consisting of the K
most similar users to the target user u. Sarwar et al. use the
cosine similarity between their respective sets of preferred
items to compute N (u) [14]. Next, each neighboring user
increases the score of a candidate recommendation if it is
in its set of preferred items. Thus, the score of a candidate
recommendation ek for user ui is given by:

p̂ (ek | Eui) =
X

un2N (ui)

sim(ui, un) · |Eun \ {ek}|. (1)

Finally, the items are ranked according to their score and
the top items are returned as recommendations for user ui.

|N (ui)| (2)

|N (ek)| (3)

|U|� 1 (4)

|E|� 1 (5)

Item-based nearest neighbors algorithms are rooted in the
intuition that good recommendations are similar to the items
already preferred by the target user [1, 15, 13]. Hence, this
algorithm first finds for every preferred item ei 2 Eui the
set of the K most similar items to ei, denoted as N (ei) ✓ E .
Both cosine similarity and conditional probability between
the respective sets of users preferring the items are used [1,
15]. Alternatively, the similarity values between items can
be found by minimizing a global cost function [13]. Next,
every preferred item independently increases the score for its
K most similar items en 2 N (ei) with the similarity value
sim(ei, en). Thus, the score of a candidate recommendation
ek for user ui is given by:

p̂ (ek | Eui) =
X

ei2Eui

sim(ei, ek) · |N (ei) \ {ek}|. (6)

Again, the items are ranked according to their score and the
top items are returned as recommendations for user ui.

Deshpande et al. observe that N (ei) = E is the best choice
from an accuracy point of view. They however restrictN (ei)
to at most K items because of computational e�ciency [1].

Furthermore, this algorithm is considered superior in terms
of its ability for explaining the recommendations it pro-
duces [10, 2]. This is because the recommendation scores
are sums in which each term can be associated with a known
preference of the target user. Hence, the known preferences
related to the largest terms serve as a natural explanation
for the recommendation.

Matrix factorization algorithms [7, 11, 13] approximate
the |U| ⇥ |E| matrix R containing user-item preferences as
the product of a |U|⇥F user-factor matrix U with an F⇥|E|
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preferences of the target user. Therefore the known prefer-
ences related to the biggest terms can naturally serve as a
explanation for the recommendation. For user-based algo-
rithms on the other hand, the formula is given by Equation
1 in which every term can be attributed to one of the col-
laborative users. This is much less useful because the most
similar users give no natural explanation for the recommen-
dation as they are probably strangers to the target user and
the same for every recommendation. Furthermore, this kind
of explanation would also be an invasion on the privacy of
these collaborative users.

But this di↵erence is only superficial. Consider the for-
loop on lines 7-8 of the user-based algorithm (Algorithm 2),
written as a summation:

p̂ (ek|Eui) =
X

P2P(ui)

w(P, ui, ek).

We can distribute the contribution of each pattern over the
items contained in that pattern:

p̂ (ek|Eui) =
X

P2P(ui)

X

ei2Eui

F (P, ui, ei)w(P, ui, ek),

with the distribution function defined as

F (P, ui, ei) =
f (ei, P )P

ej2Eui
f (ej , P )

.

The weight of item e in pattern P is denoted by f (e, P ).
The most simple definition being

f (e, P ) = |P \ {e}|.
Next we can change the order of the summations to end with

p̂ (ek|Eui) =
X

ei2Eui

X

P2P(ui)

F (P, ui, ei)w(P, ui, ek).

The items that correspond to the largest terms in the
above equation serve as a natural explanation for the rec-
ommendations. As such, we have found a way to explain
user-based recommendations with the same advantages as
item-based recommendations. Intuitively, the above formula
states that the contribution of a known preference ei to the
recommendation of ek is bigger if ei has a high weight in the
patterns promoting the recommendation of ek for ui.

Moreover, choosing f (e, Eu) = |Eu \ {e}| and specify-
ing w(P, ui, ek) according to Equation 4, results in lines 7-8
of the item-based algorithm (Algorithm 3) with |L| = 1.
Hence, the natural explanation of item-based recommenda-
tions can be seen as a specific case of the above method for
explaining user-based recommendations.

Also matrix factorization algorithms are considered infe-
rior to item-based nearest neighbor algorithms for explaining
recommendations [10]. The reason being that these algo-
rithms link patterns to users via the similarities sim(ui, Pn)
and do not indicate the individual importances of the items
ei 2 Eui . However, Hu et al. were able to overcome this
problem for their specific algorithm by exploiting structures
in the alternating least squares method used for finding the
optimal values for P and {sim(ui, Pn)|ui 2 U ^ Pn 2 P}.

Overcoming this problem however, is not limited to the
cost function used by Hu et al. nor the use of alternating
least squares for minimizing the cost function [7]. An expla-
nation of the recommendations in terms of the known pref-
erences of a user can be achieved for all matrix factorization

algorithms for BPO collaborative filtering. The method for
explaining the recommendations is identical to the one de-
scribed above for user-based nearest neighbors algorithms.
In this case however, the most simple definition of the weight
of an item in a pattern is f (ei, Pn) = pni.
In our future work we plan to investigate the influence of

the definition of f (e, P ) on the explanations.

9. EXPERIMENTAL EVALUATION
In our experimental study we use two datasets: theMovie-

lens dataset and the Yahoo!Music dataset [17, 4]. Both
datasets contain ratings of users for movies or songs respec-
tively. The ratings are on a 1 to 5 scale with 5 expressing
the highest preference. We convert these datasets to binary,
positive-only datasets in the following way. If a user rates an
item 4 or 5, the item is added to the preferences of the user.
The preferences are used for both training and testing. If a
user rates an item 1 or 2, the item is added to the dislikes
of the user. The dislikes are only used for testing.
The next two sections provide a description of the exper-

imental setup on both datasets. Table 2 summarizes some
characteristics of both datasets. Section 9.3 discusses the
evaluation methodology and Sections 9.4 and 9.5 discuss the
experimental results.

9.1 Movielens Dataset
The experimental setup on the Movielens dataset [4] uses

a ten-fold cross validation. An experiment related to one of
the ten folds considers the users in that fold as test users.
All other users are only part of the training data for this
experiment. As such, every user is a test user in one of the
ten experiments. Normally two preferences are withhold for
every test user. If the user only has two preferences, one
preference is withhold. If the user only has one preference,
no preferences are withhold and the user is never part of
a test set. For each of the ten experiments, and for every
evaluation metric, the parameters of the algorithms were
determined via grid search on the corresponding training
set. The grid search uses a nine-fold inner cross validation
on the training set.

9.2 Yahoo!Music Dataset
In most datasets for evaluating recommendation algorithms,

like in the Movielens dataset, a user chooses himself which
item he rates. This introduces two biases. Firstly, popular
movies get more ratings. Secondly, the majority of the rat-
ings is positive. These two biases can have strong influences
on the evaluation metrics and are thoroughly discussed by
Pradel et al. [12]. The Yahoo!Music dataset avoids these
biases.
The training dataset is constructed in a traditional way:

users that are active on the music service choose to rate a
number of items. The test dataset however, is the result of
a voluntary survey in which random songs were presented to
the users and a rating was asked. In this way both the pop-
ularity and the positivity bias are avoided. Because of the
natural split in a test and a training dataset, cross-validation
is not applicable to this setup. For every evaluation metric,
the parameters of the algorithms were determined via grid
search on the training set. The grid search uses a nine-fold
cross validation on the training set.

9.3 Evalutation Methodology

Also user based algorithms are explainable 
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number of items. The test dataset however, is the result of
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9.3 Evalutation Methodology

of a candidate recommendation ek for user ui is given by:

p̂ (ek | Eui) = R̂ik.

The highest scores in every row of R̂ are returned as the rec-
ommendations for the user that is represented by this row.
Typically, these algorithms are considered to be more ac-
curate than nearest neighbors algorithms. Oftentimes how-
ever, nearest neighbors algorithms based on heuristic simi-
larity functions such as cosine similarity are preferred. This
is because matrix factorization assumes that information is
available about the known preferences of every user at the
time of the factorization [10]. Hence, nearest neighbors algo-
rithms are better suited for giving recommendations to new
users or users that have significantly increased their num-
ber of known preferences since the last factorization [10, 2].
Item-based nearest neighbors algorithms have the additional
advantage of being easy to explain.

3. FRAMEWORK
Algorithm 1 contains the pseudo-code for our unifying

framework.
The first step (s.1) of the framework consists of com-

puting a set of patterns P. Examples of patterns that are
discussed in this work are itemsets, association rules and
vectors of item weights.
In the second step (s.2), for each target user ui, a per-

sonalized subset P(ui) ✓ P is selected according to its inter-
estingness to ui. Obviously, this selection can be di↵erent
for every target user.
In the third step (s.3), for each candidate recommen-

dation ek, a set of patterns P(ui, ek) ✓ P(ui) relevant to
scoring the candidate recommendation ek for target user ui

is selected.
In the fourth and final step (s.4), the score of each

candidate recommendation ek for user ui is computed as
the sum of all w(P, ui, ek), the weights of the patterns with
respect to ui and ek. The computed score reflects the algo-
rithm’s estimation of p (ek | Eui), the probability that user
ui prefers item ek given its known preferences Eui .
The mapping of any algorithm to our framework is for con-

ceptual comparison purposes and does not suggest a specific
implementation.

Algorithm 1: Unifying, pattern based framework

input : D
output: Q = {p̂ (ek|Eui) |ui 2 U ^ ek 2 (E \ Eui)}

1 compute P / s.1
2 for ui 2 U do

3 Select P(ui) ✓ P / s.2
4 for ek 2 (E \ Eui) do
5 Select P(ui, ek) ✓ P(ui) / s.3
6 p̂ (ek|Eui) 0
7 for P 2 P(ui, ek) do
8 p̂ (ek|Eui) p̂ (ek|Eui) + w(P, ui, ek) / s.4

9 Q Q [ {p̂ (ek|Eui)}

4. USER-BASED NEAREST NEIGHBORS
In this section we show that the user-based nearest neigh-

bors algorithm for BPO collaborative filtering presented by

Algorithm 2: User-Based Nearest Neighbors

input : D
output: Q = {p̂ (ek|Eui) |ui 2 U ^ ek 2 (E \ Eui)}

1 P = {Eu|u 2 U} ?
2 for ui 2 U do

3 P(ui) = {P 2 P | K > . . .
. . . |{un 2 U | sim(Eun , Eui) > sim(P,Eui)}|} ?

4 for ek 2 (E \ Eui) do
5 P(ui, ek) = {P 2 P(ui) | ek 2 P} ?
6 p̂ (ek|Eui) 0
7 for P 2 P(ui, ek) do
8 p̂ (ek|Eui) p̂ (ek|Eui) + w(P, ui, ek)

9 Q Q [ {p̂ (ek|Eui)}

Sarwar et al. can be mapped to a specific case of our frame-
work [14]. Essentially, the K nearest users of a target user
determine the recommendations for that user. Algorithm 2
contains the pseudo-code of this algorithm mapped to our
framework.
Notice that this algorithm is identical to Algorithm 1, the

framework algorithm, except for the starred lines (?). On
these starred lines, the abstract description of the first three
steps has been replaced with the specific interpretation that
resolves in the algorithm by Sarwar et al. [14].
In the first step, set P is defined as the set of users de-

scribed by their known preferences {Eui |ui 2 U}. Finding
this set is trivial.
In step two, P(ui) is selected to represent the K most

similar users to each target user ui. The similarity function
sim() can take multiple shapes. We know of only one set
similarity measure that has already been used for user-based
BPO collaborative filtering, which is cosine similarity [14]:

sim(P,Eui) = cosine(P,Eui) =
|P \ Eui |p|P ||Eui |

.

In step three, for each candidate recommendation ek, the
subset of patterns containing ek is selected.
In step four, the weight of the patterns P 2 P (ui, ek) with

respect to target user ui and candidate recommendation ek
is determined by the fraction of neighboring users that is
represented by the pattern:

w(P, ui, ek) =
|{un 2 U | Eun = P}|P

P 02P(ui)
|{un 2 U | Eun = P 0}| .

If no two users have identical sets of known preferences, this
equation simplifies to

w(P, ui, ek) =
1

|P(ui)| ,

with |P(ui)| the size of the neighborhood of ui. Notice
that in this specific algorithm, ek has no influence on the
weight. In Section 6 we propose alternative definitions of
w(P,Eui , ek) and sim().

5. ITEM-BASED NEAREST NEIGHBORS
The popular item-based nearest neighbors algorithms by

Deshpande et al. [1], the BPR-kNN algorithm by Rendle et
al. [13] and the algorithms by Sigurbjörnsson et al. [15] can
also be mapped to specific cases of our framework. Essen-
tially, the K nearest items to the preferred items of a target

…
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Summary 

•  Unifying framework 
•  Item-based ßà User-based 

1.  Novel algorithms 
2.  Also user-based naturally explainable 


