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ABSTRACT
While traditionally content-based news recommendation was
performed using the word vector space model, more recent
approaches also take into account semantics, often through
the use of semantic lexicons. However, named entities are
rarely taken into account, as they are often absent in such
lexicons. Nevertheless, they can play a crucial role in deter-
mining user interest for specific news articles. Therefore, in
this work, we extend the state-of-the-art semantic lexicon-
driven Semantic Similarity (SS) recommendation method by
additionally considering named entities. First, as in SS, we
calculate similarities between WordNet synonym sets in un-
read news items and synonym sets in read news items (stored
in user profiles). Then, we use the page counts of named en-
tities that are retrieved from the Bing Web search engine
to compute named entity similarities between unread and
read news items. Results show that our recommendation
method, BingSS, outperforms SS in terms of F1, precision,
accuracy, and specificity.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Informa-
tion Search and Retrieval—Information filtering, Relevance
feedback ; I.2.4 [Artificial Intelligence]: Knowledge Rep-
resentation Formalisms and Methods—Representation Lan-
guages

General Terms
Algorithms, Design, Performance
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Semantics-based recommender, Semantic Similarity, Bing
Similarity, News
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1. INTRODUCTION
The current Web provides us with an enormous and ever

growing amount of valuable information on almost any sub-
ject of interest. As a consequence, arbitrary Web users must
deal with an increasing load of data to process in order to
obtain the items to their liking [26]. Although there is a
history in the field of information technology to solve this
user problem, Web information overload developments pose
specific challenges that need to be faced. Digesting natural
language Web sources has proven to be a non-trivial task
due to difficulties related to comprehending the information
content of unstructured data.

In the mid-1990s, the first recommender systems emerged,
aiming to personalize and filter a flow of information to the
interests or preferences of their users [1]. For this, simi-
larities are measured between the content of unseen items
(products, movies, news messages, etc.) and the contents
of previously viewed items, commonly stored in user profiles
acquired through monitoring browsing behaviour or through
preference elicitation interfaces. While early recommender
systems merely focused on content-based, lexical compar-
isons through the usage of vector space models and cosine
similarities [25], more recent systems additionally take into
account (domain) semantics by considering the meaning (i.e.,
sense) of words in an attempt to tackle machine interpreta-
tion problems of human-generated natural language texts [7,
12, 30]. A popular application of recommender systems is
news recommendation and personalization, which is hence
also the focus of our current endeavours.

In previous work [7], we investigated a semantics-based
approach to news recommendation by making use of syn-
onym sets (synsets) from WordNet [11], a large English
lexical database. WordNet contains approximately 117,000
synsets, which are interlinked through semantic relations,
such as synonymy, hyponymy, merynomy, troponymy,
antonymy, and entailment. We exploited WordNet synsets
in order to compute similarities between unread news arti-
cles and articles stored in user profiles in the Semantic Sim-
ilarity (SS) method. An important drawback is the lack of
support for named entities (e.g., ‘Microsoft’, ‘Steve Ballmer’,
etc.) in WordNet. Nevertheless, a vast amount of named en-
tities appear in news articles, and hence they could provide
crucial information when constructing user profiles.

Therefore, in this paper, we propose the BingSS recom-
mendation method, which extends our previously introduced



SS method by combining semantic information from Word-
Net with similarity based on page counts of named entities
stemming from a Web search engine. Page counts are de-
fined as the number of Web sites that contain one or more
specific named entities. The more a pair of named entities
co-occur on Web sites, the more likely it is that there is a
similarity between both entities [5]. In our efforts, we make
use of the Bing Web search engine1, since Bing was the only
large Web search engine that provided free access to search
results and page counts at the time we performed this re-
search. In order to evaluate its performance against the
original SS method, BingSS is implemented in Ceryx [7], an
extension to the Athena news recommendation component
within the Hermes news personalization framework [12]. In
this paper, we focus on improving our original SS method,
and omit a comparison with other methods such as TF-
IDF [25], SF-IDF [7], and CF-IDF [13], as these have been
extensively compared in our previous work [7, 13].

This paper is organized as follows. First, Section 2 dis-
cusses related work. Then, we present our framework and its
implementation in Sections 3 and 4. Next, we evaluate the
results of our recommender in Section 5. Last, we conclude
our paper and propose future work in Section 6.

2. RELATED WORK
Initial approaches to recommendation can be character-

ized as lexical approaches, which often borrow techniques
from related fields like information retrieval and text min-
ing. A widely used and acknowledged method is the term
frequency – inverse document frequency (TF-IDF) [25]. The
term weight in the vector space model is calculated by multi-
plying term frequencies with inverse document frequencies.
The term frequency represents the frequency of term t in
document d, and hence the more a term appears in a doc-
ument, the more likely it is that the term is relevant to the
topic of the document. The inverse document frequency is
defined as the inverse of the frequency of term t throughout
all documents d in set D, and hence the more a term ap-
pears in more documents, the less relevant it is to the topic
of a single document.

However, as semantics are not taken into account, such
lexical approaches have shown their limitations with respect
to comprehending the meaning conveyed by specific words,
which is crucial for recommender systems [12]. This drove
the development of more interesting techniques that exploit
semantics. These techniques make use of domain ontologies
(i.e., ontologies that are specific for a certain domain) or
lexical ontologies (i.e., semantic lexicons as WordNet [11]),
containing synsets associated with corresponding lexical rep-
resentations. In previous research, we extended the TF-IDF
measure by using ontological concepts in CF-IDF [13] and
semantic lexicon synsets in SF-IDF [7], and results have
shown that our developed similarity-based SS method [7]
performs equally good or better than the other methods.

The SS method for news recommendation compares Word-
Net synsets found in unread news items with WordNet syn-
sets originating from all news items stored in a user profile
by pairing the elements of the two sets with a common part-
of-speech. In order to measure the similarity, a vector in the
n-dimensional space is created containing all possible com-
binations of WordNet synsets from an unread news item on

1http://www.bing.com

the one hand, and the WordNet synsets from a user pro-
file on the other hand. Subsequently, a subset is extracted
that contains all the combinations which have a common
part-of-speech. Then, for every combination in the subset, a
specific semantic similarity measure is used. The final simi-
larity rank of an unread news item is defined as the sum of all
the combinations’ similarities divided by the total number
of combinations.

We distinguish between five semantic similarity measures,
i.e., Jiang & Conrath [19], Leacock & Chodorow [20],
Lin [22], Resnik [24], and Wu & Palmer [29]. Each mea-
sure evaluates the semantic distance between two synsets
(represented as nodes in a taxonomy, i.e., a hierarchy of ‘is-
a’ relationships between nodes), where for instance ‘turkey’
should be closer to ‘animal’ than to ‘boat’. The measures
of Jiang & Conrath, Resnik, and Lin are based on the in-
formation content of the nodes, while Leacock & Chodorow
and Wu & Palmer make use of the path length between the
nodes. In earlier work [7], we identified the Wu & Palmer
method as the best performing similarity measure for SS.

An alternative to measuring content-based similarities, is
using similarities that are based on page counts that are
gathered by Web search engines like Google2 or Bing. Page
counts are defined as the number of Web sites that contain
specific entities. The more a pair of entities co-occur on Web
sites, the more likely it is that there is a similarity between
both entities [5]. A frequently studied similarity measure
based on page counts is the Normalized Google Distance
(NGD) [8, 9, 28], which is a normalized semantic distance
between 0 and 1 that is calculated using probabilities re-
lated to the number of hits associated with the two separate
entities, the number of hits associated with the two entities
appearing together, and the number of indexed Web pages.
The NGD is based on Kolmogorov complexity, normalized
information distance, and normalized compression distance.
Unfortunately, Google’s API was not available any more as
a free service, so we have used Bing, which still offered an
API for its search service for free at the time we carried out
this research.

3. FRAMEWORK
The SS and BingSS recommendation methods are imple-

mented in the Ceryx framework, which is an extension to the
Athena framework [16], allowing for semantics-based recom-
mendation within the Hermes news personalization frame-
work [12]. Our semantics-based methods make use of a user
profile, which is defined as a set of read news items. Based
on the assumption that users only read articles of interest,
the user profile is considered to be representative for the user
preferences. Hence, upon reading a previously unseen news
item, a user profile can be constructed or updated by adding
the item it.

3.1 SS Recommendation
When applying SS recommendation, semantic similarity is

measured between a set U of k WordNet synsets u1, . . . , uk
that are derived from an unread news item, and a set R
of l WordNet synsets r1, . . . , rl derived from a user profile.
Subsequently, we create a vector V containing all possible
pairs between the synsets found in news item U and user
profile R, i.e.,

2http://www.google.com



V = (〈u1, r1〉, · · · , 〈uk, rl〉) ∀ u ∈ U, r ∈ R , (1)

where ui represents a WordNet synset in the unread news
item, rj denotes a WordNet synset in the user profile, and
k and l are the number of WordNet synsets in the unread
news item and user profile, respectively.

Next, we create a subset W where all pairs have a common
part-of-speech, which is defined as

W ⊆ V ∀ (u, r) ∈W : POS(u) = POS(r) , (2)

where POS(u) represents the part-of-speech of synset u in
the unread news item, and POS(r) is the part-of-speech of
synset r in the user profile.

Last, for every pair, a similarity score is computed by
means of a semantic similarity measure. In our current work,
we make use of the Wu & Palmer similarity measure [29],
as this proved to be the best performing one in our previous
work [7]. The Wu & Palmer similarity measure makes use of
the distance between two synsets in a semantic graph, and
is defined as

simWP (u, r) =
2× depth(LCS(u, r))

length(u, r) + 2× depth(LCS(u, r))
, (3)

where depth(LCS(u, r)) denotes the depth of the lowest
common subsumer of both synsets in the WordNet graph,
and length(u, r) represents the path length between the two
synsets in the graph.

The similarity score for an unread news item is defined
as the sum of similarity scores for all pairs, divided by the
number of pairs, i.e.,

simSS =

∑
(u,r)∈W

simWP (u, r)

|W | , (4)

where |W | is the number of WordNet synset pairs within the
unread news item and the user profile. The unread news
items with similarity scores exceeding a predefined cut-off
value are recommended to the user.

3.2 BingSS Recommendation
When extending the SS recommendation method to

BingSS, we do not only consider words stemming from a
semantic lexicon (i.e., WordNet), but we additionally take
into account named entities which are usually not found in
semantic lexicons. The BingSS approach is similar to the SS
approach in that it also computes the semantic similarity be-
tween synsets from a semantic lexicon, yet the difference is
that BingSS only takes into account the synset pairs with
the highest similarity scores, and hence we redefine (4) in or-
der to reflect these changes. Now, semantic similarity simSS

is defined as

simSS =

∑
(u,r)∈W

simWP (u, r) ∈ TOP βSS
W

|TOP βSS
W |

, (5)

where TOP βSS
W is the set of synset pairs with the highest

similarity in W , and βSS is a predefined positive integer
(optimized during testing), representing the top-βSS simi-
larities from pairs in W . We assume here that not all named
entities appearing in a news item are relevant for defining
the user interests. For example, for EU news on the Greek
debt, the EU named entity is not relevant when the user’s
interest is on the Greek debt.

Additionally, BingSS takes care of handling named enti-
ties in news items. Named entities are often not included in
WordNet, and are hence derived from news items by means
of a named entity recognizer. They are captured in a set
U , containing k named entities u1, . . . , uk for a certain news
item. Named entities are also retrieved from a user pro-
file, and are stored in set R, containing l named entities
r1, . . . , rl. Subsequently, sets V – containing all possible
pairs between the synsets found in news item U and user
profile R – and W – containing all pairs that have a com-
mon part-of-speech – can be constructed as specified in (1)
and (2).

For every pair (u, r) in V we compute a similarity score us-
ing the Point-Wise Mutual Information (PMI) co-occurrence
similarity measure [6] based on the page counts retrieved
from the Bing Web search engine. The page count is the
number of Web sites that contain the named entities u or
r or the pair of named entities (u, r), found by the Bing
Web search engine. PMI is a measure of association be-
tween two probabilities. It measures the difference between
the actual and expected joint probability of the occurrence
of two named entities in a query on a Web search engine,
based on the two single probabilities of the two named en-
tities while assuming independence. In our case, we define
the PMI-based similarity score as

simPMI(u, r) = log
c(u,r)
N

c(u)
N
× c(r)

N

, (6)

where c(u, r) is the page count for the named entity pair
(u, r), and c(u) and c(r) are the page counts for the named
entities u and r. N is the total number of indexed Web
pages by Bing (approximately 15 billion [14]).

The final similarity score of an unread news item is calcu-
lated as

simBing =

∑
(u,r)∈V

simPMI(u, r) ∈ TOP
βBing

V

|TOP βBing

V |
, (7)

where TOP
βBing

V is the set of top-βBing pairs with the high-
est similarity in V , and βBing is a predefined positive integer
representing the top-βBing similarities from pairs in set V .

Last, we calculate the BingSS similarity score simBingSS

by combining the SS and Bing similarity scores by means of
a weighted average, i.e.,

simBingSS = α× simBing + (1− α)× simSS , (8)

where α is a predetermined weight. When employing the
BingSS similarity score, news items with scores exceeding a
specific, predefined cut-off value are recommended.

4. IMPLEMENTATION
Our framework is implemented as an extension to the

Ceryx [7] plugin created for Athena, a news recommenda-
tion component employed in the implementation of the Her-
mes framework, i.e., the Hermes News Portal (HNP) [12].
The HNP application allows users to formulate and exe-
cute queries using a domain ontology in order to retrieve
relevant news items, and is a stand-alone, Java-based tool
which makes use of various Semantic Web technologies. Its
internal knowledge base is an OWL domain ontology con-
structed by domain experts, and is queried using extended



(a) Overview of all news items.

(b) Resulting recommended news items.

(c) Recommender evaluation results.

Figure 1: Ceryx user interface.



SPARQL queries. In HNP, the classification of the news ar-
ticles is done using the GATE natural language processing
software [10] and the WordNet [11] semantic lexicon.

4.1 Ceryx User Interface
The Ceryx plugin provides a tabbed user interface for se-

mantic news recommendations, and presents the user an
overview of all available news items, recommended news
items, and evaluation results. In the first tab, depicted
in Fig. 1(a), the user is able to browse through all the
news items that are found by the system in specified RSS
feeds. Each item is displayed with a title, date, and abstract.
Whenever an item is selected, the Web page containing the
news item is opened in the user’s default Web browser. The
news item is then added to the user profile as interesting
item.

In the recommendations tab (Fig. 1(b)), the user can
choose from several recommendation methods which gen-
erate different lists of recommended news items. The Ceryx
plugin provides support for many recommenders, e.g., TF-
IDF, CF-IDF, and SS, and we have extended the plugin to
also include BingSS. The resulting list of items looks similar
to the list shown in the first tab, yet also displays similarity
scores ranging from 0 to 100, with 0 being the associated
with the lowest ranking news items, and 100 with the high-
est ranking news items (best reflecting the user’s interests).
Additionally, the list is sorted on similarity scores.

The last tab displays test results, and enables the user to
test the recommendation methods on different performance
measures. The user can load a test file, which contains a
human judgment on every news item whether it should be
marked for recommendation or not based on a pre-specified
user profile. The recommendation methods are evaluated
on accuracy, precision, sensitivity, and specificity. In the de-
picted screenshot in Fig. 1(c), Ceryx displays an evaluation
of the BingSS recommender.

4.2 SS Recommendation
The implementation of the SS recommender requires the

news extracted synsets. These are obtained through part-of-
speech tagging, stop word removal, and word sense disam-
biguation. Part-of-speech tagging is performed by means of
the Stanford Log-Linear Part-of-Speech Tagger [27], which
has a 97.24% accuracy on Penn Treebank WSJ data. Stop
words (i.e., non-meaningful words) are subsequently removed
from the news item using a list of stop words that can be
found in the Onix Text Retrieval Toolkit API reference doc-
uments [21]. Word sense disambiguation is performed us-

ing an implementation [18] of the Lesk algorithm [3]. After
these initial processing steps, our implementation computes
pairwise similarities with the Wu & Palmer similarity mea-
sure [29], using a Java implementation by Hope [15], which
is a conversion from a Perl implementation [23]. Final sim-
ilarity scores are calculated by averaging all pairwise simi-
larities.

4.3 BingSS Recommendation
In contrast to the implementation of the SS recommender,

the BingSS recommendation method does not only require
synsets (obtained in the same way as for the SS recom-
mender’s implementation), but also named entities. These
are extracted using the named entity recognizer from Alias-
i’s LingPipe 4.1.0 [2]. Synset similarities are subsequently
calculated in a similar way as is the case for our SS im-
plementation, although final similarity scores are computed
by taking the average of the top-βSS similarity scores. For
named entities, we compute the PMI similarities by using
page counts retrieved from queries on named entities that
are performed on the Bing API 2.0 [4]. Final entity similar-
ity scores are calculated by taking the average of the top-
βBing scores. Last, scores are weighted using an optimized
α, maximizing F1-scores.

5. EVALUATION
We now continue with an evaluation of the performance

of our BingSS approach when compared to the SS news rec-
ommender. Our experiments are based on 100 news arti-
cles that are collected from a Reuters news feed on tech-
nology companies. Three users (Economics & Informatics
students from the Erasmus University of Rotterdam) were
presented with the articles, and had to indicate whether a
news article is related to one of the given topics. We distin-
guish between eight topics, i.e., ‘Asia or its countries’, ‘fi-
nancial markets’, ‘Google or competitors’, ‘Internet or Web
services’, ‘Microsoft or competitors’, ‘national economies’,
‘technology’, and ‘United States of America’. Out of these
user ratings, a user profile was constructed for every topic
using a minimum inter-annotator agreement (IAA) of 66%
(i.e., two out of three users stated that a news item is rele-
vant for a topic). Table 1 displays the resulting number of
non-interesting and interesting news items per topic (Items–
and Items+, respectively), as well as their associated agree-
ments (i.e., IAA– and IAA+, respectively).

In order to evaluate the BingSS recommendation method,
we compare its performance to the performance of SS recom-
mendation in terms of accuracy, precision, recall, specificity,

Table 1: The number of non-interesting news items (Items–), the number of interesting news items (Items+),
and their associated inter-annotator agreements (IAA– and IAA+, respectively) for each topic.

Topic Items– Items+ IAA– IAA+
Asia or its countries 79 21 0.97 1.00
Financial markets 76 24 0.68 0.75
Google or competitors 74 26 0.95 1.00
Internet or Web services 74 26 0.92 0.96
Microsoft or competitors 71 29 0.96 1.00
National economies 67 33 0.85 0.94
Technology 71 29 0.87 0.86
United States of America 55 45 0.84 0.87
Average 70.9 29.1 0.88 0.92



and F1. Performances are evaluated for the individual top-
ics using a range of cut-off values (i.e., items with similarity
scores above a specific value are recommended). Addition-
ally, we optimize the cut-off values for both recommenders
as well as parameters for BingSS per topic by employing a
supervised learning approach based on the maximization of
the resulting F1-scores, and hence our data set is randomly
but proportionally divided into a test set (40%) and training
set (60%).

In order to optimize the parameters for BingSS using our
training set, we evaluate βSS and βBing values ranging from
1 to the maximum number of compared pairs with a step
size of 1, and the α parameter is evaluated within the range
of 0 to 1, with a step size of 0.01. The optimized βSS value
is equal to the total number of evaluated synset pairs, while
the optimized βBing value is optimized to 9. Last, scores are
weighted using an optimized α of 0.72, giving a substantial
weight to Bing similarities.

When plotting the global F1 measure against the cut-
off value, we obtain the graph that is depicted in Fig. 2.
Especially for high cut-off values, BingSS outperforms SS,
whereas for lower cut-off values, differences between both
recommenders are fairly small. This phenomenon could be
explained by the fact that for low cut-off values, the em-
phasis is on high recall and not so much on high precision.
High recall values are obtained for both recommendation
methods, because more recommendations are made using
this setting, hence increasing the probability that the rec-
ommended articles are in fact correct. This phenomenon
diminishes the influence of the proposed additions to SS in
our BingSS recommendation method. On the other hand,
when using high cut-off values, the emphasis is on high pre-
cision, hereby favoring BingSS, as it also considers named
entities, contributing to a higher precision.

Table 2 supports these observations, as using the optimal
cut-off value leads to a configuration of BingSS that has a
considerably higher precision than the best performing SS
recommendation method configuration. Optimizing the cut-
off value for SS yields a value of 0.49, with an associated F1-
score of 54.3%, while the optimized cut-off value of BingSS is
0.63, which gives a higher F1-score of 58.1%. Not only does
BingSS outperform SS in terms of F1, but also in terms of
precision, accuracy, and specificity.
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Figure 2: Averaged F1-measure performance for var-
ious cut-off values of the SS and BingSS recommen-
dation methods.

Table 2: Averaged test results for SS and BingSS
recommendation using optimized cut-off values.

Measure SS @ 0.49 BingSS @ 0.63
Accuracy 64.2% 73.1%
Precision 44.0% 54.0%
Recall 73.1% 62.9%
Specificity 60.2% 77.4%
F1-measure 54.3% 58.1%

6. CONCLUSIONS
In this paper, we explored the possibilities of extending

the state-of-the-art semantic similarities-based approach to
news recommendation, SS, which makes use of similarities
between semantic lexicon synsets found in news items and
user profiles. As named entities usually do not appear in
semantic lexicons, in our proposed approach, we addition-
ally take into account named entities, by using a similarity
based on page counts retrieved from the Bing Web search
engine. Results show that our recommendation method,
BingSS, outperforms SS in terms of F1, precision, accuracy,
and specificity. Additionally, our experiments show that for
BingSS, named entity similarities are more important than
synset similarities, as the former have a weight of 0.72, com-
pared to 0.28 for the latter.

For future work, we would like to investigate the possi-
bility to measure page counts not only for named entities,
but also for semantic lexicon synsets, and compare the ac-
curacy of the SS approach with this new approach. Here,
we basically compare the Wu & Palmer similarity with the
Bing similarity in an extrinsic way. Additionally, it would be
worthwhile to perform additional analysis on similar exten-
sions to other recommendation methods, such as TF-IDF,
CF-IDF, and SF-IDF. Last, one could also consider using
other co-occurrence measures for named entities besides the
PMI measure, e.g., Jaccard similarity [17].
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