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Abstract:  In this paper we present a framework for the com-
putational content analysis of European Central Bank (ECB)
statements. Based on this framework, we provide two ap-
proaches that can be used in a practical context. Both ap-
proaches use the content of ECB statements to predict upward
and downward movement in the MSCI EURO index. General
Inquirer (Gl) is used for the quantification of the content of the
statements. In the first approach, we rely on the frequency of
adjectives in the text of the ECB statements in relation to tle
content categories they represent. The second approach sse
fuzzy grammar fragments composed of economic terms and
content categories. Our results indicate that the two propeed
approaches perform better than a random classifier for predct-
ing upward or downward movement of the MSCI EURO index.

making, in a time short enough to provide a competitive ad-
vantage over other market participants. The sources of in-
formation can be very diverse, ranging from formal means
of communication to social media. Indeed, different stud-
ies show that European Central Bank (ECB) statements hold
predictive power over financial markets [15, 16], and that th
general mood on Twitter can be used in predicting upward or
downward movement in the Dow Jones Industrial Average
(DJIA) index [5].

Most approaches to content and sentiment analysis in eco-
nomic text are currently focused on different isolated prob
lems rather than providing frameworks for this problem. In
this paper, we aim at providing a general framework towards
the automated analysis of ECB statements, with the goal of

Keywords: index prediction, fuzzy inference system, fuzzy gram-aiding decision-makers with investment decisions. We $ocu

mar, General Inquirer, MSCI EURO.

[. Introduction

the analysis on the content of fragments of text, based on the
General Inquirer service [29], which employs the Harvard-
IV-4 and Lasswell content dictionaries.

We provide two approaches for our proposed framework, that

For a large part, corporate as well as government commuigian be used in a practical context. The first focuses on the fre
cation consists of free text. Although accessible to thedmum quency of content categories as encountered in text. The sec
mind, such information fragments are difficult to process i®nd one takes a more sophisticated approach in that, rather
an automated way. When faced with high volumes of sudhan focusing on word frequencies, it focuses on fragments o
information, one would find it desirable to use machines foiext containing both an economic term as well as a word de-
the processing, interpretation and aggregation of thiswkno noting some content category. Again, the frequency of such
edge. ldeally, such a process should lead to an advice in tliggments is measured in text.

form of a recommended decision that follows from the text he information source we choose consists of European Cen-
that is being considered. tral Bank (ECB) communication. The statements we con-
This issue is especially relevant for financial investorspw sider have appeared monthly starting at the end of 1998. In
are often faced with high volumes of information and ar@ddition to discussing the levels of the key interest ratdise
under time pressure to incorporate this into their dec'psifrEuropean Union, these statements provide an overview of the



economy in the past month, as well as an economic outlook
for the period succeeding the |ssu_ed sta_\tement. Given _the im ECB [Linguistic/semantic] | Contont
portance of these statements to financial markets, the-antic | Statements Preprocessing Fingerprinting

pation with which they are received by market participants,

and the extensive information they contain, we deem these

statements relevant for the price forming mechanism of Eu-

ropean assets. Hence, we hypothesize that automated tonte

extraction of the ECB statements can help predict a Europe-

wide financial market index, such as the MSCI EURO. For

modeling the levels of the index, we rely on a Fuzzy Infer-

ence System (FIS), mainly due to the interpretability ofsuc Other Economic/

models, which provides us with some insight into the rela- s

tionship between the content of the ECB statements and the

movement of the index. Figure. 1. ECB statements analysis framework.

We validate our framework by measuring the accuracy of the

proposed approaches in terms of correctly predicting ugwar ) i .

or downward movement of the index. We find that both apln [7]; the authors discuss a sentiment mining approach re-
gd to the extraction of term subjectivity and orientatio

proaches show a performance that exceeds the accurac % > ) -
a random classifier, thus validating our general frameworkOM t€xt. The approach starts with two training sets cansis

for automated financial decision support based on econoniftd Of positiveandnegativewords, respectively. It extends
text. While one approach gives a better accuracy on the td8S€ two sets with WordNet synonyms and antonyms of the

set, the other one helps at reducing the number of featurdQrds in the sets. Then, a binary classifier is built by a super
used for prediction and gives more stable models. vised learner that is able to categorize vectorized represe

The outline of the paper is as follows. In Section I wetations of terms and classify them pssitiveor negative In

present studies related to the extraction of content arii serf10ther approach in [1] extraction of fuzzy sentimentisejon
ment from text. Section Il presents our general framewor®here the authors are able to assign a fuzzy membership of
for the content analysis of ECB statements. Two approachB@Sitiveor negativeio a set of words using the so-called Sen-
based on our framework are described in Section V. WiMent Tag Extraction Program (STEP). _

present the fuzzy model that we use for the analysis in SeEn€ first approach presented in this paper differs from the

tion V. The experimental setup and the results are present®0Ve approaches in that it relies on selected content cate-
in Section VI. Our conclusions and suggestions for furthed©ries from GI, and employs a fuzzy model for the prediction
work are described in Section VII. of movements in the MSCI EURO index. Rather than focus-

ing on sentiment, we select a total of thirteen categorms fr
. . Gl and employ the percentages of words that fall under those
Il. Content and Sentiment Analysis categories as document fingerprints for the individual ECB

The first attempt at content analysis in an economic contefatéments. By using a fuzzy model, we are able to inves-
is presented in [10]. Here, the authors investigate the rel9ate how each category impacts the index, and draw eco-
tionship between a focus on wealth and wealth-related wor§@Mic conclusions. Contrary to the approach in [27], we do
in the speeches of the German Emperor and the state of {i¢f @ggregate all content categories into one single itwfica
economy over the period 1870-1914. They find a strong rdehich V\_/ould lead to losing the gb|l|ty to question the impact
lationship between the focus on wealth and the state of 19 the different content categories on the explanandum.
German economy. More recent research, such as [27], 18-the second approach, we focus on the use of fuzzy gram-
lies on the Gl dictionary for explaining the market pricedan Mars that are learnt from the text. Central to our work is
the trading volumes. The author finds that a relationship ef® @pproach described in [12], where the evolution of fuzzy
ists between a daily Wall Street Journal column, ‘Abreast drammar fragments is studied for matching strings originat
the Market’, and the market prices and trading volumes df9 in free text. The basis of our approach are the methods

that day for the stocks discussed in the column. In [19] th@escribed in [21, 22] for learning and extracting such fuzzy

authors develop a method for the automated extraction of b3f@mmar fragments from text.

sis expressions that indicate economic trends. They aee abl

to classify positive and negative expressions which hodd pr|||, Content Analysis Framework

dictive power over economic trends, without the help of a

dictionary. In this section, we introduce the framework that we propose
Other research has focused on the extraction of sentimdot the automated content analysis of ECB statements. An
from free text in an economic context. In [28], the authoks fooverview of the architecture that we propose is given in Fig-
cus on eight dimensions of sentiment: joy, sadness, trisst, dure 1. In the remaining part of this section, we discuss the
gust, fear, anger, surprise, and anticipation. They aretabl different modules and the reasons for including them in the
provide visualizations of how these eight sentiments evoharchitecture, as well as different approaches for cormngti
over time for some concept, e.g., Iraq, based on news mesach of these modules.

sages. The results are validated against ratings of hurman €@ur framework consists of three main modules: the Lin-
viewers of the news messages. The method performs satigtisting/Semantic Preprocessing module, the Content Fin-
factorily in visualizing the evolution of these sentiments  gerprinting module, and the module responsible for cregatin

Advice

Historical » Model
Price Data




the model based on historical data and the content of the tdke asset value being considered, which can be translated to
documents. We discuss each of these three modules in @erecommendation with regard to some portfolio. For exam-
tail, together with the inputs they require and the outpayth ple, a price projection higher than the current price can be
generate. regarded as an advice of buying/increasing the weight of tha
Given a collection of ECB statements, some linguistic and/@sset within the portfolio, while a lower price projecticanc
semantic processing is required before analyzing the nontée interpreted as a (short) selling recommendation. In this
of such documents. In the linguistic/semantic preproogssi paper, we use the forecasts of our system for the evaluation
module one can envision transformations such as stemmirgf,the approach.

stopword removal, part-of-speech tagging, and/or more-.com

plex operations such as semantic analysis of the concep® Two Approaches to Computational Content
presented in text, possibly based on a domain-ontology or Analysis

economic thesaurus such as [33]. The output of this module

consists of a text that is at least transformed in such a way this section we provide two approaches that show how
that makes syntactic comparison across documents passibis generalized framework that we present can be applied in
If & semantic approach is considered, then the comparisgryactical context. The text documents that we consider are
across documents can move from the syntactic level t0 §Re monthly statements of the European Central Bank (ECB).
analysis of how different concepts are incorporated irediff \ve consider these statements due to their comparable struc-
entdocuments, i.e., a comparison of the content is enabledge gver the years, and the fact that they are issued régular
a deeper level. _ at predictable moments. In addition to the level of key inter
The preprocessed documents can then be analyzed in tef@gyates, the ECB statements focus on the current state of th
of the content they present. While the previous step mainlonomy, and discuss likely economic developments for the
concerns linguistic and semantic analysis, further PIEIDES  ghort-, medium-, and long-term in the European Union (EU).
of the preprocessed documents can be purely quantitatifsing received with much anticipation by the financial mar-
Here, we envision the generation of content fingerprints thets, we consider these statements highly relevantin the pr
make a quantitative comparison between documents posgimation of assets across the EU. Since the individuatsisse
ble. The content fingerprints can be generated based on the affected to various extents by the considerations in ECB
frequency of (some) words and the content they denote. §atements, we consider an aggregate index (MSCI EURO
more complex approach can incorporate an analysis of préq&gey) as the measure of performance for both approaches
fined concepts within the text, an ontology-based approacfyat we present in this paper. This index is a measure of the
or an analysis of recurring structures/patterns as eneoenht equity market performance of developed European markets,
in the text documents, in terms of the link between the conyng currently considers sixteen countries: Austria, Betyi
cepts and content that describe these patterns. The contgahmark, Finland, France, Germany, Greece, Ireland, Italy
analysis can_be based on content d|_ct|onar|(_es such as thg Netherlands, Norway, Portugal, Spain, Sweden, Switzer
General Inquirer (GI) [29]. The Gl service provides over 18@anq  and the United Kingdom. For the quantification of the
content categories, each of them described by a set of wordsntent of the ECB statements we use Gl. while the model
that fall under that category. Regardless of the approach Rgseq is a FIS, chosen based on its ability to capture noaline
ing considered, the output of this step consists of a queatifi relationships and its interpretability.

tion of the content of the text document, a content fingetprintne two approaches that we present quantify the content
which describes the document being considered in terms gf Ecp statements at different levels of complexity. The
the content it describes. ThIS approac_h makes a comparisgi; approach that we consider, the Adjective Frequency Ap-
between c.iocuments p053|blg, and, _S|multaneously, en"f‘bﬂzﬁ'ﬁach (AFA) presented in Section IV-A, looks at the fre-
the mapping of the content fingerprints to some numericgl,ency of adjectives within the text in relation to the conte
variable that is mflyenced by the contentyof the eConoMigategory they describe. The fingerprints thus generated are
texts, e.g., stock prices for some company’s shares, levelsmapped onto levels of the MSCI EURO index. The second
stock indexes, etc. o _ approach that we consider, the Fuzzy Grammar Fragments
Provided that one has access to historical prices of an asggfrgach (FGFA) presented in Section IV-B, looks at the
or the inde>_< being ponsidered, and that these prices can #?@quency of grammar fragments composed of at least one
matched with the time when the economic text documentggnomic term and a word belonging to a content category.

have been made public, the price variable can be modelgdain the fingerprints that we generate are mapped onto the
based on the content fingerprints of the documents beifg,e|s of the MSCI EURO index.

considered. In this step, one can also consider other eco-
nomic/financial variables that are relevant in the pricefar
tion of the object being considered. Different approaclags ¢
be envisioned in this step, such as Fuzzy Inference Systeinghis approach, we require data from two different sources
(FIS) when interpretability of the model is desired, or Neu©On the one hand, we use ECB statements available from the
ral Networks (NN) for capturing the possible non-linearitye CB press website [30]. On the other hand, we use the MSCI
of the relationship between the content fingerprints and tHeURO index, available from the Thomson One Banker web-
numerical variable being predicted without a focus on inteisite [32].
pretability. Other approaches could also be considered. An ECB statement consists of different parts. The first part
The output of the modeling step is a forecast of the level aleals with the key ECB interest rates and their levels for the
coming months. The following four parts deal with the eco-

A. The Adjective Frequency Approach (AFA)



nomic and monetary analysis, as well as the fiscal policies
and structural reforms. These first five parts are considered
relevant for our purpose. Finally, approximately the secon
half of an ECB statement consists of questions and answers
from the press directed towards the president of the ECB.
For the current scope, we consider the Q&A part of an ECB
statement relevant only indirectly, and only focus on the pa
describing the current and expected future state of the-econ
omy.

The relevant parts of the ECB statements for the selected pe-
riod are extracted by using an HTML wrapper from the ECB
press website. Upon successful extraction, each statament
annotated for parts of speech using the Stanford POS Tagger
[25, 26]. Based on the part of speech annotation, we extract
only the adjectives from the text. It should be noted that all
ECB statements, at least in the part we consider relevant for
the current purpose, follow a similar structure. For thi&-re
son, we believe that the adjectives in the text could progide
good discrimination among the different statements.

For each ECB statement from the relevant period, the set of
all adjectives contained in the text is fed to the General In-
quirer web service. Based on this input, Gl generates a docu-
ment fingerprint consisting of the percentages of words from
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the document that fall under each category supported by GI.
Gl currently supports over 180 content categories, butdior o
current purpose we focus only on 13 of them, namely [29]:

Thomson
One Banker

General Inquirer

positiv, consisting of 1045 positive words, such as har- Figure. 3: FGFA steps.

mony, improve, and resolve;

negatiy made up of 1160 negative words, such as ad- « fail, which consists of 137 words that indicate that goals
versity, grief, and quit; have not been achieved, such as bankrupt, forfeit, and

ineffective.
strong consisting of 1902 words implying strength,

such as apprehension, constrain, and fought; By feeding the adjectives from each relevant ECB statement

. . , to GI, we obtain a matrix of percentages that indicate for
weak containing 755 words implying weakness, suchach gocument, for each content category, the percentage of
as defect, flee, and pitiful; words in that document that fall under that category. Upon
1generating this matrix, we normalize it using min-max nor-
falization across each content category.

Finally, we obtain the data on the MSCI EURO index from
fhomson One Banker (T1B). We extract monthly, end-of-
month data for the period January 1st 1999 until December
31st 2009. An overview of AFA is provided in Figure 2.

need made up of 76 words related to the expression of
need or intent, such as famine, intent, and prefer;

ovrst, consisting of 696 words indicating overstatemen
such as chronic, hopeless, and ridiculous;

undrst containing 319 referring to understatement, suc
as careful, hesitant, and light;

B. The Fuzzy Grammar Fragments Approach (FGFA)

goal, cons_isting of 53 words referring_tc_) en_d—st_ates toThe fuzzy grammar fragments approach focuses on the
wards W_h'Ch m_uscular or mental St“V'”Q 'S_ OllreCtedrecognition and extraction of fragments from text. These
such as innovation, purposeful, and solution; fragments are defined and parsed based on a terminal gram-

try, containing 70 words indicating activities taken oM In addition, the matching of text fragments to grammar

. fragments is achieved through a fuzzy parsing procedure.
reach a goal, such as compete, redeem, and seek; :
For the purpose of extracting the fuzzy grammar fragments,

meansmade up of 244 words denoting what is utilizedV® focus on a subset of 33 ECB statements. This is done in
in attaining goals, such as budget, debt, and necessitﬁrder to test the generalizability of the the approach and re
duce the computational time. These statements are selected

persist 64 words indicating endurance, such as alwaysuch that they are uniformly spread over the dataset: fdr eac
invariable, and unfailing; year from 1999 to 2009 we select 3 statements, from March,

June, and September, respectively. We employ the same con-
complet consisting of 81 words indicating the achievetent categories from Gl as in the AFA. These statements are
ment of goals, such as enable, recover, and sustain; then processed according to the flow in Figure 3.



1) Terminal grammar focus on fuzzy grammar fragments that contain
For the purpose of information extraction, we begin balt least one <EconomicTerm> and at least one
purp ' 9 y<ContentCategory> , regardless of the number of

defining a terminal grammar around which the fuzzy gram:_ < For example, the fuzzy grammar fragmettwould

mar fragments are built. The complete _termlnal gramp e selected, whil&2 and F3 would be removed from the
mar employed for the current purpose is presented In

the Appendix. The terminal grammar is centered aroung ammar:
<EconomicTerm> and <ContentCategory> as the
current focus is on extracting combinations of the two from ;.

<aw><PositivCat><StrongCat><EconomicTerm>
the text of the ECB statements.

F2: <EconomicTerm><aw><EconomicTerm>

2) Porter stemming F3: <aw><PositivCat><aw><StrongCat>

In order to be able to identify text fragments that are identi

cal, one must be able to abstract beyond dissimilarities bg;, thermore. in order to simplify the fuzzy grammar frag-
tween the words and the dissimilarities that may relate tQ.qts we ol;tain all trailing and precedirgw> are re-

things like the tense of verb, plural vs. singular, etc. Fof, v aq from the fragments. For example, fuzzy grammar
this reason, both the terminal grammar as well as the text %\gmenﬂzl would become the fragmeaE1:

the ECB statements are reduced to a root form through the
Porter stemming algorithm [18].

F1: <aw><PositivCat><StrongCat><EconomicTerm>

3) Text fragmem selection eF1: <PositivCat><StrongCat><EconomicTerm>

The topic of interest in the current case consists of the word
contained irkEconomic Term> . For the purpose of build-
ing a grammar for ECB statements, text fragments consistirkgnally, we group all the resulting fuzzy grammar frag-
of 5 words preceding an economic term and 5 words sugents according to theContentCategory> they de-
ceeding an economic term are automatically selected froseribe. When a fragment contains more than<o@entent
the text of the statements. In order to preserve the meaming@ategory> , we classify this fragment under each of the
the selected text fragments, we focus only on words that ar€ContentCategory>  elements it contains. For example,
included in the same sentence. Thus, if an economic termfisgment~4 would be classified as strong, and fragmesft
the first word in a sentence, no predecessors will be selectes both strong and positive:
and if an economic term is the second word in a sentence,
only one word (the word preceding the economic term) will
be selected as predecessor. The same applies in the case ofF4: <StrongCat><EconomicTerm>
successors. It should be noted that the text fragmentsihat a eFa1: <PositivCat><StrongCat><EconomicTerm>
automatically extracted have a length of maximum five, i.e.,
predecessors and successors are never considered together

This classification is important when we employ the fuzzy in-
4) Building the grammar ference system for predicting the MSCI EURO index. There,
rely on the frequencies of each group of grammar frag-
nts, i.e., positive, negative, strong, etc., for the jgtaxh

upward or downward movement in the index.

_final note that should be made regarding the building of
e ECB grammar is that some words may fall under multiple
%tegories, such as for the example the vgpadvth, that falls

Once all text fragments related to an economic term havé®
been extracted, the process can proceed towards buildi
a grammar for the ECB statements. For this purpose,
selected text fragments are transformed into grammar fra
ments, based on the terminal grammar presented in the A
pendix. An example is presented next, where given a select .
text fragment T1 and the terminal grammar as presented th qndeKEconomlcTerm> » 85 wel! assStrongCat> .
the Appendix, T1 would be translated into a grammar fra Or this reason, we impose thg following pre_ference orgerin
ment F1 as follows, witkkaw> denoting any word that is not over the grammar presented in the Appendix.

included in the terminal grammar but is present in the text 1 <EconomicTerm>

fragment:
2. <PositivCat>
T1: earli upward pressur price 3. <NegativCat>
F1: <aw><PositivCat><StrongCat><EconomicTerm> 4. <StrongCat>

Once all text fragments have been translated to grammab. <WeakCat>
fragments, we proceed to building the ECB statements gram-

mar as described in [21]. 6. <OvrstCat>
The focus of this rgsearch is on combinations of 7 . ngrstCat>
words from <Economic Term> and words from
<ContentCategory> . For this reason, we only 8. <MeansCat>



9. <CompletCat> V. The Fuzzy Model

10. <FailCat> In this section we outline the basics of the adopted fuzzy
model for the prediction of the MSCI EURO index based on
the content of ECB statements.

Several techniques can be used in fuzzy identification. One
possibility is to use identification by product-space aust
ing to approximate a nonlinear problem by decomposing it
into several [2, 8] subproblems. The information regarding
the distribution of data can be captured by the fuzzy clus-
ters, which can be used to identify relations between variou
variables regarding the modeled system.

Let us consider an-dimensional classification problem for

11. <NeedCat>
12. <PersistCat>

13. <GoalCat>

Following this ordering, the wordrowth, that falls both un-
der<EconomicTerm> as well as<StrongCat> , will be
considered underEconomicTerm> .

which N patternsx, = (z},...,z)),p = 1,2,...,N are
given fromk classes’y, Cs, ..., Ck. The task of a pattern
5) The extraction classifier is to assign a given pattetp to one of thesx pos-

i i sible classes based on its feature values. Thus, a classifica
After having built the grammar for the ECB statements, W, task can be represented as a mappingX C R" —
proceed to the extraction of strings that can be parsed by t § 1}* wherey(x) = ¢ = (1 ¢.) such thate, = 1
3 - - LIRS B o -
ndc;

ECB grammar as described in [22]. The extraction from o —0(=1,...,5j # ). When the classifica-

. j
set of documents is focused around the groups of 13 contgy, sroplem is binary, regression models can also be used as
categories as described in the Appendix. We count the NURY,sgifiers. In this approach, the regression model corspute
ber of strings that can be parsed by the grammar fragmens, e , e.g. probability of belonging to a clagsfor each
under each category, for eagh ECB statement. . pattern. By applying a threshold to the score values at a suit
The output of this step consists of a matrix of frequencies Qf o ¢ toff value, the class that a data pattern belongsto ca
strings parsed by fuzzy grammar fragments under each of the yatermined
13 GI content categories. _These_z frequencies are reponted fl%lkagi and Sugeno (TS) [24] fuzzy models are suitable for
each ECB statement that is available. identification of nonlinear systems and regression models.
After the extraction process, no fuzzy grammar fragmentsg mqqel with affine linear consequents can be interpreted
have been found for the following content categories in COMy torms of changes of the model parameters with respect to
bination with an<EconomicTerm> : the antecedent variables, as well as in terms of local linear
models of the system.

« <Need>; One of the most simple forms of TS models contains rules
with consequents in the affine linear form:
o <Complet> ;
R* . If xis A* theny® = (a*)Tx + b*, 1)
o <Fail>

whereR* is thek!” rule, A* is the rule antecedeni” is a
In addition, the content categorGoal> is only seldomly parameter vector ang is a scalar oﬁset._ The consequents
encountered in the documents. For this reason we remcRgthe affine TS model are hyperplanes in the product space

this content category from the results list. This reduces trPf the inputs and the output. _
number of content categories available for experiments to 80 form the fuzzy system model from the data set with

namely: N data samples, given b¥ = [x1,x2,...,xy]|7, Y =
[Y1,%2, - ..,yn|T where each data sample has a dimension
« <Means>: of n (N >> n), the model structure is first determined. Af-
terwards, the parameters of the model are identified. The
« <Negativ> : number of rules characterizes the structure of a fuzzy sys-
tem. For the models used in this work, the number of rules
. <Ovrst> - will be the same as the number of clusters. Fuzzy clustering
' in the Cartesian product-spa&ex Y is applied to partition
. i the training data. The partitions correspond to the charact
o <Persist> ; - . , A .
istic regions where the systems’ behavior is approximayed b
<Positiv> - Ioc.aI_Iinear models in the multidimensional space. inm th
¢ ! training dataX, and the number of clusters, a suitable
clustering algorithm is applied.
o <Strong> ; In this work, we use the fuzzy c-means (FCM) [4] algorithm.
As result of the clustering process, we obtain a fuzzy par-
o <Try>; tition matrix U = [ur]. The fuzzy sets in the antecedent
of the rules are identified by means of the mattixthat
o <Undrst> ; have dimensiongV x K]. One dimensional fuzzy set$,
i = 1,...,n are obtained from the multidimensional fuzzy

o <Weak>, sets by projections onto the space of the input variables



This is expressed by the point-wise projection operatdnef t
form _ 1a00f
pax () = Proj; (), 2

1200

after which the pointwise projections are approximated by
Gaussian membership functions.

When computing the degree of fulfillmept (x) of the k-

th rule, the original cluster in the antecedent product spac
is reconstructed by applying the intersection operatoh@ t
cartesian product space of the antecedent variabfds:) =
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as the product, can be used instead of the minimum opera-
tor. The consequent parameters for each rule are obtained by Figure. 4 The MSCI EURO index

means of least square estimation, which concludes the iden-

tification of the classification system.

After the generation of the fuzzy system, rule base simplifithe fuzzy model is developed to predict the actual level of
cation and model reduction could be used [20], but we dithe MSCI EURO index in the month of the statement that is
not consider this step in our current study. considered. In the final analysis, however, we are intedeste
We proceed as follows to generate the class labels. With tiethe upwards or downwards movements of the index. Thus,
exception of the first observation from the dataset, all outp the prediction of the index value by the FIS is used to deter-
values are set to 1 if the predicted value for the index in penine whether the index will move up or down in the month
riod ¢+ 1 is higher than or equal to the predicted value of thef the respective statement. The accuracy of the fuzzy sys-
index in periodt, and to 0 if the predicted value of the indextem is measured as the percentage of times that the system is
is lower in period + 1 compared to the same value in periodable to correctly predict whether the index will move up or
t. The same procedure is applied to the actual values of tllewn. The formula for accuracy is presented in (3), where

index. M stands for the number of datapoints correctly predicted
as upward movemenfy/ — stands for the number of data-
VI. Experiments and Results points correctly predicted as downward moveméhnstands

for the total number of datapoints.
In this section we outline the experiments that we perform
and the obtained results. After first describing the experi- ACC = (M™% /D + M~ /D) % 100% ©)
mental setup in Section VI-A, we present the results of the
AFA approach in Section VI-B. The results obtained by usg  AFA Results
ing the FGFA approach are described in Section VI-C. The

section ends with a discussion of our results in Section vI-On Table 1 we present an overview of the results of 100 ex-
periments on the data described in the previous paragraphs.

A. Experimental Setup For the 100 runs, for both the training set as well as the test-
ing set, we provide an overview of the minimum, maximum,

The dataset we used consisted of ECB statements agfd the mean accuracy obtained. The standard deviation of

period January 1st, 1999 to December 31st, 2010. The in-
dex data is shown in Figure 4. We use 70% of the data for

training the model and leave the remaining 30% for testing. Table I AFA — Results of 100 experiments
For the training dataset, we generate a random permutation S Mg;(;/"z) Ma#zg Mezg (1"2’)

of indexes of the data points covering 70% of the complete g ' ' (4.0i)
dataset. In this way, every run of the system will be using Testing  44.44 80.56 63.03
different, randomly selected data. We do this in order to tes (7.88)

the accuracy of the system regardless of economic cycles, as

training the system on the first 70% of the data cannot a®©n the training set, the average accuracy ranges between
count for the economic crisis from 2008 onwards. By usin§8.82% and 77.65%, while having a mean of 69.18% with
multiple runs on randomly selected data points we aim at restandard deviation of 4.01. A small standard deviation in-
ducing this effect. Furthermore, the model is then lesdylike dicates consistent results. The average accuracy shows tha
to be influenced by any trend information that may be preseint about 2/3 cases, the system is able to correctly identify a
in the data. increase or decrease in the MSCI EURO index. The average
We run 100 experiments, and for each experiment the daaacuracy goes down over the 100 experiments for the test set,
are randomly drawn again from the dataset. For all 100 elut only slightly to 63.03%, indicating that some overfittin
periments, we maintain 70% of the dataset for training analccurs. However, the standard deviation nearly doubles to
30% of the dataset for testing. Although different types o7.88, which can also be observed in the much wider range
fuzzy systems have been tested, the best results have bbetween the minimum and the maximum accuracy. Hav-
obtained with a Takagi-Sugeno fuzzy system based on fuzizyg a minimum accuracy as low as 44.44% on the test data
c-means clustering [4]. We tried several numbers of clgstermight indicate that periods are present in the test set when
and obtained the best results when using three clusters. the model does a very poor job at predicting the change in



the index, such as when the movement of the index is solely . . .
determined by a crisis period. Table 4 FGFA — Confusion matrix for 100 experiments
TrueUp  True Down

In Table 2 we present the average confusion matrix for 100 Pred. Up 33.72%  17.64%
fuzzy inference systems that we generate. The rows indi- Pred. Down  21.00% 27.64%
cate the predicted movement direction of the index, while

the columns indicate the true change in the index value.

In Figure 6 we provide a few surface plots for pairs of se-
lected inputs, for one of the fuzzy models generated by the
Table 2 AFA — Confusion matrix for 100 experiments  system. All pairs of inputs are plotted against the output,
pred Up T;f;é& Tr”&g‘;‘g}:‘ which consists of the normalized levels of the MSCI EURO
Pred. Down 2025%  28.75% index. Again, we notice the non-linearity describing the re
lations between our content input variables and the valfies o
ghe index. The results indicate that thegativvariable is in-

As it can be seen from Table 2, a slight bias can be o I related h : f the ind hi .
served between true positives and true negatives. Th(—:nsyst}éerse yre atg . to t-e values of t © Ingex, while pusitiv
tegory positively influences the index. Toerst content

seems to be able to better predict upward movement ratHet™ . . .
than downward movement. In terms of miscIassificationy,a”able also results in higher values for the index, whes th

the same can be stated about the false positives and the f8Legory Is present to a greater extentin the text of the ECB

negatives. In Table 2 we also show the standard deviation fofatements.
all mean values between parentheses.

In Figure 5 we provide an overview of the FIS output surfac®. Discussion
for selected pairs of inputs. The values of the MSCI EURq.
index in this figure have been obtained by min-max normal— ughly equal to 50% because the classes up and down move-
ization. Therefore, the values for the index range between

o . : . .ment of the MSCI EURO index are equally distributed in
and 1. From this figure, one can notice the high non-lmearltgur dataset. For the selected period, we can conclude that
of the relations, such as for example in the casgafitiv '

. . . . _both AFA, as well as FGFA, provide superior performance,
vS. negativselected inputs pair. The presence of nonllneae[

) . i t least in terms of the mean accuracy of prediction, when
relations supports our choice for a fuzzy inference SVSte%mpared to a random investment strategy. Hence, both ap-
to model the relationship between the content of ECB stat ’

. roaches to computational content analysis of the ECB-state
:Ee{wts aTId thte Mﬁﬁ' EURI? index. It 2?” also be; 0_5282' ents have predictive power over the MSCI EURO index.
atsmafl parts of In€ resulls are Sometimes Countemveit 0,0 e general framework that we propose is useful for
as in the case of thgositiv - negatiyplot. For example, one

. " . the computational content analysis of ECB statements. Such
could observe that there is a positive correlation betwegn

: . analysis can form the basis for the aggregation of multiple
ativ ar_1d th_e MSCI EURO_mdex_for very _smaII values of thedocuments in a way that is more accessible to decision mak-
negatiwariable. We consider this a spurious effect, and a d

t it of the limited t of data that | ilable f Ers. In addition, such analysis can form the input to models
:ec. resutt o ”e Imtl et' ams[)rl]m 0 daIaF ah'.s ;’:lvalal Ot?at take such economic information into account and stand
raining, as well as testing, tneé model. or IgNEer values Qi o pagis of (semi-) automated investment strategiés tha
thenegatiwariable, the relation is as expected: higher valu

fthi iabl itin| | for the ind er?ﬁight be used, for example, in algorithmic trading.
orthis vaniable result in fower vajues for the index. Finally, we note that the relation between the content of ECB

statements and the MSCI EURO index appears to be non-
C. FGFA Results linear, both in the case of AFA, and in the case of FGFA.

In this section we report the results obtained from 100 expefftthough both approaches show this type of relation, furthe

iments for FGFA. An overview hereof is provided in Tablelnvestigation is needed into the extent of the non-lingarit
3. For both the training and the testing set we report thkéefore we can conclude that the contents of economic text is

weélways non-linearly related to the variable being foredst

he performance of a random classifier is expected to be

minimum, maximum, and mean accuracy. Additionally,
report the standard deviation of the accuracy between paren

theses. VIl. Conclusions and Future Work

In this paper we present a general framework for the com-

Table 3 FGFA — Results of 100 experiments putational analysis of ECB statements. The application of

Min (%) Max (%) Mean (%)

Training  52.94 ~0.59 6165 this framework i; illustrated by means of two concrete ap-
(3.34) proaches. One is based on the frequency of adjectives in

Testing  47.22 77.78 61.36 the text in relation to the content categories as outlined by
(6.43) Gl. The other is focused on the frequency of fuzzy gram-

mar fragments in relation to the economic terms and content
In Table 4 we present the average confusion matrix for 10€ategories they describe, again based on Gl. The documents
fuzzy inference systems that we generate. The rows indieing considered are the monthly statements of the ECB, and
cate the predicted movement direction of the index, whilthey are used for the prediction of the upward or the down-
the columns indicate the true change in the index value. Ward movement in the MSCI EURO index. Our results in-
can be seen that the confusion matrix obtained is similar dicate that, in both approaches, the movement of the index
the confusion matrix obtained from AFA. can be predicted with a higher accuracy than when a random
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classifier is used. We use these results to validate the alji-0] Klingemann, H.D., Mohler, P.P., and Weber, R[Pas

ity of our proposed general framework to analyze the content Reichtumsthema in den Thronreden des Kaisers und die
ECB statements. Okonomische Entwicklung in Deutschland 1871-1914
Note that our approach does not consider deep knowledge Computerunterstutzte Inhaltsanalyse in der empirischen
about the semantics of the text. It can be expected that the Sozialforschung, Kronberg: Athenaum, 1982

results could improve if the semantics of the text are taken )

into account explicitly. Ontology-based approaches based [11] Laswell, H.D. and Namenwirth, J.Z.The Laswell
state-of-the-art languages such as the Web Ontology Lan- value Dictionary vols. 1-3, New Haven: Yale Univer-
guage (OWL) [3] in static contexts or tOWL [13, 14] in  Sity Press, 1968

time-varying contexts is an interesting direction for hat [12] Martin, T., Shen, Y., and Azvine, B.: Incremental Evo-

research. lution of Fuzzy Grammar Fragments to Enhance In-
stance Matching and Text Mining. IEEE Transactions on
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Appendix — Terminal Grammar

<ContentCategory> = <Positiv> | <Negativ> | <Strong> | <Weak> |
<Ovrst> | <Undrst> | <Need> | <Goal> | <Try> |
<Means> |<Persist> | <Complet> | <Fail>

<Positiv> = All words contained in the Positiv category
by the General Inquirer.
<Negativ> = All words contained in the Negativ category
by the General Inquirer.
<Strong> := All words contained in the Strong category
by the General Inquirer.
<Weak> := All words contained in the Weak category
by the General Inquirer.
<Ovrst> = All words contained in the Ovrst category
by the General Inquirer.
<Undrst> := All words contained in the Undrst category
by the General Inquirer.
<Need> := All words contained in the Need category
by the General Inquirer.
<Goal> := All words contained in the Goal category
by the General Inquirer.
<Try> := All words contained in the Try category
by the General Inquirer.
<Means> := All words contained in the Means category
by the General Inquirer.
<Persist> ;= All words contained in the Persist category
by the General Inquirer.
<Complet> := All words contained in the Complet category
by the General Inquirer.
<Fail> = All words contained in the Fail category
by the General Inquirer.
<EconomicTerm> := <CoreTerms> | <MonetaryTerm> | <Commodity> |
<Institution> | <Person>
<CoreTerms> := {bank, cost, corporation, crisis, credit, debt,

economy, employment, euro, export, fund, growth,
GDP, import, inflation, investment, labour, liquidity,
loan, market, policy, price, protectionist, rate, risk,
sector, spread, tax, taxation, trade, volatility, wage,
yield, balance sheet, financial market, foreign trade
financial sector, global economy, interest rate
inflation rate, labour market, macro-economic
financial corporation, policy measure, opportunity cost
yield curve }

<MonetaryTerm>  := {monetary, MO, MB, M1, M2, M3, MZM }
<Commodity> := {commodity, oil, gold, energy }
<Institution> = {European Central Bank, ECB, International Monetary
Fund, IMF, Governing Council }

<Person> := {President, Vice-President, Commissioner }



Author Biographies She is also a member of the Intelligent Computing Group,
Database Group and Applied Informatics Group in her work-
Viorel Milea obtained the M.Sc. degree in Informatics &Place. Her research interests include text mining, sewsnti
Economics from Erasmus University Rotterdam, the Netheknowledge management, and intelligent computing.
lands, in 2006. Currently, he is working towards his PhD de-
gree at the Erasmus University Rotterdam, the Netherland4zay Kaymak received the M.Sc. degree in electrical en-
The focus of his PhD is on employing Semantic Web tecrdineering, the Degree of Chartered Designer in information
nologies for enhancing the current state-of-the-art iro-aut technology, and the Ph.D. degree in control engineering fro
mated trading with a focus on processing information corfhe Delft University of Technology, Delft, The Netherlands
tained in economic news messages and assessing its impBct992, 1995, and 1998, respectively. From 1997 to 2000,
on stock prices. His research interests cover areas suchlgswas a Reservoir Engineer with Shell International Explo-
Semantic Web theory and applications, intelligent systems ration and Production. He is currently professor of intel-

finance, and nature-inspired classification and optinozati ligence and computation in economics with the Economet-
techniques. ric Institute, Erasmus University Rotterdam, the Nethaitka

and holds the chair of information systems in the healthcare
Rui Jorge Almeida graduated from the five year programat the School of Industrial Engineering, Eindhoven Univer-
in Mechanical Engineering in 2005 and received his M.S&ity of Technology, the Netherlands. Prof. Kaymak is a
degree in Mechanical Engineering in 2006. Both titles werg1ember of the editorial board of several international jour
obtained from Instituto Superior Técnico, Technical Wmiv nals, such as Fuzzy Sets and Systems, and Soft Computing.
sity of Lisbon, Portugal. He is currently a PhD Candidate _ _ _ _ _
at the Department of Econometrics of the Erasmus School bfavius Frasincar obtained his M.Sc. in computer science
Economics, Erasmus University Rotterdam, the Netherland&om Politehnica University Bucharest, Romania, in 1998. |
His research interests include fuzzy decision making, cor?000, he received the professional doctorate degree in soft

bining fuzzy modeling techniques and statistical methads dvare engineering from Eindhoven University of Technology,
well as data mining in finance. the Netherlands. He got the PhD degree in computer science

from Eindhoven University of Technology, the Netherlands,
Nurfadhlina Mohd Sharef obtained the B.IT degree in in 2005. Since 2005, he is assistant professor in informatio
Science and System Management from the Universiti K&ystems at Erasmus University Rotterdam, the Netherlands.
bangsaan Malaysia, Malaysia and M.Sc. in Software Engie has published in numerous conferences and journals in
neering from Universiti Putra Malaysia, Malaysia. Then shéhe areas of databases, Web information systems, personal-
pursued her PhD in University of Bristol. She is currentlyjzation, and the Semantic Web. He is a member of the edi-
attached to the Department of Computer Science, Faculty &fial board of the International Journal of Web Enginegrin
Computer Science and Information Technology, Universiftnd Technology.
Putra Malaysia.



