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Abstract. In today’s digital world, there is an overwhelming amount of
opinionated data on the Web. However, effectively analyzing all available
data proves to be a resource-intensive endeavor, requiring substantial
time and financial investments to curate high-quality training datasets.
To mitigate such problems, this paper compares data augmentation mod-
els for aspect-based sentiment analysis. Specifically, we analyze the ef-
fect of several BERT-based data augmentation methods on the per-
formance of the state-of-the-art HAABSA++ model. We consider the
following data augmentation models: EDA-adjusted (baseline), BERT,
Conditional-BERT, BERTprepend, and BERTexpand. Our findings show
that incorporating data augmentation techniques can significantly im-
prove the out-of-sample accuracy of the HAABSA++model. Specifically,
our results highlight the effectiveness of BERTprepend and BERTexpand,
increasing the test accuracy from 78.56% to 79.23% and from 82.62% to
84.47% for the SemEval 2015 and SemEval 2016 datasets, respectively.

Keywords: Aspect-based sentiment classification · Data augmentation
· Neural network · Pre-trained language model

1 Introduction

The modern era of the Web has made it effortless for people to share informa-
tion, allowing consumers to express their opinions about various products and
services more easily than ever. The abundance of user-generated data presents
an opportunity for consumers and businesses. For instance, businesses could use
newly created reviews to confirm their marketing strategy at several levels [6],
whereas consumers could use it to help them make more informed decisions [20].
However, effectively using the available data requires a deep understanding of
the contents and sentiment present in the review. As such, Aspect-Based Senti-
ment Analysis (ABSA), which entails extracting the sentiment with respect to
an aspect in a review, can be valuable. According to the survey of [1], ABSA
encompasses three primary approaches: a knowledge-based approach, a machine-
learning approach, and a hybrid approach. [1] also demonstrates the potential



of hybrid models to effectively predict sentiment. Nonetheless, a common issue
of these models is the lack of available labeled data for training purposes.

To address the scarcity of labeled data, previous literature has proposed
several data augmentation techniques [14]. [8] shows the effectiveness of Easy
Data Augmentation (EDA) in improving sentiment predictions of the Hybrid
Approach for Aspect-Based Sentiment Analysis (HAABSA) model [16]. Nev-
ertheless, EDA has its limitations, such as potential changes in sentiment or
sentence incoherence after augmentation. Recent studies use neural networks
for data augmentation, in particular pre-trained transformer models, to enhance
sentiment preservation and contextual awareness during augmentation [5].

The impressive performance of Bidirectional Encoder Representations from
Transformers (BERT)-based models in Natural Language Processing (NLP)
tasks suggests that such models may be well suited for data augmentation. In
this paper, we aim to investigate the impact of BERT-based data augmentation
techniques on the performance of the HAABSA++ model, a state-of-the-art
hybrid method for ABSA proposed in [15].

The contribution of this paper to existing literature is as follows. In contrast
to previous approaches, such as EDA for HAABSA [8], we extend the com-
parison of data augmentation techniques for HAABSA++ to Pre-trained Lan-
guage Models (PLMs) [5], namely BERT [2], Conditional-BERT (C-BERT) [18],
BERTprepend, and BERTexpand [5], therefore providing a homogeneous compar-
ison between all aforementioned data augmentation models. This paper focuses
on BERT instead of other language models, as [18] shows the superior effective-
ness of a bidirectional language model over a unidirectional language model.

The Python source code and data (SemEval 2015 [12] and 2016 [13] restau-
rant review datasets) used in this study are available at https://github.com/
BronHol/HAABSA PLUS PLUS DA. Figure 1 illustrates an example review
represented in the XML format.

Fig. 1. Example review in the XML format

The rest of the paper is structured as follows. Section 2 gives an overview
of the HAABSA++ model and the considered data augmentation techniques
followed by, in Sect. 3, a discussion of the obtained results. Last, Sect. 4 provides
our conclusion and suggestions for future research.
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2 Methodology

In this section, we present the HAABSA++ model and the considered methods
for data augmentation. First, we discuss the model used for ABSA, HAABSA++,
in Subsect. 2.1, which is a two-step approach that combines a domain sentiment
ontology and a neural network. Second, the considered data augmentation tech-
niques are presented in Subsect. 2.2.

2.1 HAABSA++

HAABSA++ [15] is a hybrid approach that extends the HAABSA model [16]
with contextualized word embeddings and hierarchical attention. The first step
of HAABSA++ is to classify the sentiment using a domain sentiment ontology.
For the inconclusive cases, HAABSA++ uses the LCR-Rot-hop++ model.

Domain Sentiment Ontology. The used domain sentiment ontology in the
HAABSA++ model [15] predicts sentiment by leveraging predefined classes,
class relations, and axioms. It is important to note that the ontology reasoner
does not incorporate any classes or relations specifically addressing neutral sen-
timent. As such, the rule-based methodology is limited to detecting positive
and negative emotions. Therefore, the ontology may not be reliable in three
situations: (1) neutral sentiment, which is intentionally excluded from the rea-
soner, (2) conflicting sentiment, where both positive and negative sentiments
are predicted for a target, and (3) no hits, resulting from limited coverage of the
ontology. In such cases, the LCR-Rot-hop++ model serves as a backup method.

LCR-Rot-hop++. The LCR-Rot-hop++ model [15] is an extension of the
LCR-Rot model [21]. [16] first improves the model by repeating the rotatory at-
tention mechanism which helps to properly weight the relevant sentiment words,
resulting in LCR-Rot-hop. [15] then replaces the context-independent GloVe
embeddings [11] with context-dependent BERT embeddings, and proposes a hi-
erarchical attention structure to enhance the model’s flexibility, resulting in the
LCR-Rot-hop++ model.

2.2 Data Augmentation

Data augmentation involves manipulating existing data to expand the size of
a dataset artificially, thereby generating additional data points with modified
variations. The expansion of training data through data augmentation is crucial
for improving the sentiment predictions of HAABSA++, or more specifically
LCR-Rot-hop++, due to the limited available training data. In this section, we
discuss the various data augmentation techniques considered in this paper.
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Easy Data Augmentation. The EDA technique, proposed in [17], is a straight-
forward and effective approach for data augmentation in NLP tasks. It encom-
passes four operations: synonym replacement, random insertion, random swap,
and random deletion. [8] extends the EDA method specifically for ABSA tasks,
adding word sense disambiguation, which tackles the challenge of selecting the
correct word meaning and function within a sentence. The POS tag of each
word is determined, and the Lesk algorithm is used to identify the most suitable
word meaning based on contextual information. The simplified Lesk algorithm,
implemented using the WordNet library, is used for both synonym replacement
and random insertion. Moreover, the proposed method introduces target swaps
across sentences, enabling the swapping of target words within the same cat-
egory to provide diverse contexts. The EDA-adjusted model, combining these
three methods, serves as a baseline model in this paper.

BERT. A more advanced approach for data augmentation in ABSA involves
using PLMs. BERT [2] is advantageous because it captures both the left and right
context simultaneously and therefore considers the context of the target word
[3], making it extremely useful for ABSA tasks. BERT is trained using MLM
and Next Sentence Prediction (NSP). In MLM, certain words in a sentence are
masked, and BERT tries to predict the masked words. NSP involves providing
BERT with two sentences (A and B) and asking the model to predict whether
sentence B follows sentence A. The input embeddings of BERT consist of token
embeddings, segment embeddings, and position embeddings [2].

To augment the data, we use the MLM task of BERT [2]. During MLM,
multiple candidate words are generated as potential replacements for masked
tokens. This approach generates new sentences that convey similar meaning to
the original input. Following the standard BERT approach, we mask each word
in a sentence with a probability of 15% [5]. Subsequently, we select the substitute
word with the highest probability for each masked word, excluding the original
word. By applying this process to every sentence in the original training dataset,
we generate a new sentence for each sentence in the dataset.

C-BERT. A downside of using BERT for data augmentation is that the origi-
nal sentiment label of a sentence is not taken into account, which may result in
the loss of the original sentiment information when replacing the masked words.
To address this issue, [18] proposes the C-BERT model. In the C-BERT model,
the sentence is augmented conditional on the label of the sentence itself. To in-
corporate label information during the MLM process, the segment embeddings
in BERT are replaced with label embeddings, and the model is trained on la-
beled datasets. Once C-BERT is trained and equipped with knowledge of both
sentiment and context, it can be used to augment data similarly to the original
BERT model.

BERTprepend. By replacing the segment embedding with label embeddings,
C-BERT becomes less suitable for diverse tasks because of its inherent speci-
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ficity. [5] introduces BERTprepend as an extension of the original BERT model
to condition data augmentations on the label without sacrificing generality. In
BERTprepend, the label of each sequence is prepended to the sequence itself,
without including the label in the model’s vocabulary. By considering the label
of a sequence, BERTprepend facilitates data augmentations that are label-aware.
The label of the sequence remains fixed, ensuring that it is not masked dur-
ing augmentation. After applying BERTprepend, the labels are removed, and the
augmented data is incorporated into the training data of HAABSA++.

BERTexpand. BERTexpand follows a similar approach to BERTprepend, where
the label of each sequence is prepended to the sequence itself. However, a notable
difference is that BERTexpand includes the label in the model’s vocabulary, unlike
BERTprepend. In BERTexpand, the label is treated as a single token, whereas
BERTprepend may split it into multiple subwords depending on the used word
tokenizer [4].

Fine-tuning BERT-based Models. We fine-tune the hyperparameters of
our models for the MLM task and use the complete SemEval training set. For
BERTprepend and BERTexpand, we prepare the dataset by prepending the sen-
timent label of each sequence to the sequence. 80% of the training dataset is
used for fine-tuning and the other 20% is used for validation of hyperparameter
configurations. We run the fine-tuning process for 10 epochs. Following [5], we
use the default masking parameters.

3 Results

The training and test accuracies of the considered models are presented in Table
1, including the number of data augmentations added to the training data for
each model. The training accuracy score pertains to the in-sample accuracy, while
the testing accuracy corresponds to the out-of-sample accuracy. The inclusion of
training scores primarily serves to gauge potential model overfitting, while the
evaluation of model performance relies primarily on testing accuracies.

For the SemEval 2015 dataset, the HAABSA++model without any data aug-
mentation achieves a test accuracy of 78.56%. Comparatively, the EDA-adjusted
model achieves the highest test accuracy of 82.41%, which is an improvement
of 3.85 percentage points. The EDA-adjusted model uses 3834 data augmenta-
tions, whereas all the BERT-based models only use 1278 data augmentations
(EDA-adjusted has three augmentation equations while BERT-based models
only have one). The best-performing BERT-based models are BERTprepend and
BERTexpand, with both a test accuracy of 79.23%. Contrary to the other data
augmentation models, we observe that C-BERT does not improve the perfor-
mance of the HAABSA++ model.

For the SemEval 2016 dataset, we observe that the plain HAABSA++ model
achieves a test accuracy of 82.62%. However, for this dataset, the EDA-adjusted
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Table 1. The training and test accuracies of HAABSA++ and the considered data
augmentation models

SemEval 2015 SemEval 2016

Train acc. Test acc. #aug. Train acc. Test acc. #aug.

HAABSA++ 90.86% 78.56% 0 89.96% 82.62% 0
EDA-adjusted 90.70% 82.41% 3834 89.75% 81.85% 5640
BERT 91.02% 79.06% 1278 91.30% 82.77% 1880
C-BERT 91.12% 75.71% 1278 90.91% 82.00% 1880
BERTprepend 91.04% 79.23% 1278 89.29% 84.47% 1880
BERTexpand 91.04% 79.23% 1278 89.29% 84.47% 1880

model does not increase the test accuracy compared to HAABSA++, obtain-
ing a test accuracy of 81.85% despite using 5640 augmentations. Similarly, the
C-BERT model does not improve the performance of HAABSA++. The poor
out-of-sample performance of C-BERT in both datasets could be attributed to
the replacement of segment embeddings with label embeddings, thereby for-
getting the order of sentences and the semantics between these sentences. On
the other hand, the BERT model achieves a test accuracy of 82.77% with 1880
augmentations, whilst both BERTprepend and BERTexpand outperform all other
models with a test accuracy of 84.47%. So, BERTprepend and BERTexpand obtain
an improvement of 1.85 percentage points.

EDA-adjusted, which is a lexicon-based method using grammatical rules and
linguistics, works better for smaller datasets. On the other hand, machine learn-
ing approaches, such as the considered BERT-based models, thrive with larger
datasets. As a result, EDA-adjusted achieves the highest out-of-sample accu-
racy for the SemEval 2015 dataset but performs modestly on the SemEval 2016
dataset.

An intriguing observation is that BERTprepend and BERTexpand yield identi-
cal results. This can be attributed to the WordPiece tokenizer [19] that is used in
BERT. Due to the tokenizer’s behavior, sentiment labels (positive, neutral, and
negative) remain intact without being split into multiple tokens. Consequently,
incorporating the sentiment labels into the tokenizer’s vocabulary does not alter
the tokenization process for sentiment labels. As a result, the fine-tuning process
treats the prepended labels in the same manner, resulting in indistinguishable
data augmentations.

4 Conclusion

In this work, we extended the state-of-the-art HAABSA++ model proposed
in [15] by incorporating various data augmentation techniques, including EDA-
adjusted [8] and BERT-based models [5,18]. The main objective of data aug-
mentation is to enhance the out-of-sample accuracy by training the neural net-
work of HAABSA++ more effectively on a larger training dataset. Our findings
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revealed that the performance of HAABSA++ can indeed be improved upon
through the use of data augmentation methods, although the effectiveness of
each data augmentation model varies depending on the used dataset. Specif-
ically, for the smaller SemEval 2015 dataset, the lexicon-based EDA-adjusted
method achieved the largest improvement, with an increase of 3.85 percentage
points over the baseline. On the other hand, for the larger SemEval 2016 dataset,
the BERTprepend and BERTexpand methods performed best, with an increase of
1.85 percentage points. Overall, based on the performance for both datasets,
BERTprepend and BERTexpand emerge as the most effective data augmentation
methods for the HAABSA++ model.

For future research, it could be interesting to examine the impact of selec-
tively masking words in the MLM process. Now, we observe that words without
semantic information are substituted by the MLM task. [10] shows that masking
sentimental words or adjectives and adverbs can lead to improvements in perfor-
mance. In addition, the inclusion of additional data augmentation models, such
as BART or RoBERTa, could be interesting, as these models have demonstrated
excellent performance in a variety of tasks [7,9].
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