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ABSTRACT
Breaking news on economic events – e.g., acquisitions, profit
announcements, and stock splits – has a substantial im-
pact on financial markets. Hence, automatically identifying
events in news items accurately and timely is of great impor-
tance. In this paper we propose a Semantics-based Pipeline
for Economic Event Detection (SPEED), which aims at ex-
tracting financial events from news articles and annotating
these events with meta-data, while retaining a speed that is
high enough to make real-time use possible. In our pipeline
implementation, we have reused some of the components of
an existing framework and additionally, developed new ones,
e.g., an Ontology Gazetteer and a Word Sense Disambigua-
tor.

1. INTRODUCTION
Machines performing Natural Language Processing (NLP)

tasks can be of great importance in today’s society. De-
cision makers process a continuous flow of breaking news
through the extraction of information. This information
is subsequently used for reasoning, leading to the acquisi-
tion of knowledge on, for example, the state of markets.
Most markets are extremely sensitive to breaking news on
economic events like acquisitions, stock splits, dividend an-
nouncements, etc. Automating these information extraction
and knowledge acquisition processes can support decision
makers, as they enable faster processing of more data. An
extended version of the paper that contains more details on
the framework was presented at DEXA 2011 [3].

Therefore, we propose a Semantics-based Pipeline for Eco-
nomic Event Detection (SPEED), i.e., a fully automated
framework for processing financial news messages gathered
from Really Simple Syndication (RSS) feeds. SPEED aims
to extract financial events, represented in a machine-under-
standable way through the use of Semantic Web technolo-
gies. In our implementation, we identify in news the con-
cepts related to economic events, which are defined in a do-
main ontology. These concepts are also associated to synsets
from a semantic lexicon, e.g., WordNet. For concept iden-
tification, we employ lexico-semantic patterns based on on-
tology concepts for lexical concept matching. The identified
lexical representations of relevant concepts are subject to a
Word Sense Disambiguation (WSD) procedure for determin-
ing the correct senses.
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2. RELATED WORK
In the field of IE, the General Architecture for Text Engi-

neering (GATE) is a freely available general purpose frame-
work based on which one can construct processing pipelines
from components that perform specific tasks. Components
are used for linguistic analysis (e.g., tokenization), syntac-
tic analysis jobs (e.g., Part-Of-Speech (POS) tagging), and
semantic analysis tasks (e.g., understanding concepts). By
default, GATE loads the A Nearly-New Information Extrac-
tion (ANNIE) system, consisting of several components, i.e.,
English Tokenizer, Sentence Splitter, Part-Of-Speech (POS)
Tagger, Gazetteer, Named Entity (NE) Transducer, and Or-
thoMatcher.

Examples of tools utilizing ANNIE components are the
personalized news service Hermes [2], the Conceptual An-
notations for Facts, Events, Terms, Individual Entities, and
RElations (CAFETIERE) relation extraction pipeline [1],
and the Knowledge and Information Management (KIM)
platform [5] for semantic annotation.

Even though ANNIE has proven to be useful in various
IE applications, it lacks important features such as a WSD
component, although some disambiguation can be done us-
ing JAPE rules in the NE Transducer. This is however a
cumbersome and ineffective approach that is prone to errors.
Furthermore, ANNIE lacks the ability to individually look
up concepts from a large ontology within a limited amount of
time. Nevertheless, GATE is easily customizable, and there-
fore ANNIE’s components are either usable, extendible, or
replaceable in order to suit our needs.

3. SPEED FRAMEWORK
While most current approaches to automated IE from

news focus on annotation, our framework extracts informa-
tion (events) and updates a knowledge base. SPEED con-
sists of several components which sequentially process docu-
ments. This approach is driven by an expert-created domain
ontology with information on the NASDAQ-100 companies,
extracted from Yahoo! Finance. The ontology captures con-
cepts and events from the financial domain, such as compa-
nies and competitors. Many concepts stem from a semantic
lexicon like WordNet or represent named entities.

As a first processing step, the SPEED pipeline identifies
individual components of the text by means of the English
Tokenizer, which splits text into tokens (e.g., words or num-
bers) while taking into account rules specific to the English
language. These tokens are then searched in the ontology
concept lexical representations by an Ontology Gazetteer.
Hence, tokens in the text are annotated with a reference to



their associated ontological concepts. Then, the Sentence
Splitter groups the tokens in the text into sentences, mostly
based on punctuation. These sentences are used for discov-
ering the grammatical structure in text by determining the
part-of-speech of each word token by means of the Part-Of-
Speech Tagger. As words can have many forms that have a
similar meaning, the Morphological Analyzer subsequently
reduces the tagged words to their lemma and an affix.

Words and meanings, denoted often as synsets (set of syn-
onyms) have a many-to-many relationship. Hence, the next
step in interpreting a text is disambiguation of its words’
meaning. For this, a Word Group Look-Up component first
combines words into meaningful word groups that are max-
imal with respect to semantic lexicon entities. The Word
Sense Disambiguator then determines the word sense of each
word group by exploring the mutual relations between senses
(as defined in the semantic lexicon and the ontology) of word
groups. We propose an adaptation of the Structural Seman-
tic Interconnections (SSI) [4] algorithm for WSD. The SSI
approach uses graphs to describe word groups and their con-
text (word senses), as derived from a semantic lexicon. The
senses are determined based on the number and type of de-
tected semantic interconnections in a labeled directed graph
representation of all senses of the considered word groups.
As opposed to the original algorithm, we consider the two
most likely senses for each word group, and we default to the
statistically most likely sense in our semantic lexicon based
on the difference between the similarity of these two senses
with the sentence context.

The last processing steps comprise text interpretation by
introducing semantics, linking word groups to an ontology.
The Event Phrase Gazetteer scans the text for (financial)
events by using a list of phrases or concepts that are likely
to represent some part of a relevant event. Additional in-
formation is added to identified events by the Event Pattern
Recognition component, which use domain-specific lexico-
semantic patterns appointed to events. Last, the knowledge
base is updated by the Ontology Instantiator.

We have implemented the SPEED framework as a Java-
based application. SPEED uses some default GATE com-
ponents, i.e., the English Tokenizer, Sentence Splitter, Part-
Of-Speech Tagger, and the Morphological Analyzer. Further-
more, we have extended the functionality of other GATE
components for ontology gazetteering, and we also imple-
mented new components for WSD and event detection.

The Ontology Gazetteer and Word Group Look-Up compo-
nents match ontology concepts and WordNet word groups,
respectively, with lexical representations stored in a look-up
tree. Individual tokens are represented by nodes and a con-
cept’s lexical representation is viewed as the path from the
root node to an arbitrary leaf node. Word groups associated
with a path are annotated with their associated concepts.
In order to reduce the tree scanning time, ontology concepts
and word groups have been organized using hash maps.

4. SPEED EVALUATION
For evaluating SPEED’s performance, we assess the pre-

cision and recall, as well as latency. In case of performance
comparisons, we determine the statistical relevance of dif-
ferences in performance by means of a paired t-test.

We use 200 manually annotated news messages extracted
from the Yahoo! Business and Technology news feeds. We
distinguish between ten different financial events and ob-

serve a precision for the concept identification in news items
of 86% and a recall of 81%. Precision and recall of fully dec-
orated events result in lower values of 62% and 53%. Despite
using only WordNet as a semantic lexicon, we obtain high
precision as many of our concepts’ lexical representations are
mostly monosemous named entities. The high recall scores
are caused by our focus on detecting ontology concepts in
the text, rather than on identifying all appearing concepts.

Our Word Sense Disambiguator with an adapted SSI al-
gorithm shows a precision and recall of 59%, compared to
a precision and recall of 53% and 31%, respectively, for the
original algorithm, implying an overall improvement of 12%
and 90% at a significance level of 0.001.

As for processing speeds, SPEED measures a latency of
632 milliseconds per document on a Intel Core i7 920 PC
with 6 GB RAM. Roughly 30% is allocated to perform-
ing linguistic and syntactic analysis tasks. The subsequent
WSD task on average takes up about 60% of the execution
time, whereas the remaining tasks are typically performed
in about 10% of the execution time.

5. CONCLUSIONS
We have proposed a semantics-based framework for eco-

nomic event detection (SPEED), which extracts financial
events from news articles. For our implementation, we have
reused existing components and developed new ones such
as gazetteers and a word sense disambiguator. Also, we
make use of semantic lexicons and ontologies. The frame-
work shows high precision and recall scores in our evaluation
on news feeds. We have used specific data structures based
on hash maps to reduce the latency of the event seeking
process.
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