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Abstract Sentiment analysis is an important tool to automatically understand
the user-generated content on the Web. The most fine-grained sentiment analysis
is concerned with the extraction and sentiment classification of aspects and has
been extensively studied in recent years. In this work, we provide an overview of
the first step in aspect-based sentiment analysis that assumes the extraction of
opinion targets or aspects. We define a taxonomy for the extraction of aspects
and present the most relevant works accordingly, with a focus on the most recent
state-of-the-art methods. The three main classes we use to classify the methods
designed for the detection of aspects are pattern-based, machine learning, and deep
learning methods. Despite their differences, only a small number of works belong
to a unique class of methods. All the introduced methods are ranked in terms of
effectiveness. In the end, we highlight the main ideas that have led the research on
this topic. Regarding future work, we deemed that the most promising research
directions are the domain flexibility and the end-to-end approaches.

Keywords Aspect-based sentiment analysis · Aspect detection · Taxonomy of
methods · Introductory and survey · Neural nets

1 Introduction

The recent growth of user-generated content available online has encouraged many
researchers to find solutions for natural language processing (NLP). One important
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tool in the automatic understanding of texts is sentiment analysis, widely applied
in a broad range of fields. In the beginning, sentiment analysis was considered a
problem of text classification whose major aim was to find the overall polarity of
a text (document-level sentiment analysis) or sentence (sentence-level sentiment
analysis) (Liu (2015)). However, a document or a sentence can hold different opin-
ions about different subjects, which means that a finer-grained analysis turns out
to be necessary (Schouten and Frasincar (2015)). The difference between these
two approaches is investigated by Jiang et al. (2011). Using a self-defined Twitter
corpus, the authors prove that the lack of opinion analysis focused on subjects is
responsible for 40% of the classification error.

According to the terminology of sentiment analysis, subjects are represented by
entities and aspects. While the entity is the object of analysis, the aspect represents
its features. Given that the aspects have different levels of abstraction, the pair
(entity, aspects) can be represented by a hierarchical structure where the entity
is the root of the tree. Figure 1 shows two examples of hierarchical entity-aspect
relations. For simplicity reasons, all sentiment subjects (entities and aspects with
different levels of abstractions) are called aspects.

The main tasks of aspect-based sentiment analysis (ABSA) are aspect detec-
tion and sentiment classification. These tasks were settled in the initial works for
sentiment summarisation. However, more recent methods for ABSA refer to the
SemEval workshop that sets a different classification of ABSA tasks. According to
the SemEval 2014 workshop (Pontiki et al. (2014)), ABSA has four tasks used to
extract aspect terms and their categories (or entities) and to assign sentiments per
aspect and category. SemEval 2015 and SemEval 2016 workshops (Pontiki et al.
(2015, 2016)) refined the tasks of the SemEval 2014 workshop and considered that
the sentiment polarity of a category and aspect term should be the same, meaning
that the four tasks were resumed to only three.

Currently, the sentiment prediction task is largely addressed, and it is a subject
of many research works and surveys that presents it either alone (Tang et al. (2009);
Medhat et al. (2014); Ravi and Ravi (2015); Zhang et al. (2018)) or as a task of
ABSA (Schouten and Frasincar (2015); Do et al. (2019); Liang et al. (2022)).
Given that the identification of aspects is crucial to the sentiment classification
task, in this survey, we focus on the review of the most relevant works in this
area. A complete comparative review about aspect detection is presented by Rana
and Cheah (2016), but despite being a comprehensive study for 2016 it does not
include the most recent and effective approaches like deep learning methods. On
the other hand, more recent surveys about the extraction of aspects (Maitama

Fig. 1 Hierarchical relations between entity and aspects
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et al. (2020a), Maitama et al. (2020b)) mainly have a synthetic nature that aims
to group the proposed solutions in terms of the employed techniques and methods,
or in terms of languages and dataset domains. Given all these previous researches,
our work can be considered complementary, providing a deep dive into all the
presented methods that can help future researchers to understand the current
status and the required improvements specific to aspect detection. All the research
works presented in this survey were found in the ACM, Scopus, Web of Science,
DBLP, Semantic Scholar, and IEEE Xplore databases using keywords as “aspect
detection”, “aspect extraction”, and “aspect-based sentiment analysis”.

Depending on the presence of aspects in a text, Hu and Liu (2004) distinguish
between explicit and implicit aspects. While the explicit aspects are represented
by a set of tokens in a sentence (e.g., the sentence “the battery life of my cell is
short” has the explicit aspect “battery life”), implicit aspects can only be deducted
from the context (e.g., the sentence “my new camera is too big to keep it in my
pocket” has the implicit aspect “camera size”). As it was mentioned above, all
entities and aspect categories are considered aspects, which implies that the two
tasks of the SemEval workshop for the extraction of aspect terms and aspect
categories are treated as a singular aspect detection task. The detection of explicit
aspects resembles the extraction of aspect terms that might have a lower or higher
granularity. As the implicit aspects can be extracted only conceptually, we need
to rely either on the detection of descriptors or on the assignment of aspect labels
at the document or sentence level. Therefore, some of the methods proposed for
the aspect categorization are included in the section of implicit aspects.

Besides the type of target aspects, the current methods are classified based on
the type of learning and the employed approach. The learning techniques are su-
pervised and unsupervised, depending on the availability of training labels. While
supervised learning is usually the most effective, its major shortcoming is the re-
quirement of prior annotations. To face this problem, some methods utilise semi-
supervision and weak supervision. Semi-supervised learning assumes that only a
small subset of the available data is annotated. The remaining unlabeled data is
used for both testing and training in a repetitive process that ends when a con-
vergence criterion is reached. Weak supervision aims to allocate inexact labels to
unsupervised data in order to benefit from supervised learning. The labels are
cheap, usually determined by a pattern-based method, and do not exactly repre-
sent the desired information necessary for prediction.

The main two methods developed for the extraction of aspects leverage either
on linguistic observations from different sources and data, or on machine learning
concepts. Among these two options, pattern-based systems were introduced first.
Their approaches mainly create patterns that embody linguistic concepts like part-
of-speech (POS) tags, dependency relations, domain lexicons or co-occurrences
between words. Pattern-based systems were followed by machine learning meth-
ods classified as discriminative and generative. The difference between the two
categories lays in the modeling of the input-output relation. The discriminative
methods define the boundary between classes by learning the probability of out-
put conditioned by the given input. On the other hand, the generative methods
learn how data was generated by modeling the joint probability between input
and output. The conditional probabilities of the output given the input can also
be learnt by the generative methods, but an extra Bayesian step is required. While
the generative class is represented in the literature only by the Hidden Markov
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Fig. 2 Overview of the presented methods for aspect detection. Due to the lack of comparative
results, we do not present the topic modeling techniques in the following sections.

Models (HMMs) (Rabiner (1989)) and Restricted Boltzmann Machines (RBMs)
(Salakhutdinov et al. (2007)), the discriminative class includes methods like Condi-
tional Random Fields (CRFs) (Lafferty et al. (2001)), Maximum Entropy (Berger
et al. (1996)), Support Vector Machine (SVM) (Boser et al. (1992)), and the ma-
jority of neural networks. As the latter ones have received more attention recently,
we decided to present the neural networks in a separate section from the machine
learning one. Even if the pattern-based and machine learning methods are differ-
ent, their concepts are usually combined. Figure 2 presents the current methods
proposed till now to detect aspects.

The remaining part of the paper is organised, as follows. Section 2 gives an
overview of the most relevant works for the detection of explicit aspects and Sect. 3
introduces the methods proposed for the identification of implicit aspects. Section 4
discusses the presented methods and indicates directions for further improvements.
Section 5 presents the conclusions and future research directions.

2 Explicit Aspects

This section is dedicated to aspects explicitly mentioned in the text. The follow-
ing sections present the solutions inspired by pattern-based systems (Sect. 2.1),
machine learning methods (Sect. 2.2), and neural networks (Sect. 2.3).

2.1 Pattern-Based Methods

Usually, pattern-based methods are unsupervised, and even if the aspect labels
exist, they are used only for the final check. Table 1 lists the performance results of
the presented pattern-based systems together with the details about the employed
datasets.

Unsupervised Learning. Yi et al. (2003) were the first that propose an unsuper-
vised method for aspect-based sentiment summarisation considering the generation
of aspects as a subtask. According to their approach, the aspects are detected us-
ing noun-based patterns. The idea of considering nouns as aspect candidates is
common and supported by the claim of Liu (2011) according to which 60-70% of
the aspects are nouns. Then, non-aspect nouns are filtered out using two sorting
methods. The first method is a mixture model (Zhai and Lafferty (2001)) that
computes for each word a score as a linear combination between its corpus-level
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Table 1 Pattern-based methods for the detection of explicit aspects

References Method Dataset Language Domain Performance

Tubishat et al. (2021) IWOA+PA Hu and Liu (2004) English Electronic Recall: 93%
Products Precision: 92%

F1: 92%

Rana and Cheah (2017)1 TF-RBM Hu and Liu (2004) English Electronic Recall: 92%
Products Precision: 87%

F1: 89.43%

Rana and Cheah (2019)1 SPR Hu and Liu (2004) English Electronic Recall: 91%
Products Precision: 86%

F1: 89%

Liu et al. (2016)1 RSLS+ Hu and Liu (2004) English Electronic Recall: 91.1%
Products Precision: 84.9%

F1: 87.9%

Qiu et al. (2009) Prop-Dep Hu and Liu (2004) English Electronic Recall: 83.0%
Products Precision: 88.0%

F1: 86.0%

Popescu and Etzioni (2007) OPINE Hu and Liu (2004) English Electronic Recall: 77.0%
Products Precision: 94.0%

F1: 84.65%

Rana and Cheah (2017)2 TF-RBM Hu and Liu (2004) English Electronic Recall: 80%
Products Precision: 79%

F1: 79.45%

Rana and Cheah (2019)2 SPR Hu and Liu (2004) English Elctronic Recall: 76%
Products Precision: 81%

F1: 78%

Liu et al. (2016)2 RSLS+ Hu and Liu (2004) English Electronic Recall: 76.7%
Products Precision: 78.2%

F1: 77.3%

Hu and Liu (2004)3 FBS Self-defined English Electronic Recall: 80.0%
Products Precision: 72.0%

F1: 75.8%

Wu et al. (2009)4 Hu and Liu (2004) & English Mixed Recall: 85.5%
Jindal and Liu (2008) Precision: 42.8%

F1: 57.0%

Kang and Zhou (2017)5 RubE Hu and Liu (2004) & English Mixed Recall: 87.0%
Zhang (2013) Precision: 88.0%

F1: 87.0%

Dragoni et al. (2019) SemEval 2015 (Task 12) English Laptop Recall: 41.57%
Precision: 67.02%
F1: 51.31%

Dragoni et al. (2019) SemEval 2015 (Task 12) English Restaurant Recall: 53.68%
Precision: 68.95%
F1: 60.36%

Yi et al. (2003)6 bBNP-L Self-defined English Mixed Precision: 98.35%

Liu et al. (2005)7 Opinion Self-defined English Electronic Recall: 90.20%
Observer Products Precision: 88.90%

Pros F1: 89.55%

Liu et al. (2005)7 Opinion Self-defined English Electronic Recall: 82.40%
Observer Products Precision: 79.1%

Cons F1: 80.72%

Blair-Goldensohn et al. Combined Self-defined English Restaurant Recall: 66.10%

(2008)8 Mtd. (Dynamic Precision: 88.20%
& Static) F1: 75.50%

Blair-Goldensohn et al. Combined Self-defined English Hotel Recall: 68.15%

(2008)8 Mtd. (Dynamic Precision: 83.70%
& Static) F1: 75.10%

Somasundaran and OpPr+Disc Self-defined English Mixed Accuracy: 65.81%

Wiebe (2009)9 Recall: 65.81%
Precision : 68.16%
F1: 66.92%

Zhang et al. (2010)10 Self-defined English Mixed Recall: 60.25%
Precision: 67%
F1: 63.15%

1 The result is reported based on multiple occurrences of aspects (a given aspect with n occurrences in a corpus is
considered properly extracted if it is determined at least once).
2 The result is reported based on distinct occurrence of aspects (all of the n occurrences of a given aspect in a
corpus should be determined separately).
3 The result is reported as the weighted average for the aspects digital camera, DVD player, mp3 player, and cellular phone.
4 The result is reported for the aspects cell phone, DVD player, digital camera, mp3 player, and diaper.
5 The result is reported for the aspects cell phone, DVD player, digital camera, mp3 player, and movie.
6 The result is reported as the weighted average for the aspects digital camera, and music.
7 The result is reported without differentiating between explicit and implicit aspects.
8 The result is reported as the average for the aspects service and value identified.
9 The result is reported as the weighted average for aspects detected from four dual debates Windows vs Mac, Sony
Ps3 vs. Nintendo Wii, Firefox vs. Opera, and Firefox vs. Internet Explorer.
10 The result is reported as the average for the aspects cars, mattress, cellular phone, and LCD. The corpus considers
2000 sentences for each aspect.
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References Method Dataset Language Domain Performance

Moghaddam and Opinion Self-defined English Mixed Recall: 87%
Ester (2010) Digger Precision: 80%

F1: 83.35%

Hai et al. (2013) FOM-IEDR Self-defined Chinese Cellular Recall: 61.71%
Phone Precision: 65.60%

F1: 63.60%

Hai et al. (2013) FOM-IEDR Self-defined Chinese Hotel Recall: 54.30%
Precision: 50.37%
F1: 52.26%

Tubishat et al. (2021)12 IWOA+PA Liu et al. (2016) English Electronic Recall: 90%
Product Precision: 96%

F1: 93%

Liu et al. (2016)1, 11 RSLS+ Self-defined English Electronic Recall: 84.6%
Products Precision: 81.9%

F1: 83.2%

Liu et al. (2016)2, 11 RSLS+ Self-defined English Electronic Recall: 73.1%
Products Precision: 74.7%

F1: 73.8%

11 The result is reported for the aspects computer, speaker, and wireless router.
12 The result is reported only for the aspects computer and speaker.

frequency and the degree of significance for a possible topic. The second method
applies the Dunning log-likelihood test (Dunning (1993)).

Since opinion words usually hint at the presence of aspects, numerous pattern-
based methods use them as a starting point for the extraction of aspects. Hu and
Liu (2004) propose a solution that extracts both frequent and infrequent aspects.
According to their approach, the frequent aspects are represented by nouns found
using association rules (Liu et al. (1998)). As the number of detected aspects
might be too large, the authors prune all the multi-word aspects with different
word ordering and all single-word aspects that appear only in a small number of
sentences and are a subset of another found aspect. To extract infrequent aspects,
the authors filter out the sentences with frequent aspects and extract all nouns
connected to adjectives (considered by default candidate opinion words).

Another way to use opinion words is to frame them together with the target
aspects in predefined patterns. Using dual-topic debate data to find recommenda-
tions of users at the post level, Somasundaran and Wiebe (2009) introduce a set of
opinion-based patterns to identify both high-level and low-level aspects, explicitly
mentioned in the text. The patterns are used to determine the probability of a
high-level aspect (topic) with a given polarity to be conditioned by the presence
of a low-level aspect with a given polarity. The co-occurrence of the two types of
aspects is mainly defined based on their vicinity but also takes into account the
conjunctions between sentences that may affect the polarity of aspects. The prob-
abilities together with the aspect-sentiment pairs represent the prior knowledge of
a linear programming problem used to find the recommended topic of a post. The
method works as an unsupervised classification task at the document-level.

Other similar works are presented by Poria et al. (2014) and Qiu et al. (2009).
While the pattern-based method introduced by Poria et al.1 embodies fixed de-
pendencies relations, Qiu et al. propose a more flexible approach. Precisely, Qiu
et al.’s patterns can recognise both direct and indirect relations between aspects
and sentiment-bearing words. Indirect relations are limited to only one interme-
diate object. Using a set of sentiment-bearing seed words, the method relies on a
double propagation algorithm to extend lists of opinion words and aspects. From
an aspect detection perspective, there are three types of patterns. The first type

1 Since the method extracts both implicit and explicit aspects simultaneously, the results
are not presented in Table 1.
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assumes the extraction of aspects using opinion words. The patterns of the second
type detect aspects based on the already identified aspects. Different from the first
two types of patterns, the patterns of the third type assume that the extracted
aspects (and the extracted opinion words) are used as input to extract new opinion
words.

The downside of Qiu et al.’s double propagation algorithm is pointed out by
Zhang et al. (2010). Precisely, the algorithm is suitable only for medium size
corpora, leading to either low precision for the case of large corpora or low recall
for the small ones. To address the small recall, Zhang et al. introduce new patterns
to detect aspects in part-whole and negation relations. In addition, new pruning
methods based on relevance and frequency criteria are considered to better control
the precision.

Later on, the above works (Qiu et al. (2009); Zhang et al. (2010)) are ex-
tended by Kang and Zhou (2017) in an approach that differentiates subjective
and objective aspects depending on the existence of dependency relations with a
sentiment-bearing word. The extraction of subjective aspects leverage on the Qiu
et al.’s patterns, and on some new patterns that accept more than two interme-
diate nodes for indirect relations. As regards the extraction of objective features,
concrete terms and part-whole relations (like Zhang et al. (2010)) are deemed. To
improve the quality of the extracted aspects, three pruning methods are proposed.
The first method filters out the candidates that appear only independently, not in-
side a phrase candidate. The second method treats all the candidates that appear
together in a sentence without any conjunction connectors as a singular aspect
(the first candidate is kept and the remaining ones are removed). The last method
filters out the infrequent candidates and the ones with lower semantic similarity
with respect to the given domain topic.

Different from the previous extensions, Liu et al. (2016) aims to assess the
effectiveness of Qiu et al.’s patterns. Starting from the presumption that multiple
dependencies between the nodes of patterns together with the double propagation
algorithm may lead to an erroneous set of aspects, the authors propose two ranking
methods. The Greedy algorithm is the first employed method according to which
only the patterns that improve the overall fitness should be kept. The disadvan-
tage of the Greedy algorithm is that it could lead to only a local optimum. To
prevent this effect, the second method utilises the simulated annealing technique
(Kirkpatrick et al. (1983)). The proposed method is packed as an iterative process
that accepts the selection of a subset of rules at the iteration level that may be
less effective than the recommended one as long as the global optimum is reached.

Similar to the work of Liu et al., Tubishat et al. (2021) adapt the Whale
Optimization Algorithm (WOA) (Mirjalili and Lewis (2016)) to evaluate the fitness
of the candidate rules by means of two improvements. The first extension is focused
on balancing the two major states of the WOA algorithm (exploitation - attacking
phase and exploration - searching for a pray phase) using the Cauchy mutation.
The second improvement is similar to the above mentioned simulated annealing
technique aiming to help the algorithm to reach the global optimum instead of a
local one. In order to achieve this task, a heuristic method is used to pollute the set
of effective patterns with a small subset of less effective patterns in terms of recall
or precision. In addition to the presented method for the selection of patterns, the
authors also provide a list of 126 rules for the extraction of candidate aspects that
might be helpful for future analyses.
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Instead of exploiting the relations between aspects and their opinion words
like most of the previously presented methods, the method presented by Popescu
and Etzioni (2007) leverages only on the co-occurrence of aspects with different
granularities (similar to the aspect-aspect relations defined by Somasundaran and
Wiebe (2009), Zhang et al. (2010) and Kang and Zhou (2017)). Namely, the authors
define a set of lexical patterns and assess the quality of the candidate aspects using
a Point-wise Mutual Information score computed based on their co-occurrence with
the given patterns (associated with a high-level aspect).

According to the work proposed by Weichselbraun et al. (2017), the patterns
are replaced by a set of relations that connect structured data in the common sense
knowledge sources as DBPedia and ConceptNet used to provide information about
companies and products. The expected output is a set of aspects that together with
some affective knowledge (a sentiment lexicon and SenticNet emotional categories
defined by Cambria et al. (2016)2) are used to detect sentiment-aspect pairs.

Wu et al. (2009) notice that aspects may not be represented by only single-
terms, but also by multi-term expressions usually modeled as noun phrases. Their
solution consists in creating a phrase dependency parser that generates high-level
relations between different phrases within the input sentence. Namely, a sentence
can be seen like a nested hierarchical structure where the outer relations (at the
sentence-level) are given by a shallow parser and the inner relations (at the phrase-
level) are indicated by a lexical dependency parser. The resulted noun phrases are
considering candidate aspects.

The idea of multi-term aspects is also considered by Rana and Cheah (2017),
where three noun-based patterns are introduced to detect multi-term aspects. The
first pattern identifies non-opinion adjectives directly associated with the head
noun and embodies them in the noun phrase. The second two patterns confer the
aspect label to all pairs of nouns that share either a common preposition (like “of”)
or an opinion expression. Next, the set of candidate aspects is pruned based on
the frequency and the normalised Google distance (Cilibrasi and Vitanyi (2007)).
Additionally, the method is refined by taking into account concepts defined by
SenticNet 4 (Cambria et al. (2016)) as irregular opinion expressions, and negations
as sentiment indicators.

A much more recent unsupervised pattern-based method is proposed by Drag-
oni et al. (2019), and despite its simplicity, it has competing results with the most
recent state-of-art methods developed to detect aspects. The method follows the
traditional pattern-based approach that models the relation between aspects and
sentiment terms. Stanford CoreNLP is the employed framework with the Coref
Annotator, POS tagger, and Dependency Parser as the main components.

The majority of the above methods comprise two steps. First, candidate as-
pects are detected, and then, the non-aspect expressions are removed. Along with
the above pruning methods, numerous approaches make use of tf-idf scores, the
number of related adjectives, or different frequency-based approaches. The con-
straint employed by Moghaddam and Ester (2010) consists in filtering out the less
frequent aspect patterns (the list of POS tags associated with the words between
the aspect and nearest adjective). The most frequent patterns are found using the
Generalized Sequential Pattern algorithm (Srikant and Agrawal (1996)). On the

2 A more recent version (SenticNet 6) is already available (Cambria et al. (2020)).
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other hand, Hai et al. (2013) proposed a more laborious score for domain rele-
vance derived from deviation and dispersion measures. Its major downside is the
incapacity to detect generic aspects due to the required strong correlation between
aspects and the given domain topic. Likewise, Manek et al. (2017) consider the
Gini index as an alternative to the tf-idf score. The authors slightly adjust the
Gini index to measure the purity instead of the impurity and select only the terms
with the highest scores.

Supervised Learning. Currently, the number of purely supervised pattern-based
methods for the detection of explicit aspects is smaller compared with the num-
ber of unsupervised approaches. Liu et al. (2005) employ association rule mining
(like Hu and Liu (2004)) to generate aspect patterns that do not need to entirely
match the input sentences in terms of word ordering and distance. However, the
method’s flexibility could lead to a larger number of candidate aspects per pat-
tern. The method deals with this problem using a heuristic method based on the
frequencies of the candidate aspects inside the corpus. Like the previous work, Liu
(2010) detect aspects by using label sequential rules (Liu (2007)), a sub-class of
the association rules that take into account the order of the words when generating
new patterns. However, both methods (Liu et al. (2005); Liu (2010)) are applied
mainly for short reviews (with Pros and Cons) that usually comprise telegraphic
sentences. For the common reviews with full sentences, both works recommend
the unsupervised method proposed by Hu and Liu (2004).

Rana and Cheah (2019) propose a partially supervised approach, where se-
quential patterns are used to determine candidate syntactic expressions suitable
for both aspect and opinion words. Initially, the approach requires aspect and opin-
ion labels in order to prune out irrelevant patterns. Later on, the newly generated
expressions are generalized in a set of rules used to extract unknown aspects.

Combined Learning. Instead of presenting the list of aspects separately for ei-
ther supervised or unsupervised learning, Blair-Goldensohn et al. (2008) combine
the two approaches in a hybrid and detect aspects accordingly. The unsuper-
vised learning conventionally considers that any noun is a candidate aspect if it
appears in a syntactic pattern together with an opinion word, and its global fre-
quency exceeds a given threshold. In addition, all aspects can be found only within
sentiment-bearing sentences. This approach is convenient as it allows the extrac-
tion of the aspects with a low-level of abstraction. Besides this dynamic approach,
the authors propose a static supervised solution that employs a binary maximum
entropy method for multi-label classification of the high-level aspects (previously
annotated by the authors).

2.2 Machine Learning Methods

As was already mentioned above, machine learning methods are categorised as
discriminative and generative based on how the input-output relation is modeled.
Discriminative neural networks are the most numerous machine learning methods
applied for the extraction of aspects, but given their particularities and the special
attention they have received recently, we choose to introduce them separately. All
machine learning methods mentioned in this section are supervised. Sections 2.2.1
and 2.2.2 introduce SVM and CRF discriminative classifiers, respectively, and
Sect. 2.2.3 is reserved for the generative HMM. Table 2 presents the effectiveness
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Table 2 Machine learning methods for the detection of explicit aspects

References Method Dataset Language Domain Performance

Toh and Wang (2014) DLIREC SemEval 2014 (Task 4) English Restaurant Recall: 82.72%
Precision: 85.35%
F1: 84.01%

Kiritchenko et al. (2014) NRC-Canada SemEval 2014 (Task 4) English Restaurant Recall: 76.37%
Precision: 84.41%
F1: 80.19%

Chernyshevich (2014) IHS RD SemEval 2014 (Task 4) English Restaurant F1: 79.62%

Chernyshevich (2014) IHS RD SemEval 2014 (Task 4) English Laptop F1: 74.55%

Toh and Wang (2014) DLIREC SemEval 2014 (Task 4) English Laptop Recall: 67.13%
Precision: 81.90%
F1: 73.78%

Kiritchenko et al. (2014) NRC-Canada SemEval 2014 (Task 4) English Laptop Recall: 60.70%
Precision: 78.77%
F1: 68.57%

Hamdan et al. (2015) LSISLIF SemEval 2015 (Task 12) English Restaurant Recall: 55.0%
Precision: 72.0%
F1: 62.0%

Jin et al. (2009) L-HMM Hu and Liu (2004) English Digital Recall: 86.0%
+POS+VE Camera Precision: 67.7%
+BS F1: 75.1%

Shu et al. (2017)1 L-CRF Hu and Liu (2004) English Mixed Recall: 76.0%
Precision: 81.3%
F1: 78.6%

Mitchell et al. (2013)2 Discrete CRF Etter et al. (2013) English/ Twitter Recall: 63.0%
(pipeline) Spanish Precision: 62.5%

F1: 62.75%

Li et al. (2010) SkipTreeCRFs Self-defined English Movie Recall: 76.2%
Precision: 82.6%
F1: 79.3%

Li et al. (2010) SkipTreeCRFs Self-defined English Mixed Recall: 69.3%
(Products) Precision: 86.6%

F1: 77.0%

Yu et al. (2011)3 Self-defined English Mixed F1: 73.12%%

1 The result is reported for the aspects computer, camera, router, phone, speaker, DVD, and mp3. The independent data
is provided by Chen and Liu (2014).
2 The result is reported as the average for the English, and Spanish datasets (the number of aspects per dataset is
unknown).
3 The result is reported as the average for the aspects laptop, camera, phone, and mp3.

of the introduced machine learning methods together with the details about the
employed datasets

2.2.1 Support Vector Machines

Using a set of candidate aspects selected based on noun tags,Yu et al. (2011) ap-
ply the one-class SVM model (Manevitz and Yousef (2001)) to distinguish between
aspects and non-aspect terms. In addition to the extraction of aspects, this work
aims to generate a set of weights that reveal the relevance of aspects in order to
compute the final opinion rating at the document-level. Specifically, the method
tries to learn an optimal set of weights that follow a multivariate normal distri-
bution whose joint probability distribution of the mean and variance is defined by
taking into account the Kullback-Leibler divergence.

2.2.2 Conditional Random Fields

CRF assumes supervised learning based on a sequence of labels, usually generated
by the OBI tagging scheme that follows a process similar to the Named Entity
Recognition (NER) systems. According to the OBI scheme, each token of a sen-
tence gets a tag that represents either a non-aspect word (O), or a first or middle
position term of an aspect (B and I ). Using the tagging scheme, aspect detection
turns out to be a classification problem applied sequentially to predict a label for
each word of a sentence.
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While the majority of CRFs for the extraction of aspects are trained on the
OBI tagging scheme, Chernyshevich (2014) proposes a slightly different annotation
scheme with four possible tags. Knowing that the aspects usually are represented
by nouns, the annotation scheme always allocates the same label to the head noun
of a noun phrase, no matter its position. Then, two different labels mark the left
and right positions around the head noun. The fourth label is for the remaining
words. The reason behind this update of the sequence labeling is based on the
author’s claim that aspects are easier extracted if their terms get the same label.
For example, a word like “phone” has always the same label in cases like “phone”
and “mobile phone”.

The typical CRF predicts a label for a word at each time step based on a set
of emission and transition features. Emission features couple the particularities
of each word in an input sequence with the output labels. On the other hand,
transition features couple consecutive output labels. The point where the majority
of works dedicated to aspect identification try to enhance the effectiveness of CRF
is at the level of the emission features by exploiting different word particularities.
The generic word features employed by most of CRFs are POS tags, dependency
relations, lemmas, gazetteers, or word clusters. Other binary information that
indicates if the given word is a digit or a stop word, or has uppercase letters are
extracted as well. As aspects are sensitive to opinion words, Hamdan et al. (2015)
also considers polarity scores found in sentiment lexicons as extra word features.
Similarly, Toh and Wang (2014) rely on the pattern defined by Qiu et al. (2009)
to enrich the word-level information.

Usually, the emission features differentiate CRFs, while the transition features
model only the relation between consecutive labels. Along with this general ap-
proach, transition features defined by Li et al. (2010) couple not only consecutive
words but also words involved in dependencies relations. The extra links between
labels are determined by the conjunctions that connect head words (determined
by dependencies trees) or words with the same POS tag.

Shu et al. (2017) employ a lifelong machine learning method (Chen and Liu
(2018)) packed as a CRF to enrich aspect detection of a given domain based on
some prior knowledge from other independent domains. The employed CRF is
a typical method with emission features defined based on dependency relations.
Regarding the lifelong nature of the model, the authors simply introduced a new
emission feature that marks all words involved in a dependency relation with an
already known aspect.

Even if it is admitted that the two tasks of ABSA are highly related, most of
the works address them separately. This shortcoming is remedied by Mitchell et al.
(2013) by turning the standard pipeline approach into a joint or collapsed method.
The joint method is the result of a multi-learning approach, while the collapsed
method simply uses unified or joint labels. To implement these approaches, a CRF
model is developed based on surface, linguistic, clustering, and sentiment word
features.

2.2.3 Hidden Markov Models

HMM is one of the few generative machine learning methods we found for modeling
the extraction of aspects. HMM resembles CRF as both are designed for sequential
data based on emission and transition features. However, HMM is not as popular
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as CRF for the extraction of aspects due to its generative nature that requires
an extra Bayesian operation to compute the final output probability conditioned
by the input. Currently, we found only the work of Jin et al. (2009) that assesses
the HMM model for aspect detection. The system is dubbed OpinionMiner and
extracts both aspects and opinion words. The solution incorporates the words and
their POS tags as observed features and extends the training vocabulary using
antonyms, synonyms, and related words suggested by Microsoft Word’s thesaurus.

In addition to the above methods, we should also mention the work of Kir-
itchenko et al. (2014) that adapt the above emission and transaction features to
a structured Passive-Aggressive algorithm (Crammer et al. (2006)) for sequential
detection.

2.3 Deep Learning Methods

Neural networks are a subset of the machine learning methods, but since they have
been extensively studied for aspect detection recently, we choose to present them
separately. While the first neural networks were integrated with other pattern-
based or machine learning methods, the most recent works focus on a complete
deep learning approach to tackle not only aspect detection but also the sentiment
identification in an end-to-end manner. Currently, most of the neural networks de-
veloped for the detection of explicit aspects utilise supervised learning. This fact
might be the result of the coincidence between the debut of deep learning with
the introduction of ABSA as a task at the SemEval workshops, which has led to
numerous supervised works that exploited the SemEval labeled data. The perfor-
mance results and the details about the employed datasets of all deep learning
methods presented below are listed in Table 3.

The remaining of this section is organised as follows. Section 2.3.1 presents
RBMs and Sect. 2.3.2 introduces the feed-forward neural networks (FFNNs) for
aspect extraction. Sections 2.3.3 and 2.3.4 give an overview of the most relevant
methods based on the recurrent neural networks (RNNs) and convolutional neu-
ral networks (CNNs). Section 2.3.5 is dedicated to the attentive neural networks
(ANNs) and the Transformer-based models exploited for the extraction of aspects.

2.3.1 Restricted Boltzmann Machines

The RBM model was introduced in the field of aspect detection by Wang et al.
(2015) as an unsupervised neural network with three types of hidden units that
correspond to the aspects, opinion, and background terms. As RBM has a gener-
ative nature, a final posterior distribution is necessary to generate the population
of potential aspects, opinions, and background words. To avoid the poor selection,
the objective function of Wang et al.’s RBM integrates some prior information
related to nouns and adjectives, dubbed as candidate aspects and opinion words,
respectively. The information consists of tf-idf and topic similarities scores (for
nouns) and sentiment-bearing probabilities based on a sentiment lexicon (for ad-
jectives). We consider that Wang et al.’s RBM is suitable for the extraction of
explicit aspects despite its unsupervised nature, due to its configuration (the prior
information and the organisation of the hidden layer).
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Table 3 Deep learning methods for the detection of explicit aspects

References Method Dataset Language Domain Performance

Karimi et al. (2021) BAT SemEval 2014 (Task 4) English Laptop F1: 85.57%

Xu et al. (2019)1 BERT-PT SemEval 2014 (task 4) English Laptop F1: 84.26%
F1: 85.33%

Xu et al. (2020) DomBERT SemEval 2014 (Task 4) English Laptop F1: 83.89%

Yan et al. (2021) BART-ABSA SemEval 2014 (Task 4) English Laptop F1: 83.52%

BART-ABSA2 F1: 67.37%

Hu et al. (2019) SPAN SemEval 2014 (Task 4) English Laptop F1: 83.35%

Mao et al. (2021) Dual-MRC SemEval 2014 (Task 4) English Laptop F1: 82.51%

Dual-MRC2 F1: 65.94%

Poria et al. (2016) CNN-LP SemEval 2014 (task 4) English Laptop Recall: 78.35%
Precision: 86.72%
F1: 82.32%

Wei et al. (2020) BiSELF-CRF SemEval 2014 (Task 4) English Laptop F1: 81.90%

Xu et al. (2018) DE-CNN SemEval 2014 (Task 4) English Laptop F1: 81.59%

Ma et al. (2019) Seq2Seq4ATE SemEval 2014 (Task 4) English Laptop F1: 81.59%

Li et al. (2018) THA+STN SemEval 2014 (Task 4) English Laptop F1: 80.31%

He et al. (2019)3, 4 IMN SemEval 2014 (task 4) English Laptop F1: 78.46%

Wang et al. (2016) RNCRF+F SemEval 2014 (Task 4) English Laptop F1: 78.42%

Peters et al. (2018) SpanMlt SemEval 2014 (Task 4) English Laptop F1: 77.87%

Wang et al. (2017) CMLA SemEval 2014 (Task 4) English Laptop F1: 77.80%

Liu et al. (2019) CSAE SemEval 2014 (Task 4) English Laptop F1: 77.65%

Li and Lam (2017) MIN SemEval 2014 (Task 4) English Laptop F1: 77.58%

Yin et al. (2016) W+L+D+B SemEval 2014 (Task 4) English Laptop F1: 75.16%

Liu et al. (2015) LSTM+Feat SemEval 2014 (Task 4) English Laptop F1: 75.00%

Chen et al. (2020) D-GCN SemEval 2014 (Task 4) English Laptop F1: 68.53%

Xu et al. (2020)2 DomBERT SemEval 2014 (Task4) English Laptop Recall: 65.58%
Precision: 66.96%
F1: 66.21%

Peng et al. (2020)2 BG+SC+OE SemEval 2014 (Task4) English Laptop Recall: 61.55%
(extended) Precision: 63.15%

F1: 62.34%

Li et al. (2019b) BERT-GRU SemEval 2014 (Task4) English Laptop Recall: 60.47%
Precision: 61.88%
F1: 61.12%

Wu et al. (2018) SemEval 2014 (Task 4) English Laptop Recall: 66.51%
Precision: 55.91%
F1: 60.75%

Luo et al. (2019a) DOER SemEval 2014 (Task4) English Laptop F1: 60.35%

Li et al. (2019a)2 BG+SC+OE SemEval 2014 (Task4) English Laptop Recall: 54.89%
Precision: 61.27%
F1: 57.90%

Poria et al. (2016) CNN-LP SemEval 2014 (task 4) English Restaurant Recall: 86.10%
Precision: 88.27%
F1: 87.17%

Yan et al. (2021) BART-ABSA SemEval 2014 (Task 4) English Restaurant F1: 87.07%

BART-ABSA4 F1: 73.56%

Liu et al. (2019) CSAE SemEval 2014 (Task 4) English Restaurant F1: 86.65%

Mao et al. (2021) Dual-MRC SemEval 2014 (Task 4) English Restaurant F1: 86.60%

Dual-MRC2 F1: 75.95%

Wei et al. (2020) BiSELF-CRF SemEval 2014 (Task 4) English Restaurant F1: 86.58%

Patel and Ezeife (2021) BERT-MTL-
GRU

SemEval 2014 (Task 4) English Restaurant F1: 86.19%

Li et al. (2018) THA+STN SemEval 2014 (Task 4) English Restaurant F1: 85.61%

Peters et al. (2018) SpanMlt SemEval 2014 (task 4) English Restaurant F1: 85.54%

Wang et al. (2017) CMLA SemEval 2014 (task 4) English Restaurant F1: 85.29%

Yin et al. (2016) W+L+D+B SemEval 2014 (task 4) English Restaurant F1: 84.97%

Wang et al. (2016) RNCRF+F SemEval 2014 (task 4) English Restaurant F1: 84.93%

He et al. (2019)3, 4 IMN SemEval 2014 (task 4) English Restaurant F1: 84.01%

Liu et al. (2015) BiElman+Feat SemEval 2014 (task 4) English Restaurant F1: 82.06%

Wu et al. (2018) SemEval 2014 (Task 4) English Restaurant Recall: 79.81%
Precision: 72.81%
F1: 76.15%

Peng et al. (2020)2 BG+SC+OE SemEval 2014 (Task4) English Restaurant Recall: 67.84%
(extended) Precision: 76.60%

F1: 71.95%

Yan et al. (2021) BART-ABSA SemEval 2015 (Task 12) English Restaurant F1: 75.48%

BART-ABSA2 F1: 66.01%

Mao et al. (2021) Dual-MRC SemEval 2015 (Task 12) English Restaurant F1: 75.08%

Dual-MRC2 F1: 65.08%

Wei et al. (2020) BiSELF-CRF SemEval 2015 (Task 12) English Restaurant F1: 71.72%

Li et al. (2018) THA+STN SemEval 2015 (Task 12) English Restaurant F1: 71.46%

Peters et al. (2018) SpanMlt SemEval 2015 (task 12) English Restaurant F1: 71.07%

Wang et al. (2017) CMLA SemEval 2015 (task 12) English Restaurant F1: 70.73%

San Vicente et al. (2015) EliXa SemEval 2015 (Task 12) English Restaurant Recall: 71.22%
Precision: 68.93%
F1: 70.05%

He et al. (2019)4 IMN SemEval 2015 (task 12) English Restaurant F1: 70.04%

1 The second result is reported by Li et al. (2020) using data augmentation.
2 The result is reported for the unified tag setting (aspect+sentiment label).
3 We ignore the conflict sentiment labels that reduces the overall performance of aspect detection.
4 The result is reported for the case without document-level (pre-)training.
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References Method Dataset Language Domain Performance

Peng et al. (2020)2 BG+SC+OE SemEval 2015 (task 12) English Restaurant Recall: 64.02%
(extended) Precision: 67.65%

F1: 65.79%

Wu et al. (2018) SemEval 2015 (Task 12) English Restaurant Recall: 65.13%
Precision: 62.26%
F1: 63.36%

Karimi et al. (2021) BAT SemEval 2016 (Task 5) English Restaurant F1: 81.50%

Toh and Su (2016) SemEval 2016 (Task 5) English Restaurant Recall: 77.09%
Precision: 81.02%
F1: 79.01%

Xu et al. (2019)1 BERT-PT SemEval 2016 (task 5) English Restaurant F1: 77.97%
F1: 80.29%

Xu et al. (2020) DomBERT SemEval 2016 (task 5) English Restaurant F1: 77.21%

Wei et al. (2020) BiSELF-CRF SemEval 2016 (task 5) English Restaurant F1: 75.56%

Ma et al. (2019) Seq2Seq4ATE SemEval 2016 (task 5) English Restaurant F1: 75.14%

Xu et al. (2018)1 DE-CNN SemEval 2016 (Task 5) English Restaurant F1: 74.37%
F1: 75.19%

Li et al. (2018) THA+STN SemEval 2016 (Task 5) English Restaurant F1: 73.61%

Li and Lam (2017) MIN SemEval 2016 (Task 5) English Restaurant F1: 73.44%

Chen et al. (2017) BiLSTM-CRF SemEval 2016 (Task 5) English Restaurant F1: 72.44%

Toh and Su (2016) NLANGP SemEval 2016 (Task 5) English Restaurant Recall: 69.44%
Precision: 75.49%
F1: 72.34%

Peng et al. (2020)2 BG+SC+OE SemEval 2016 (Task 5) English Restaurant Recall: 72.30%
(extended) Precision: 71.18%

F1: 71.73%

Xenos et al. (2016) SemEval 2016 (Task 5) English Restaurant Recall: 69.12%
Precision: 71.82%
F1: 70.44%

Wu et al. (2018) SemEval 2016 (Task 5) English Restaurant Recall: 70.59%
Precision: 58.94%
F1: 64.24%

Hu et al. (2019)5 SPAN SemEval English Restaurant F1: 82.38%

Chen et al. (2020)5 D-GCN SemEval English Restaurant F1: 77.81%

Li et al. (2019b)5 BERT-SAN SemEval English Restaurant Recall: 76.72%
Precision: 72.92%
F1: 74.72%

Xu et al. (2020)2, 5 DomBERT SemEval English Restaurant Recall: 74.96%
Precision: 72.17%
F1: 73.45%

Luo et al. (2019a)5 DOER SemEval English Restaurant F1: 72.78%

Li et al. (2019a)2, 5 BG+SC+OE SemEval English Restaurant Recall: 71.01%
Precision: 68.64%
F1: 69.80%

Hu et al. (2019) SPAN Etter et al. (2013) English Twitter F1: 75.28%

Zhang et al. (2015)6 Integrated Etter et al. (2013) English/ Twitter Recall: 58.57%
Neural CRF Spanish Precision: 67.08%
(pipeline) F1: 62.42%

Chen et al. (2020) DOER Etter et al. (2013) English Twitter F1: 62.26%

Luo et al. (2019a) DOER Etter et al. (2013) English Twitter F1: 51.37%

Li et al. (2019a)2 BG+SC+OE Etter et al. (2013) English/ Twitter Recall: 43.56%
Spanish Precision: 53.08%

F1: 48.01%

Wang et al. (2015)7 SERBM Ganu et al. (2009) English Restaurant Recall: 67.6%
Precision: 83.83%

CitySearch Corpus F1: 74.47%

Da’u et al. (2020) MCNN Dataset developed by English Electronic F1: 88.55%

Poria et al. (2016) CNN-LP Hu and Liu (2004) English Electronic Recall: 86.22%
Products Precision: 90.05%

F1: 88.03%

Gong et al. (2020)8 BERTE-UDA Multiple Datasets English Mixed F1: 45.53%

BERTE-UDA2 F1: 40.63%

Li et al. (2019c)3,8 AD-SAL Multiple Datasets English Mixed F1: 43.91%

ADS-SAL2 F1: 33.71%

5 The result is reported for the union set of Restaurant datasets proposed for the SemEval workshops that addressed
ABSA (2014, 2015, 2016).
6 The result is reported as the weighted average for the English, and Spanish datasets.
7 The result is reported as the average for the aspects Staff, Food, and Ambiance.
8 The result is the average of multiple cross-domain training between four datasets: Laptop dataset (SemEval 2014),
Restaurant dataset (SemEval 2014-2016), and the datasets defined by Hu and Liu (2004) and Toprak et al. (2010).

2.3.2 Feed-Forward Neural Networks

FFNN is one of the first neural networks adjusted to find aspects, following only
supervised approaches. The simplest FFNN is the perceptron (Collins (2002)), used
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by San Vicente et al. (2015) to detect aspects as it is indicated in the ixa-pipe-
nerc system (Agerri et al. (2014)) proposed for the Named Entity Recognition and
Classification. The input is represented by a set of local features at the word-level
(e.g., punctuation, previous predictions, suffixes or prefixes) and by the classes
of words suggested by three clustering solutions. Despite the simplicity of the
method, it is shown to be quite accurate and efficient.

Zhang et al. (2015) choose a Neural CRF (Artieres et al. (2010)) in an approach
inspired by Mitchell et al. (2013) to extract both aspects and their sentiment
polarities. While in the work of Mitchell et al. (2013), CRF employs a discrete set of
features (surface, linguistic, clustering, and sentiment features) defined manually,
the features defined by Zhang et al. are continuous word embeddings. According
to Zhang et al., the word representations are gleaned by concatenating discrete
word features with contextual word embeddings, obtained after summing up all
the word2vec word embeddings (Mikolov et al. (2013)) within a given window size.
A much straightforward approach is proposed by Xenos et al. (2016) that simply
considers word2vec word embeddings as CRF features.

2.3.3 Recurrent Neural Networks

The sequential nature specific to RNNs is the main reason for their extensive use in
aspect detection. In this work, the presented RNN-based methods are supervised
using either real or noisy labels. Besides the Long Short-Term Memory (LSTM)
neural network (Hochreiter and Schmidhuber (1997)), which is the most employed
RNN for aspect detection, some RNN variants like Gated Recurrent Unit (GRU)
(Cho et al. (2014)), Jordan (Jordan (1997)), or Elman (Elman (1990)) neural
networks are also explored.

Supervised Learning. The first RNNs widely applied the idea of using them as
input for CRFs, similar to Zhang et al. (2015). A simple example related to this
approach is introduced by Toh and Su (2016), where the output of a bidirectional
Elman RNN together with other word features like word clusters and word em-
beddings are used as input for a CRF. Wang et al. (2016) replace the output of
an RNN model with a dependency tree that works like a recursive neural network
(a generalisation of RNNs). Given a set of dependency relations between words,
the representation of each parent word within the sentence is computed as a lin-
ear combination between its associated word embedding and the ones associated
with its children. When compared with the simple word embeddings (without the
representation of children words), the new word embeddings have more syntactic
information and are more related to other words of the sentence that act as mod-
ifiers and determine the final sentiment polarity. In addition to the extraction of
aspects, the method is also designed to detect opinion words by using a tagging
scheme that sequentially checks if a word is an aspect, an opinion or a background
word.

According to Yin et al. (2016), the computational process for the generation
of CRF’s input implies the concatenations of the generic word embeddings (i.e.,
word2vec) with context-aware word embeddings (the sum of representations as-
sociated with the neighbouring words), and some word embeddings sensitive to
dependency relations. The last type of word embeddings employs a dependency
parser, but unlike Wang et al. (2016), the final vectors are not computed based on
the parent-child relation but using the shortest path between words. As a result,
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the representation of a word is not limited only to some dependency relations but
takes into account the entire sentence. Namely, given a sentence with n words, the
method assigns to a given word a set of n− 1 word representations based on the
shortest path between it and the remaining words. The final word representation
is computed as an average of the n− 1 representations.

In addition to the previously presented methods, the RNN-CRF architecture
introduced above is extended by Wei et al. (2020) with a module designed to deal
with the boundary errors generated by the incomplete overlapping between the
learnt multi-term aspects and real aspects. Given an encoder-decoder system, the
input of the module is represented by the candidate aspects extracted by RNN-
CRF, while the output indicates the boundaries of aspects. The main advantage
of the introduced module is its capacity to increase the performance of models
design to find aspects that are affected by learning the aspects only partially.

According to Majumder et al. (2020), the architecture RNN-CRF might also
facilitate the aspect-level sentiment classification. Precisely, the hidden states of
a bidirectional GRU neural network obtained after learning to identify aspects
by using a bidirectional GRU-CRF model can enrich the Glove word embeddings
Pennington et al. (2014) used as input for a model design to detect sentiment polar-
ities of aspects. According to the authors’ findings, extended word representations
boost the performance of the state-of-the-art models for sentiment classification
even when different datasets are employed.

Instead of an input-output relation between RNN and CRF, Chen et al. (2017)
applies the two methods simultaneously. However, the found aspects only serve for
a more-refined sentiment sentence classification. First, aspects are extracted using
a neural network with a layer that independently runs both a bidirectional LSTM,
and a CRF, and sums up their final results. Further, sentences are classified as non-
aspect, one-aspect, and multi-aspect based on the number of generated aspects.
The final sentiment prediction is achieved using a CNN trained for each sentence
type.

Another direction proposed by Mitchell et al. (2013) and Zhang et al. (2015),
is to couple the detection and sentiment classification of aspects as an integrated
method using collapsed labels or joint learning. Li et al. (2019a) focused on the col-
lapsed approach for double-label prediction while keeping the multi-task learning
for the multiple objectives the method has to meet. First, an LSTM is trained to
learn the sequence of aspect terms and used as a guideline for a second LSTM that
predicts unified (sentiment, target) labels. The method embodies two refinements.
The first one works as a gate mechanism that assures sentiment consistency inside
the boundaries of an aspect. The second refinement is used to improve the method
convergence by training an additional binary prediction that finds if a word is
an aspect term. This task is achieved by a dense layer with a softmax activation
function that employs the noisy labels produced by the first LSTM. Li et al.’s
work is extended by Peng et al. (2020) by including a new module dedicated to
the opinion term extraction. The module is both addressed as an auxiliary task
and also integrated into the inner working of Li et al.’s method, affecting the final
performance of aspect detection.

The stacked LSTMs proposed by Li et al. (2019a) (without the two refine-
ments) are also adopted by Li et al. (2019c) as a baseline to predict the unified
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aspect-sentiment labels. To enrich the prediction quality, a multi-hop Dual Mem-
ory Interaction (DMI) system is inserted between LSTMs to capture the connec-
tions between aspects and opinion words. The DMI system is an iterative system
whose output is represented by two vectors for aspects and opinion words that
comprises both intraclass and interclass correlations with respect to the words of
the input sentences. Given that the first LSTM layer is trained for the extraction
of aspects, only the correlation vector associated with aspects is used as input for
the second LSTM layer that predicts the final joint label. The second correlation
vector for opinion words is used as input for an auxiliary opinion detection task
based on a fully connected layer with a softmax activation function. The method
has a secondary aim of easing the knowledge transfer from a source domain to an-
other target domain. This aim is achieved using selective adversarial learning via
a Gradient Reversal Layer (Ganin et al. (2016)) that maximises the loss function
associated with the identification of the domain label at the word level.

The second option for the end-to-end ABSA approaches based on joint learning
is exploited by Luo et al. (2019a). The proposed method encapsulates the dual
word embeddings introduced by Xu et al. (2018) as input for a stack with two RNN
layers designed to predict aspect labels. Simultaneously, the first RNN is applied for
the prediction of sentiment polarities. The RNN is actually a novel Residual Gated
Unit (ReGU), specially proposed for the given work. Like LSTM, ReGU has both
memory cells and hidden states as inner representations. However, the information
flow is controlled using only two gates (forget and residual gates) instead of using
three gates like LSTM. Given that the two ABSA tasks are strongly correlated,
a shared-task attention layer is inserted between the first and the second layer of
ReGUs to transfer knowledge between tasks. In the end, the prediction of each task
is done by a CRF. However, the main aim of the paper is to provide joint aspect-
sentiment labels. This task is achieved by simply aggregating the two task-specific
labels. To meet the sentiment consistency requirement, the most frequent or the
first sentiment label is chosen inside the aspect boundaries. For the enhancement
of the method, three additional tasks are learned to focus on the prediction of the
length of aspects and sentiments (the number of consecutive and unique aspect
and sentiment labels), and on the prediction of the sentiment label of a word (using
a sentiment lexicon).

Opinion words represent another direction approached by deep learning meth-
ods. For example, in the work of Li and Lam (2017), a self-defined Memory Inter-
action Network (MIN) extracts aspects terms using an LSTM layer with memory
vectors of opinion words weighted based on a clustering method and positional in-
dices. Then, a sentiment sentence classification works like a filter that enforces the
aspects to be found only in the sentiment-bearing sentences. Li et al. take the idea
of memory further and claim that the long-term aspect-opinion word dependen-
cies are more effective than the local ones based on positional indices. Besides the
opinion words-specific memory, the proposed method caches the aspects’ history
useful not only to reduce the error of the next predicted tag (i.e., the OBI tag I
can not follow O tag) but also to capture infrequent aspects found in coordinate
structures. The method employs multi-task learning for predicting both aspect
and opinion words via two LSTMs trained separately for the two tasks. However,
the extraction of opinion words works more like an auxiliary task that together
with the aspects’ history enhance the quality of the model.
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While the above methods extract the opinion and aspect terms using multi-
task learning, Wang et al. (2017) replace the dual approach with a tagging scheme
(used also by Wang et al. (2016)) that detects whether a word is an aspect, opinion
or background word. The presented method exploits the idea of replacing the
relations indicated by a dependency tree with relations pointed out by attention
scores. This makes sense especially when the raw data is represented by reviews
with short sentences and written in an informal style. The introduced process is
iterative, with the hope that a higher number of iterations will increase the capacity
of the method to learn a broader range of dependencies between aspects and
opinion words. First, the method generates contextual word representations using
a GRU neural network. Then, each sentence is encoded in two prototype vectors
representative for its opinion and aspects words. The two prototype vectors are
used to compute high-level representations for all words of the input sentence with
respect to their context (via another GRU network) and a set of attention scores
that ranks the likelihood of a word to be an aspect or opinion term. Further, the
attention scores and the new word representation are used to learn the prototype
vectors of the next iteration.

In addition to the above RNN-based methods that mostly rely on LSTMs
or bidirectional LSTMs, Liu et al. (2015) also assess the performance of (bidirec-
tional) Elman, and Jorden RNNs in terms of aspect detection. Using as input word
embeddings expanded with linguistic features like POS tags, Liu et al.’s results
proved that (bidirectional) LSTM is not always the best option and bidirectional
Elman RNN, can surprisingly lead to better results, depending on the employed
dataset.

Weakly supervised learning. While the above methods use real labels, the
method introduced by Wu et al. (2018) is trained using inexact or noisy labels.
The extraction of training labels follows the typical pattern-based approach for the
selection of aspects. First, the nouns or noun phrases extracted by a POS tagger
are deemed candidate aspects if they satisfy a set of patterns and POS constraints.
Then, candidate aspects are evaluated in terms of similarity with the given domain
and filtered. In the end, all the found aspects considered noisy labels are used to
sequentially train a bidirectional GRU that employs expanded word embeddings
with POS word representations. A similar approach was also implemented by
Chauhan et al. (2020). The major difference stands in the replacement of the
bidirectional GRU with an attention-based LSTM model.

2.3.4 Convolutional Neural Networks

CNNs (LeCun et al. (1999)) are used as well to identify aspects, but, while for the
aspect classification of a word, RNN gathers information from the entire input
data, the prediction of CNN is sensitive only to the neighbouring words over
which the inner filters convolves. Currently, all the CNN-based methods for aspect
identification are supervised.

The first deep neural network with multiple convolutional layers was proposed
by Poria et al. (2016) The method is applied only over a small chunk of text
that corresponds to a word (the one for which the method checks whether it is
an aspect) and to its given context (the left and right sides). Sequential data
processing is assured by splitting the input sentence into n-grams and applying
CNN over each one. In addition to CNN, a set of lexical patterns is employed.
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A set of terms is considered an aspect if at least the CNN-based method or the
patterns indicate so.

A simpler method is proposed by Xu et al. (2018), where a neural network with
four convolutional layers followed by a perceptron utilise dual word embeddings
(general word embeddings - trained on large corpora, and domain word embeddings
- trained on small datasets) as input. While the network is applied over the entire
input sentence, the final dense layer with a softmax activation function is applied
sequentially, for each word of the sentence. Therefore, Xu et al.’s CNN has a
lower computational complexity compared to Poria et al.’s method. Instead of
concatenating the input word embeddings like Xu et al. (2018), the CNN neural
network proposed by Da’u et al. (2020) exploits a multi-channel approach with
different inputs. As the aim of the paper is to provide a recommender system, the
proposed framework also includes a module for aspect categorization based on the
Latent Dirichlet Allocation (Blei et al. (2003)).

Different from the previous methods designed exclusively for the extraction of
aspects, He et al. (2019) propose an end-to-end approach to carry out both ABSA
tasks. The method runs in two steps for each ABSA task, each step being repre-
sented by a CNN-based encoder. The output of the first encoder is a shared set
of latent word representations used as input for the second task-specific encoder.
The method has two auxiliary classification tasks that assign domain (Restau-
rant and Laptop for the case of SemEval datasets) and sentiment labels at the
document-level. These two tasks are jointly trained with aspect-level tasks and
mitigate the problem of small training sets. The interesting part of the network
is the interactive multi-task learning which assumes a pre-training of the method
exclusively on the document-level tasks, and then an alternate training on aspect
and document-level tasks.

2.3.5 Attentive Neural Networks and Transformer-Based Models

ANNs use attention weighting, a mechanism widely applied in the development of
deep neural networks. The attention mechanism has control over the entire input
data like RNN, but it does not behave like a black box and is more comprehensible.
Like the majority of deep learning methods, ANNs methods presented in this
section employ supervision as a learning approach. Sequence to sequence learning
(seq2seq), one of the most common used ANN-based methods, is introduced in the
field of aspect detection by Ma et al. (2019) by means of two bidirectional GRUs
for both the encoder and the decoder modules. While the seq2seq framework stores
the entire meaning of the input text due to the encoder module and can control
the dependencies between consecutive labels (like Li et al. (2018)), it faces some
limitations for which some improvements are introduced. The first improvement
enhances the standard context vectors with position-aware attention scores that
penalise the long-distance words. Secondly, the framework also embodies gated
unit networks that help the model to learn particularities shared by aspects.

More recently, the attention mechanism has evolved into the Transformer
encoder-decoder (Vaswani et al. (2017)) that benefits of both the parallelisation
specific to CNN and the control over the long-term dependencies specific to RNN.
Since the beginning, the Transformer architecture has evolved into a wide range
of models including GPT (Radford et al. (2018)) and Bidirectional Encoder Rep-
resentations from Transformers (BERT) (Devlin et al. (2018)). Given that GPT
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represents a left-to-right Transformer decoder and BERT is a bidirectional Trans-
former encoder, Lewis et al. (2020) pack all together and obtain Bidirectional and
Auto-Regressive Transformers (BART). While not as well-known as GPT and
BERT, the BART model is still used by Yan et al. (2021) to generate sequential
predictions. The proposed method is designed in such a way to cover all tasks
associated with ABSA providing predictions not only for aspect terms but also for
opinion words and sentiment polarities.

Despite the wide range of Transformer-based models, in terms of ABSA and
especially aspect extraction, the majority of works make use only of BERT, usually
required to generate contextual word embeddings. The reason behind the wide
applicability of BERT is its effectiveness so that even the most simple method
with its word embeddings and a dense layer with a softmax activation function
proves to be competitive with other state-of-the-art methods for aspect detection
(Li et al. (2019b)). Similar to the work of Li et al. (2019b), Phan and Ogunbona
(2020) also identify aspects by running a simple fully connected layer over word
representations gleaned from POS and dependency information, and over word
embeddings produced by the enhanced version of BERT (RoBERTa) introduced
by Liu et al. (2019).

Further on, the work of Karimi et al. (2021) aims to demonstrate the effective-
ness of considering extra adversarial input over the method’s performance. The
adversarial examples are generated based on the perturbed input sentences that
should minimise the loss function. The method has a simple architecture with
BERT word embeddings and a fully connected layer, but given that it is trained
separately for the two inputs (real and adversarial inputs), it resembles the multi-
task learning approach.

Besides the linear approach (with a fully connected layer with a softmax acti-
vation function), Li et al. (2019b) evaluate the effectiveness of BERT word embed-
dings in terms of GRU, self-attention, TFM (a variant of BERT), and CRF layers.
While GRU provides the best results for the Laptop dataset of the SemEval 2014
workshop, self-attention is the best option for the combined Restaurant datasets
proposed for the three SemEval workshops that approached ABSA. A similar ar-
chitecture embodying a BERT encoder and additional FFNN, LSTM and GRU
layers is also employed by Patel and Ezeife (2021). The difference lies in the multi-
task learning approach used to predict not only aspect labels but also high-level
aspects (aspect categories). Since the extraction of coarser aspects is executed as
a classification at the sentence-level, we consider this task to be similar to the
extraction of implicit aspects. Therefore, the result of this task is presented in the
section dedicated to the implicit aspects.

The typical BERT word embeddings are pre-trained using BookCorpus and
Wikipedia dumps. However, these two datasets might not be flexible enough to fit
all the NLP tasks the BERT word embeddings are used for. The solution proposed
by Xu et al. (2019) is the post-training of BERT on new datasets to confer task
and domain awareness. Given that the method has to fit the SemEval Laptop and
Restaurant datasets, the domain post-training is done using unlabeled Yelp and
Amazon laptop reviews corpora (McAuley and Yang (2016)). For task awareness,
the authors use the SQuAD dataset (Rajpurkar et al. (2016)), designed for question
answering which might facilitate the aspect detection task. The reason behind the
choice of the SQuAD dataset is justified by the authors’ decision to consider the
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extraction of aspects as an adjacent task of a question answering process focused
on product reviews.

Starting from the idea of Xu et al. (2019), Xu et al. (2020) develop a new
domain-orientated language model as an extension of BERT (DomBERT). Re-
moving the next sentence prediction task of the traditional BERT, the new model
keeps the masked-language modeling and add a new task that learns domain labels
per sentence. Knowing that DomBERT is trained on a large number of domain-
specific corpora (Yelp dataset and Amazon review datasets (Xu et al. (2020))), a
domain sampler is included to select the next most similar domain with respect
to the current one. Next, all instances of the new domain-specific corpus feed the
DomBERT model, and a new domain is again selected.

Given that the input representation plays an important role in obtaining effec-
tive models, Chen et al. (2020) propose a more elaborate solution than the previous
ones relying on BERT word embeddings as input for a graph convolutional net-
work (GCN) defined with the help of a dependency tree of the input. The method
improves the traditional GCN by learning different weight matrices with respect
to the positional relationships between words of a sentence, and attention scores
that neglect words without dependencies. In the end, the model jointly predicts
not only aspects, but also sentiment labels.

Another method that embodies BERT word embeddings is proposed by Hu
et al. (2019) as a streamlined alternative to the widely used sequential labelling
solution. Specifically, two one-layer FFNNs assess the probabilities that a word
of a sentence represents either the starting or the ending token of an aspect. As
multiple aspects might occur in the same sentence, the method leverage a heuristic
algorithm that keeps only the shortest aspects and removes the overlapping cases.
In addition, this work also integrates a module for the detection of the sentiment
polarities of aspects. According to the reported results, the pipeline solution that
analyses the aspect extraction and sentiment classification separately works better
than the multi-task learning and collapsed labels. Further on, the Hu et al. (2019)’s
prediction approach is extended by Mao et al. (2021). Using the BERT word
embeddings, the proposed method employs the multi-task learning approach and
predicts the starting and ending position of the aspects and opinion expressions,
and the sentiment polarities using the [CLS] token learnt by BERT. The result of
the model is a set of triples (aspect terms, opinion expressions, sentiment polarity)
at the sentence-level.

In addition to the prediction of OBI labels or the starting or ending aspect
positions as Hu et al. (2019) and Mao et al. (2021), Zhao et al. (2020) split the
input sentence into chunks of a length smaller than a given threshold and classify
them as aspects or non-aspects. Instead of using binary classification, the model
is also trained to detect whether the given chunk contains opinion words. Besides
learning aspects and opinion words, the second task the model is prepared to learn
is related to the detection of the pair-wise dependencies between them. In the end,
the model follows a multi-task learning approach that runs on a Bidirectional
LSTM encoder with ELMo word embeddings (Peters et al. (2018)). Alternatively,
the model embodies a BERT encoder, but the approach is less effective than the
LSTM-based encoder.

The problem of label unavailability is tackled by Gong et al. (2020) by defining
two components to solve the discrepancies between two domains in terms of fea-
tures and instances. Considering that, despite the particularities specific to each



22 Maria Mihaela Truşcǎ, Flavius Frasincar

domain, the aspect-related language structures are universal, the feature-based
component aims to learn POS tags and dependency relations of the target and
source domains. To learn the POS tags, the BERT encoder is adjusted to pre-
dict masked POS tags. Unlike the traditional BERT model (Devlin et al. (2018)),
the input representations of each word result after summing not only context-
independent word embeddings, position representations, and segment embeddings,
but also POS tag embeddings. The newly obtained context-aware BERT word em-
beddings are used to learn dependency relations and to provide the input needed
to run the instance-based component. Considering that aspects are more related to
their domain than other words, the instance-based component learns the domain-
related word distribution first, and then, predicts the final aspect labels.

Differently from most of the presented papers, Li et al. (2020) address the
problem of data augmentation for the aspect detection task. Given the particular-
ities of the task, the novel approach should yield new instances that are not only
opinionated texts, but also share the same labelling sequence with the original in-
stances. According to Li et al. (2020), this problem is solved using a Transformer-
based encoder-decoder system that generates new instances following a masked
sequence-to-sequence strategy.

3 Implicit Aspects

Implicit aspects do not benefit from a positional index within the sentences and are
extracted only conceptually. As long as there is no constraint about the presence
of aspects inside the input sentences, aspect category detection (ACD) introduced
in the SemEval workshops can be considered a subtask of the extraction of implicit
aspects. Therefore, all the presented works of this section that refer to the detection
of implicit aspects as a task of class labeling are good candidate solutions for the
ACD task. All methods suitable for ACD are specified in Tables 4-6.

With regards to the aspect detection methods designed for both implicit and
explicit aspects, their approaches are already introduced in the previous sections,
and we only present the adjustments for the detection of implicit aspects in the
current section. Sections 3.1, 3.2, and 3.3 are dedicated to the pattern-based, ma-
chine learning and deep learning methods introduced for the detection of implicit
aspects. The performances results of the three approaches together with the details
about the employed datasets are listed in Tables 4, 5, and 6, respectively.

3.1 Pattern-Based Methods

Unlike for explicit aspects, the pattern-based methods for implicit aspects are
mainly supervised. This might be the result of the similarity between the extrac-
tion of implicit and high-level aspects that usually requires the injection of prior
knowledge.

Unsupervised Learning. Following the idea of creating aspect-opinion rules,
extensively exploited in the section dedicated to explicit aspects, Poria et al. (2014)
also propose a set of rules that match both implicit and explicit aspects. Along with
employing patterns, the solution found by Schouten et al. (2017) for the detection
of implicit aspects consists in looking for their descriptors in the sentences. Using
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the Spreading Activation method (Anderson et al. (1983)), the main goal is to
map the sentence words to a set of seed words representative for the given aspects
in terms of similarity. Based on a chain reaction, the more a word co-occurs with
a seed word or a similar word in a sentence, the higher the similarity score is. In
the end, one or more high-level aspects are allocated to a sentence based on their
related words found inside the sentence.

Supervised Learning. Some of the pattern-based methods can detect both ex-
plicit and implicit aspects. As the methods do not set a clear delimitation between
these two types of aspects, we present these methods in both sections. Two such
examples are the methods proposed by Liu et al. (2005) and Liu (2010), where the
implicit aspects are extracted using association and sequential rules, respectively.
Since all the aspect references are annotated in the training data, the methods can
detect all types of aspects.

According to Dosoula et al. (2016), an implicit aspect is allocated to a sentence
if its aggregated co-occurrence score for all the words of the sentence computed
based on the training data is higher than a given threshold. Additionally, a bi-
nary logistic regression is used to indicate whether the sentence is allowed to have
multiple implicit aspects. The binary classifier has as input a set of sentence char-
acteristics like the number of nouns, adjectives, commas, and “and” conjunction. If
the result of regression is positive, then all the aspect labels with a co-occurrence
score higher than the given threshold are allocated to the sentence. The main
disadvantage of this approach is the need for a large training data.

Along with the co-occurrence between words and high-level aspects (Dosoula
et al. (2016)), the second proposed method by Schouten et al. (2017) also leverage
on the co-occurrence of aspects with multiple dependency form sets. The solution
is a supervised variant of the Spreading Activation method mentioned above and
dubbed by the authors as the Probabilistic Activation method. The final aspect la-
bel of an out-of-training sentence is determined by the highest co-occurrence score
of an aspect with the words and dependency relations presented in the sentence.

Semi-supervised Learning. In addition to the above supervised methods, Zhai
et al. (2010) introduce a semi-supervised method to expand the training data by
means of the Expectation-Maximization algorithm (Dempster et al. (1977)). The
method maps aspect terms or aspects of a smaller level of abstraction (already
extracted) to high-level aspects or entities. For the starting point of the method, a
set of seed aspect expressions is allocated to each high-level aspect. Additionally,
to the seed aspect words used as hard or inflexible labels, the method appends
some soft labels used as a guideline and available only in the first iteration of
the Expectation-Maximization algorithm. The soft labels are an extension of the
hard labels and their extraction is derived from the presence of a shared word or
synonym (found using WordNet) with the seed expressions. One should note that
the method proposed by Zhai et al. (2010) is similar to the Spreading Activation
method employed by Schouten et al. (2017). However, since the final aim of Zhai
et al. is to expand the training set via an Expectation-Maximization approach, we
present the two methods in different sections.



24 Maria Mihaela Truşcǎ, Flavius Frasincar

Table 4 Pattern-based methods for the detection of implicit aspects

References Method Dataset Language Domain Performance

Schouten et al. (2017)1 Supervised SemEval 2014 (Task 4) English Restaurant Recall: 83.1%
Method Precision: 84.4%

F1: 83.8%

Schouten et al. (2017)1 Unsupervised SemEval 2014 (Task 4) English Restaurant Recall: 64.7%
Method Precision: 69.5%

F1: 67.0%

Dosoula et al. (2016)1 Dataset developed by English Restaurant F1: 64.5%
Ganu et al. (2009) Ganu
et al. (2009)
CitySearch Corpus

Zhai et al. (2010)1, 2 SC-EM Self-defined Dataset English Mixed Accuracy: 68%
Purity: 69%
Entropy: 1.24

1 The method is also suitable for the ACD task.
2 The result is reported for the aspects hometheater, car, insurance, vacuum, and mattress. The percentage of labeled
aspect terms (hard labels) is 30%.

3.2 Machine Learning Methods

Similar to the pattern-based methods, machine learning methods currently detect
implicit aspects using either their descriptors or via a multi-label classification
at the level of a text unit. SVM and Maximum Entropy discriminative methods
are used especially for the classification of high-level aspects and are always su-
pervised. On the other hand, the generative class is represented only by topic
modeling techniques that provide clustering solutions, and are useful especially
for unsupervised learning. In terms of topic modeling, a topic represents an aspect
(usually high-level), and its word distribution may comprise both explicit aspects
and descriptors.

However, along with the key words like aspects and descriptors, the topic word-
distributions include a wide range of irrelevant word expressions. As a result,
numerous topic modeling techniques proposed for aspect identification come with
a set of adjustments to alleviate this problem. For example, Mei et al. (2007) use
a sentiment topic mixture model to filter out the sentiment-bearing words inside
the topics. Similarly, Titov and McDonald (2008) propose the Multi-Grain LDA
to capture aspects with different levels of abstraction.

According to Mukherjee and Liu (2012), the problem of selecting the right
aspect terms inside topics is simply enforced by a set of seed words used as a
guideline. Besides the problem of inferring the right aspect terms within topic
word-distributions, the topic modeling techniques have to cope with the problem
of selecting a correct number of clusters. This problem is solved by Brody and
Elhadad (2010), by running a consistency test (Niu et al. (2007)) that measures
the robustness of the clustering solution against resampling. Even if there are
plenty of topic modeling techniques adjusted for aspect detection, we choose not
to present them in the current survey due to the lack of comparative results.
The remaining two sections present the SVM and Maximum Entropy classifiers,
respectively, used for the classification of high-level aspects.

3.2.1 Support Vector Machines

The standard implementation of SVM is straightforward, and according to Kir-
itchenko et al. (2014), it simply relies on a one-vs-all approach. Likewise, the
method proposed by Xenos et al. (2016) generates the aspect labels using a linear
combination between two SVMs. The first SVM is constrained to use only the
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Table 5 Machine learning methods for the detection of implicit aspects

References Method Dataset Language Domain Performance

Kiritchenko et al. (2014)1 NRC-Canada SemEval 2014 (Task 4) English Restaurant Recall: 86.24%
Precision: 91.04%
F1: 88.58%

Xenos et al. (2016)1 SemEval 2016 (Task 5) English Restaurant Recall: 69.12%
Precision: 71.82%
F1: 70.44%

Xenos et al. (2016)1 SemEval 2016 (Task 5) English Laptop Recall: 53.19%
Precision: 45.60%
F1: 49.10%

Kim and Hovy (2006)2, 3 FrameNet Dataset English Mixed Recall: 69.53%
Precision: 68.16%
F1: 68.74%

Kim and Hovy (2006)1, 3 Self-defined Dataset English News MediaRecall: 13.95%
Precision: 61.75%
F1: 22.1%

1 The method is also suitable for the ACD task.
2 The result is reported as the weighted average for verb and adjective opinion words.
3 The result is reported as the average by taking into account the opinion words (verbs and adjectives) labeled by
two annotators.

local training data (SemEval data) and runs a binary classification for each aspect
at the sentence-level using a set of unigram and bigram features. The input of
the second SVM is the centroid of a sentence expanded with its similarity scores
with respect to the given aspects. The centroid is determined by the sum of word
embeddings trained on an external dataset and weighted with their tf-idf scores.

3.2.2 Maximum Entropy Methods

Maximum Entropy classifier is used as an alternative for SVM by Kim and Hovy
(2006) in a weakly supervised learning approach, that relies on labels provided by a
lexical corpus dubbed FrameNet II (Baker and Sato (2003)). The first step consists
in the recognition of sentiment-bearing words (adjectives and verbs). Then, the
method uses the opinion words as lexical units or roots for different semantic roles
(the target aspects) in a broader frame indicated by the FrameNet II corpus. If an
opinion word is out of the list of lexical units, the method attaches to it the list of
semantic roles belonging to the most similar unit found based on the Clustering by
Committee algorithm (Pantel and Lin (2002)). The method is employed to predict
not only the target aspects but also the holders (the opinion’s owner).

3.3 Deep Learning Methods

Neural networks, presented again separately from the machine learning methods,
leverage both on supervised and unsupervised learning for the detection of implicit
aspects. The introduced methods relies on ANNs and Transformer-based models
(Sect. 3.3.1), FFNNs (Sect. 3.3.2), and RNNs (Sect. 3.3.3).

3.3.1 Attentive Neural Networks and Transformer-Based Models

The current section is dedicated to the models developed based on the attention
mechanism. While most of the models are unsupervised, Patel and Ezeife (2021)
present a supervised method where a BERT encoder part of a Transformer archi-
tecture is used to assign coarser aspect labels per sentence and to detect aspects
explicitly mentioned. Since the classification of sentences in terms of aspects is
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similar to the extraction of implicit aspects, this method is mentioned again in
this section. Besides Patel and Ezeife (2021)’s work, all the remaining neural net-
works are unsupervised. As we can not be sure if the found terms are only explicit
aspects, we decided to consider these methods as designed for the extraction of
implicit aspects.

Using an encoder-decoder architecture with multiple iterations, the method
of He et al. (2017) can capture both explicit and implicit aspects. At each iter-
ation, the system generates a latent variable that intermediately represents the
input sentence and shows the probabilities that the sentence refers to the different
aspects (the encoder part). The aspects are unknown, except for their number.
Next, the latent variable reconstructs the sentence representation used as input
for the next iteration (the decoder part). Besides the sentence representations, the
method also generates a set of aspect embeddings. The process is trained to min-
imise the difference between consecutive sentence representations and to maximise
the difference between the sentence representation and other randomly chosen sen-
tences in the corpus. The method is trained using multi-task learning, focused not
only on the sentence representations but also on the diversity of aspects. The final
aspect terms are found in the embedding space using cosine similarity between
their representations and the newly computed aspect embeddings.

Starting with He et al.’s work, Luo et al. (2019b) aim to refine the model by
implementing a different initial sentence representation for the first iteration of
the encoder-decoder system. While He et al. merely use self-attention for input
sentence embeddings, Luo et al. generate sentence representations as linear com-
binations of all sememes (groups of words with similar meanings) associated with
the sentence words. Sememes are extracted using WordNet (Miller (1995)). To pre-
vent the tendency of the method to forget the context of the sentence, the initial
sentence representation is enriched with the final hidden state of an RNN-based
structure.

Angelidis and Lapata (2018) notice that the dynamic approach of He et al.’s
method could lead to the extraction of both high-context and low-context aspects
(which might not be independent of each other, but into a hierarchical relation)
simultaneously. In their work, the authors choose to focus only on the detection
of high-context aspects and to leverage on their descriptors (low-level aspects) to
generate the aspect matrix. While the aspect matrix defined by He et al. (2017)
is the output of the proposed encoder-decoder system, according to Angelidis and
Lapata, each row of the aspect matrix refers to a high-level aspect and is computed
as a weighted average of its descriptors, a priori extracted. As a result, the new
encoder-decoder system is used only to reconstruct the input sentences. The neural
network is still trained in a multi-task fashion but instead of trying to improve the
diversity of aspects, the model predicts the high-context aspect per sentence.

A much more simple, but effective unsupervised approach for the detection of
high-context aspects is provided by Tulkens and van Cranenburgh (2020). Initially,
the set of most frequent nouns is detected as candidate aspects. Next, the Radial
Basis Function kernel is used to calculate attention scores for each sentence word
with respect to the candidate aspects. Finally, the new probability distribution
over words provides a new document representation for which a new aspect label
is assigned based on cosine similarities with aspect representations.
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Table 6 Deep learning methods for the detection of implicit aspects

References Method Dataset Language Domain Performance

Patel and Ezeife (2021)1 BERT-MTL SemEval 2014 (Task 4) English Restaurant F1: 90.18%

Toh and Su (2016)1 NLANGP SemEval 2016 (Task 5) English Restaurant Recall: 73.62%
Precision: 72.45%
F1: 73.03%

Toh and Su (2016)1 NLANGP SemEval 2016 (Task 5) English Laptop Recall: 47.81%
Precision: 56.85%
F1: 51.94%

Ma et al. (2018b)1 Hybrid Sentic SentiHood English Locations - Accuray: 67.52%
LSTM + TA London Macro F1: 78.10%
+ SA Micro F1: 77.87%

Ma et al. (2018a)1 Sentic LSTM + SentiHood English Locations - Accuray: 67.43%
TA + SA London Macro F1: 78.18%

Micro F1: 77.66%

Tulkens and van CAt Ganu et al. (2009) English Restaurant Recall: 86.4%

Cranenburgh (2020)2 CitySearch Precision: 86.5%
Corpus F1: 86.4%

Luo et al. (2019b)2 AE-CSA Ganu et al. (2009) English Restaurant Recall: 81.83%
CitySearch Precision: 82.5%
Corpus F1: 82.1%

He et al. (2017)2 ABAE Ganu et al. (2009) English Restaurant Recall: 72.23%
CitySearch Precision: 85.66%
Corpus F1: 77.5%

Luo et al. (2019b)3 AE-CSA McAuley et al. (2012) English Beer Recall: 81.83%
Beer Precision: 82.5%
Advocate F1: 82.1%

He et al. (2017)3 ABAE McAuley et al. (2012) English Beer Recall: 72.72%
Beer Precision: 71.16%
Advocate F1: 69.54%

Angelidis and Mate+MT Self-defined English Mixed F1: 49.1%

Lapata (2018)4

1 The method is also suitable for the ACD task.
2 The result is reported as the average for the aspects Staff, Food, and Ambiance.
3 The result is reported as the average for the aspects: Feel, Smell, Look, Taste, and Overall.
4 The result is reported for the aspects laptop Bag, boot, bluetooth headset, vacuum, keyboard, and television. The dataset is
a subset extracted from the Amazon Product Dataset (McAuley et al. (2015)).

3.3.2 Feed-Forward Neural Networks

The method introduced by Toh and Su (2016) determines high-level aspects us-
ing a supervised FFNN with a singular layer. The network works like a binary
classifier that decides whether an aspect conceptually exists in a sentence. The
input representation is similar to the one introduced for the extraction of explicit
aspects. The only difference lays in the replacement of the bidirectional Elman
neural network output with a CNN output. While the bidirectional Elman neu-
ral network is trained to predict the OBI tags of words, CNN assigns high-level
aspects at the sentence-level.

3.3.3 Recurrent Neural Networks

The supervised approach proposed by Ma et al. (2018a) uses as a basis a variation
of the LSTM neural network dubbed Sentic LSTM that incorporates affective
concepts suggested by AffectiveSpace (Cambria et al. (2015)) to better control the
information filtering. Further, a hierarchical attention mechanism is applied over
the hidden states of the Sentic LSTM to generate two representations of the aspect
terms (low-level aspects explicitly mentioned in the sentences), and of the input
sentences. In the end, a softmax layer applied over the new encoded sentence
representation evaluates the presence of high-level aspects within the sentence.
The Sentic LSTM is refined by Ma et al. (2018b), in an approach inspired by the
Recurrent Additive Networks (Lee et al. (2017)). The novel neural network reduces
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the complexity of the Sentic LSTM and slightly outperforms it in terms of aspect
detection due to its additive nature.

4 Discussion

Aspect-based sentiment analysis is a process in two steps that identifies the topics
within the documents and assigns them sentiment scores. In the current work,
we concentrate on the first step of the analysis and present the main research
directions with a special focus on the more recent works. Sections 4.1, 4.2, and
4.3 discuss the surveyed pattern-based systems, machine learning methods, and
neural networks designed for the extraction of aspects.

4.1 Pattern-Based Methods

Currently, the learning approach of the pattern-based systems is related to the
nature of aspects. Regarding explicit aspects, their extraction mainly leverages on
unsupervised learning. As a result, many works usually require a two-step process
that first selects candidate aspect expressions and then revises their quality. On the
other hand, implicit aspects are usually deemed as high-level aspects or categories
of aspects. Based on this perception, many pattern-based systems for implicit
aspects require previously annotated training data.

The most common idea that defines the unsupervised learning of explicit as-
pects is the assumption that aspects are usually nouns (Liu (2011)). Following this
idea, many authors introduce patterns for modeling the relation between nouns
and opinion words, other aspects (already extracted), and different structures that
might suggest the presence of multi-term aspects. The next step that follows the
generation of the recommended list of aspects is the elimination of aspects with
a low quality. The current pruning methods vary from using tf-idf indicators,
domain-related frequencies, or Gini scores to the counting of related sentiment
words. As the patterns might detect wrong aspects, some methods are concerned
with the pattern ranking, keeping only the most effective patterns.

Regarding implicit aspects, unsupervised learning is not applied to such a great
extent as in the case of explicit aspects. The few works in this direction are focused
on the aspect’s descriptors found using patterns defined either by the experts or
by means of the search graphs that detect similarities between a set of seed words
and the words of a sentence.

Supervised pattern-based systems are less common for aspect detection and
usually make use of the co-occurrence of the high-level aspects with the words
or POS structures specific to a sentence. As supervised learning draw inferences
from a set of labeled instances, another approach is to annotate all aspect refer-
ences (explicit aspects and descriptors) and to learn new aspects using association
mining.

Even if some supervised methods have been proposed for the pattern-based
systems, they are conventionally designed for unsupervised learning. Their major
asset is domain independence, which means that each collection of reviews can be
a candidate input for the method, regardless of the availability of the annotated
data. However, this advantage is often traded off for a poorer performance. To
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capitalise on the benefits of pattern-based systems, probably the best solution is
to use the patterns as a guideline for a more effective machine learning method
that can predict an aspect only if a pattern validates it. As a result, the reinforced
method might be not only more effective but also more portable between domains.
Another direction to be explored by future works might be the use of pattern-based
methods as generators of aspect labels. Given the new labels, one might consider
them as the gold standard for a more effective method in a weakly supervised
approach. Also, the new labels can be utilised to learn automatically new aspect
patterns that are not only more efficient than the manual ones but might be even
more effective (Mangnoesing et al. (2020)).

4.2 Machine Learning Methods

Excepting the neural networks presented in a different section and the topic mod-
eling techniques that are not introduced in this paper because of the unavailability
of the results, the current machine learning methods are exclusively supervised.
CRFs and HMMs are the main machine learning methods employed for the sequen-
tial detection of explicit aspects. However, despite their similarities, only CRFs are
extensively used due to their discriminative nature (HMMs have a generative na-
ture). Reagrding implicit aspects, the current methods are limited only to SVM
and Maximum Entropy classifiers (the only SVM presented in the section of ex-
plicit aspects is actually used as a pruning method).

Similar to the pattern-based systems, we consider that future works should
mainly take into account hybrid methods that combine classical machine learning
models with deep neural networks or with prior information provided by a pattern-
based method. In doing this, one might consider the encapsulation of different
emission and transition features like sentiment polarities, dependencies relations,
or word similarities in the future more effective solutions. Or, the final conventional
fully connected layer might be replaced with a CRF or HMM, more effective for
sequential tasks with highly related tags (Reimers and Gurevych (2017)). Along
with these design particularities, another important direction for future work is the
lifelong approach required for the knowledge transfer between different domains.
Besides the explicit aspects, we also consider that the detection of implicit aspects
needs much more attention. Hence, it would be interesting to see a wider vari-
ety of classifiers applied in this field and enriched with knowledge about aspects’
descriptors.

4.3 Deep Learning Methods

Even if deep learning methods have high flexibility for any learning type, a great
extent of methods are created only for supervised learning. The reason behind this
choice might be the desire of authors to promote their works using the widespread
SemEval labeled data. While the supervised detection of explicit aspects tries to
reproduce the sequentiality of the input data, the implicit aspects are treated as
high-level aspects via a multi-label supervised classification.

Unsupervised learning is used for both types of aspects, but its applicability is
limited. The unsupervised methods are inspired by the ANN model proposed by He
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et al. (2017) and built as an encoder-decoder system whose output is a set of aspect
embeddings. As the embeddings may not refer only to explicit aspects but also
descriptors or even background words, we consider this baseline and its variants
more suitable for the extraction of implicit aspects. As regards the unsupervised
detection of explicit aspects, we found only the RBM neural network proposed by
Wang et al. (2015). Despite the unsupervised nature of the method that infers a
higher level of uncertainty about the type of the detected terms than the supervised
methods, we consider that the configuration of the method together with the
injection of the prior linguistic information make the proposed RBM more suitable
for the extraction of explicit aspects.

FFNNs with at most one hidden layer were among the first supervised neural
networks used to identify aspects. Soon after FFNNs, CNNs were introduced but
only for the detection of explicit aspects. Like FFNN, CNN is not a sequential
method, which means that the sequential dense layer with s softmax activation
function is required. However, another proposed option is to apply CNN only over
a chunk of text and to slide the entire neural network over the remaining words.
The downside of this method is the higher computational complexity.

The most widespread methods for the detection of aspects are the sequential
RNNs. While the detection of implicit aspects relies only on the Sentic LSTM and
its variant for the multi-label classification, RNNs adjusted for explicit aspects
are more diverse. Some of the first RNNs introduced for the latter direction are
combined with CRFs either in an input-output relation or applied simultaneously.
Another RNN solution for explicit aspects is to deliver an end-to-end approach
for both ABSA tasks using unified labels or multi-task learning. The last common
idea developed using as basis RNNs suggests the use of neighbouring opinion terms
in order to refine the extraction of explicit aspects, similar to the pattern-based
systems.

Numerous neural networks combine an attention weighting layer with addi-
tional layers based on RNNs, CNNs, or FFNNs. We find only a few neural net-
works exclusively built on attention and used only for the unsupervised detection
of implicit aspects. More recently, Transformer and its NLP variant, BERT, have
been introduced as attention-based systems. Even the simplest method with BERT
word embeddings and a dense layer applied sequentially proved to be effective, a
fact that probably will encourage future works in this direction.

Deep learning has proved to be an effective framework for the detection of both
types of aspects by exploiting a wide range of approaches, including state-of-the-art
methods in NLP. Given the no-reliance on annotated labels and domain flexibility,
unsupervised learning is probably one of the most promising directions for future
works. However, the major downside of this approach is the uncertainty of methods
about the extracted terms, which might be explicit aspects, descriptors of the
implicit aspects, or background words. A relevant work for this research direction
is proposed by Wang et al. (2015), where an unsupervised method is guided by
some prior information (provided by a pattern-based system) to extract explicit
aspects. However, the solution can be improved both in terms of the architecture
(e.g., using the attention mechanism) and prior information (e.g., using manual
or generated patterns as a guideline). Besides unsupervised learning, end-to-end
approaches used to jointly extract aspects and their sentiment polarities represent
another important research direction that has not yet been fully exploited, and
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that proved to be effective, especially because it addresses the ABSA as a singular
task instead of considering multiple separate subtasks.

5 Conclusions

In sentiment mining, aspects represent the subjects to which the opinions are ex-
pressed in text. In this survey, we define a taxonomy for the extraction of implicit
and explicit aspects and present the most relevant works accordingly. The first
proposed solutions for the extraction of aspects rely on syntactic and lexical pat-
terns with embedded concepts like POS tags and dependency relations. Later on,
the detection of aspects was introduced as a NER problem with highly correlated
consecutive labels. The problem was first modeled by classical machine learning
methods and then by deep learning. While the pattern-based methods relied more
on unsupervised learning to detect aspects, the more recent methods mostly adopt
a supervised approach.

When considering the future of aspect extraction, we think that domain porta-
bility is probably the most important research direction. This idea is justified by
the limited availability of the annotated data that needs to be exploited not only
in other domains but also over the time variations. Conventionally, the domain
independence is addressed by unsupervised learning that was mainly represented
by the pattern-based methods, so far. However, we consider that a plain solution
that relies either on some prior knowledge or on a simple machine learning method
is not enough to control the rich linguistic and syntactic environment. Therefore,
a hybrid method should be developed to reinforce the performance of a machine
learning approach with the prior knowledge required for the detection of either
explicit or implicit aspects. Along with the unsupervised learning, another future
step in the field of aspect detection is related to the end-to-end (joint) approaches
proposed recently and with the strong capability to treat ABSA as a unified task.
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2016 task 5: Aspect based sentiment analysis. In: 10th International Workshop
on Semantic Evaluation (SemEval@NAACL-HLT 2016), ACL, pp 19–30

Popescu AM, Etzioni O (2007) Extracting product features and opinions from
reviews. In: Natural language processing and text mining, Springer, pp 9–28,
URL https://doi.org/10.1007/978-1-84628-754-1_2

Poria S, Cambria E, Ku LW, Gui C, Gelbukh A (2014) A rule-based approach to
aspect extraction from product reviews. In: 2nd Workshop on Natural Language
Processing for Social Media (SocialNLP 2014), ACL, pp 28–37, URL https:

//doi.org/10.3115/v1/W14-5905

Poria S, Cambria E, Gelbukh A (2016) Aspect extraction for opinion mining with a
deep convolutional neural network. Knowledge-Based Systems 108:42–49, URL
https://doi.org/10.1016/j.knosys.2016.06.009

Qiu G, Liu B, Bu J, Chen C (2009) Expanding domain sentiment lexicon
through double propagation. In: 21st International Joint Conference on Ar-
tificial Intelligence (IJCAI 2009), Morgan Kaufmann Publishers Inc., URL
http://ijcai.org/Proceedings/09/Papers/202.pdf

Rabiner LR (1989) A tutorial on hidden Markov models and selected applications
in speech recognition. Proceedings of the IEEE 77(2):257–286, URL https:

//doi.org/10.1109/5.18626

Radford A, Narasimhan K, Salimans T, Sutskever I (2018) Improving language
understanding by generative pre-training. OpenAI

Rajpurkar P, Zhang J, Lopyrev K, Liang P (2016) SQUAD: 100,000+ questions
for machine comprehension of text. In: 2016 Conference on Empirical Methods
in Natural Language Processing (EMNLP 2016), ACL, pp 2383–2392, URL
https://doi.org/10.18653/v1/D16-1264

Rana T, Cheah YN (2019) Sequential patterns rule-based approach for opinion tar-
get extraction from customer reviews. Journal of Information Science 45(5):643–
655, URL https://doi.org/10.1177/0165551518808195

Rana TA, Cheah YN (2016) Aspect extraction in sentiment analysis: Comparative
analysis and survey. Artificial Intelligence Review 46(4):459–483, URL https:

//doi.org/10.1007/s10462-016-9472-z

Rana TA, Cheah YN (2017) A two-fold rule-based model for aspect extraction. Ex-
pert Systems with Applications 89:273–285, URL https://doi.org/10.1016/

j.eswa.2017.07.047

Ravi K, Ravi V (2015) A survey on opinion mining and sentiment analysis: Tasks,
approaches and applications. Knowledge-Based Systems 89:14–46, URL https:

//doi.org/10.1016/j.knosys.2015.06.015

Reimers N, Gurevych I (2017) Reporting score distributions makes a difference:
Performance study of LSTM-networks for sequence tagging. In: 2017 Conference
on Empirical Methods in Natural Language Processing, (EMNLP 2017), ACL,
pp 338–348, URL https://doi.org/10.18653/v1/D17-1035

Salakhutdinov R, Mnih A, Hinton G (2007) Restricted Boltzmann machines for
collaborative filtering. In: 24th international Conference on Machine Learning
(ICML 2007), ACM, vol 227, pp 791–798, URL https://doi.org/10.1145/

1273496.1273596

San Vicente I, Saralegi X, Agerri R (2015) EliXa: A modular and flexible
ABSA platform. In: 9th International Workshop on Semantic Evaluation
(SemEval@NAACL-HLT 2015), ACL, pp 748–752, URL https://doi.org/10.

18653/v1/S15-2127

https://doi.org/10.1007/978-1-84628-754-1_2
https://doi.org/10.3115/v1/W14-5905
https://doi.org/10.3115/v1/W14-5905
https://doi.org/10.1016/j.knosys.2016.06.009
http://ijcai.org/Proceedings/09/Papers/202.pdf
https://doi.org/10.1109/5.18626
https://doi.org/10.1109/5.18626
https://doi.org/10.18653/v1/D16-1264
https://doi.org/10.1177/0165551518808195
https://doi.org/10.1007/s10462-016-9472-z
https://doi.org/10.1007/s10462-016-9472-z
https://doi.org/10.1016/j.eswa.2017.07.047
https://doi.org/10.1016/j.eswa.2017.07.047
https://doi.org/10.1016/j.knosys.2015.06.015
https://doi.org/10.1016/j.knosys.2015.06.015
https://doi.org/10.18653/v1/D17-1035
https://doi.org/10.1145/1273496.1273596
https://doi.org/10.1145/1273496.1273596
https://doi.org/10.18653/v1/S15-2127
https://doi.org/10.18653/v1/S15-2127


Survey on Aspect Detection for Aspect-Based Sentiment Analysis 41

Schouten K, Frasincar F (2015) Survey on aspect-level sentiment analysis. IEEE
Transactions on Knowledge and Data Engineering 28(3):813–830, URL https:

//doi.org/10.1109/TKDE.2015.2485209

Schouten K, Van Der Weijde O, Frasincar F, Dekker R (2017) Supervised
and unsupervised aspect category detection for sentiment analysis with co-
occurrence data. IEEE Transactions on Cybernetics 48(4):1263–1275, URL
https://doi.org/10.1109/TCYB.2017.2688801

Shu L, Xu H, Liu B (2017) Lifelong learning CRF for supervised aspect extraction.
In: 55th Annual Meeting of the Association for Computational Linguistics (ACL
2017), ACL, URL https://doi.org/10.18653/v1/P17-2023

Somasundaran S, Wiebe J (2009) Recognizing stances in online debates. In: 47th
Annual Meeting of the Association for Computational Linguistics and the 4th
International Joint Conference on Natural Language Processing of the Asian
Federation of Natural Language Processing (ACL 2009), ACL, pp 226–234, URL
https://aclanthology.org/P09-1026

Srikant R, Agrawal R (1996) Mining sequential patterns: Generalizations and
performance improvements. In: 5th International Conference on Extending
Database Technology (EDBT 1996), Springer, LNCS, pp 1–17, URL https:

//doi.org/10.1007/BFb0014140

Tang H, Tan S, Cheng X (2009) A survey on sentiment detection of reviews.
Expert Systems with Applications 36(7):10760–10773, URL https://doi.org/

10.1016/j.eswa.2009.02.063

Titov I, McDonald R (2008) Modeling online reviews with multi-grain topic mod-
els. In: 17th international conference on World Wide Web (WWW 2008), ACM,
pp 111–120, URL https://doi.org/10.1145/1367497.1367513

Toh Z, Su J (2016) NLANGP at SemeVal-2016 task 5: Improving aspect based
sentiment analysis using neural network features. In: 10th international Work-
shop on Semantic Evaluation (SemEval@NAACL-HLT 2016), ACL, pp 282–288,
URL https://doi.org/10.18653/v1/S16-1045

Toh Z, Wang W (2014) DLIREC: Aspect term extraction and term polarity clas-
sification system. In: 8th International Workshop on Semantic Evaluation (Se-
mEval@COLING 2014), ACL, pp 235–240, URL https://doi.org/10.3115/

v1/s14-2038

Toprak C, Jakob N, Gurevych I (2010) Sentence and expression level annotation of
opinions in user-generated discourse. In: 48th Annual Meeting of the Association
for Computational Linguistics (ACL 2010), ACL, pp 575–584, URL https://

aclanthology.org/P10-1059

Tubishat M, Idris N, Abushariah M (2021) Explicit aspects extraction in sentiment
analysis using optimal rules combination. Future Generation Computer Systems
114:448–480, URL https://doi.org/10.1016/j.future.2020.08.019

Tulkens S, van Cranenburgh A (2020) Embarrassingly simple unsupervised aspect
extraction. In: 58th Annual Meeting of the Association for Computational Lin-
guistics (ACL 2020), ACL, pp 3182–3187, URL https://doi.org/10.18653/

v1/2020.acl-main.290

Vaswani A, Shazeer N, Parmar N, Uszkoreit J, Jones L, Gomez AN,
Kaiser  L, Polosukhin I (2017) Attention is all you need. In: 31st An-
nual Conference on Neural Information Processing Systems (NIPS 2017),
pp 5998–6008, URL https://proceedings.neurips.cc/paper/2017/hash/

3f5ee243547dee91fbd053c1c4a845aa-Abstract.html

https://doi.org/10.1109/TKDE.2015.2485209
https://doi.org/10.1109/TKDE.2015.2485209
https://doi.org/10.1109/TCYB.2017.2688801
https://doi.org/10.18653/v1/P17-2023
https://aclanthology.org/P09-1026
https://doi.org/10.1007/BFb0014140
https://doi.org/10.1007/BFb0014140
https://doi.org/10.1016/j.eswa.2009.02.063
https://doi.org/10.1016/j.eswa.2009.02.063
https://doi.org/10.1145/1367497.1367513
https://doi.org/10.18653/v1/S16-1045
https://doi.org/10.3115/v1/s14-2038
https://doi.org/10.3115/v1/s14-2038
https://aclanthology.org/P10-1059
https://aclanthology.org/P10-1059
https://doi.org/10.1016/j.future.2020.08.019
https://doi.org/10.18653/v1/2020.acl-main.290
https://doi.org/10.18653/v1/2020.acl-main.290
https://proceedings.neurips.cc/paper/2017/hash/3f5ee243547dee91fbd053c1c4a845aa-Abstract.html
https://proceedings.neurips.cc/paper/2017/hash/3f5ee243547dee91fbd053c1c4a845aa-Abstract.html


42 Maria Mihaela Truşcǎ, Flavius Frasincar
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