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1. Introduction
Utility measurement is an important tool for decision
analysis and helps clients to make better-informed
choices. To obtain valid and consistent utility mea-
surements, the decision analyst needs a theory that is
descriptively valid so that he can then use these util-
ities as inputs into a model, e.g., a decision tree, that
will help the client to make a choice truly represent-
ing his preferences.
This paper explores inconsistencies in the measure-

ment of utilities under risk and tries to find a the-
ory of preferences that can solve these inconsistencies.
Risky utilities are widely used in decision analysis.
The main examples are the probability equivalence (PE)
method, in which people are asked to state a proba-
bility in a risky prospect that makes them indifferent
between this risky prospect and a given sure outcome,
and the certainty equivalence (CE) method, in which
people are asked to state a certain outcome that makes
them indifferent between this outcome and a given
risky prospect. The appealing feature of using meth-
ods involving risk is that they allow the analyst to

incorporate people’s attitudes toward risk into deci-
sion analysis.
When measuring utility, investigators typically as-

sume that responses conform to expected utility the-
ory. A rationale for adopting expected utility is that
decision analysis is essentially a prescriptive exercise
and that expected utility is the dominant prescrip-
tive theory of decision under risk. The problem with
this point of view is that in most practical applica-
tions measuring utilities is a descriptive task, and the
descriptive deficiencies of expected utility are widely
documented (Starmer 2000). Using expected utility
to analyze responses to utility measurement tasks in
spite of its poor descriptive standing can lead to biased
utilities, and decision analyses based on these biased
utilities may result in incorrect recommendations.
Several studies have shown that utility measure-

ment based on expected utility leads to inconsisten-
cies both across and within methods. Hershey and
Schoemaker (1985) showed that PE measurements
result in systematically higher utilities than CE mea-
surements. McCord and de Neufville (1986) found
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that the utility function elicited by the CE method
depends on the value at which probability is fixed.
In the health domain, several authors have shown
that assessment procedures that are theoretically
equivalent under expected utility produce systemati-
cally different utilities (Llewellyn-Thomas et al. 1982,
Rutten-van Mölken et al. 1995, Bleichrodt 2001, Oliver
2003, Pinto-Prades and Abellan-Perpiñan 2005). For
example, Pinto-Prades and Abellan-Perpiñan (2005)
found that under expected utility, the utility of a given
health state varied between 0.48 and 0.80 depend-
ing on the assessment procedure that was used. Such
large discrepancies can have significant effects for
practical decision analyses.
One solution for the observed inconsistencies was

suggested by Bleichrodt et al. (2001). They argued
that people’s preferences are affected by biases. The
biases they considered were (1) probability weighting,
the nonlinear evaluation of probabilities, and (2) loss
aversion, the finding that people are more sensitive
to losses than to gains of the same size. Both biases
have been modelled by prospect theory (Kahneman
and Tversky 1979, Tversky and Kahneman 1992), cur-
rently the main descriptive theory of decision under
risk. Bleichrodt et al. (2001) proposed new formulas
based on prospect theory to evaluate answers to PE
and CE measurements and showed that these new
formulas were able to resolve the systematic discrep-
ancy between PE and CE utilities.
PE and CE are examples of methods in which a

riskless prospect is compared with a risky prospect
(riskless-risk methods). Several empirical studies have
observed that violations of expected utility primar-
ily occur when one of the prospects under considera-
tion is riskless; expected utility’s descriptive record is
much better when both prospects are risky (Conlisk
1989, Camerer 1992, Harless and Camerer 1994, Wu
and Gonzalez 1996, Starmer 2000). Hence, it is of
interest to examine the performance of prospect the-
ory when we include methods that compare two risky
prospects (risk-risk methods). It would be important for
practical decision analysis in case we observed that
expected utility could explain the data from risk-risk
measurements. Then, no information on probability
weighting and loss aversion is required and pref-
erences can be measured under expected utility by
using risk-risk methods such as the lottery equiva-
lence method (McCord and de Neufville 1986).
In this paper, we compare five elicitation methods:

three riskless-risk methods and two risk-risk meth-
ods. The aims of our study were threefold: first, to
replicate the inconsistency between PE and CE under
expected utility, and to compare PE and CE with a
third riskless-risk method; second, to test whether
expected utility leads to consistent utilities for the
two risk-risk methods; and third, to explore whether

prospect theory could explain any inconsistencies
across the five methods that were observed under
expected utility. Our study was motivated by the idea
that if the five assessment procedures yield consistent
results when analyzed under a particular preference
theory, but inconsistent results under another, then
the theory under which consistency is found is sup-
ported as a descriptive theory.
We studied the performance of expected utility and

prospect theory in the health domain. The main rea-
son we focused on health is practical relevance.
Health is an important area of applied decision anal-
ysis (the majority of applied decision analyses have
been in the health domain; see Keller and Klein-
muntz 1998, Smith and von Winterfeldt 2004) and
risky methods are widely used in medical decision
analysis.
Under expected utility, we found that the obtained

utilities varied across the three riskless-risk methods
and were larger than the obtained utilities under
the risk-risk methods. Prospect theory fitted the data
better than expected utility. The main improvement
of prospect theory over expected utility was in the
evaluation of the riskless-risk methods. For risk-risk
methods, we found no violations either for expected
utility or for prospect theory and, hence, prospect the-
ory did not improve over expected utility. Because
neither expected utility nor prospect theory could
entirely explain the data, we also considered sev-
eral other generalizations of expected utility: rank-
dependent utility (Quiggin 1981), disappointment
aversion (Gul 1991), and two recently proposed gam-
bling effect models (Bleichrodt and Schmidt 2002,
Diecidue et al. 2004). None of these nonexpected util-
ity models fitted the data as well as prospect theory.
In what follows, §2 introduces notation and briefly

explains prospect theory. Section 3 describes the five
elicitation methods used. Section 4 analyzes the pre-
dictions from expected utility and prospect theory
and shows how utilities were computed under these
two theories. Section 5 describes the experiment that
we performed and §6 its results. Section 7 discusses
the main findings and limitations of our study. Sec-
tion 8 concludes the paper. The appendix contains
derivations of results introduced in the text.

2. Notation and Outline of the Models
We study preferences over chronic health states.
Chronic health states will be written as �Q�T �, denot-
ing T years in health state Q. Because the exper-
iment reported later only invokes prospects with
at most two different chronic health states, we will
restrict the analysis to such binary prospects. Let
�p
 �Q1�T1�� �Q2�T2�� denote the prospect that gives
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�Q1�T1� with probability p and �Q2�T2� with probabil-
ity 1− p. A prospect is riskless if p= 1, otherwise it is
risky.
Preferences over prospects are denoted as usual: the

relation � denotes weak preference, � denotes strict
preference, and ∼ denotes indifference. Preferences
over chronic health states correspond with prefer-
ences over riskless prospects. We assume through-
out that prospects are rank-ordered, i.e., it is implicit
in the notation (p
 �Q1�T1�� �Q2�T2�� that �Q1�T1� �
�Q2�T2�. Expected utility holds if there exists a function
U from the set of chronic health states to the real num-
bers, called the utility function, such that prospects
(p
 �Q1�T1�� �Q2�T2�� are evaluated by pU�Q1�T1� +
�1 − p�U�Q2�T2� and preferences and choices corre-
spond with this evaluation.
Prospect theory deviates in three important respects

from expected utility. First, carriers of value are gains
and losses relative to a reference point. The location
of the reference point is exogenously given and is
not specified by prospect theory. We will denote the
reference point as �Q0�T0�. In the formal analysis
of Kahneman and Tversky (1979), where there is
only one fixed reference point, the reference point is
assigned utility zero. In this paper, we will consider
variations in the reference point and, hence, we do
not follow this convention. A second deviation from
expected utility is that people are more sensitive to
losses than to corresponding gains, a phenomenon
known as loss aversion. Third, people do not evaluate
probabilities linearly, but weight probabilities; proba-
bility weighting for gains can be different from prob-
ability weighting for losses.
A prospect is mixed if it involves both a gain and a

loss. A mixed prospect �p
 �Q1�T1�; �Q2�T2��, �Q1�T1��
�Q0�T0�� �Q2�T2�, p ∈ �0�1�, is evaluated as

PT �p
 �Q1�T1�� �Q2�T2��

=U�Q0�T0�+w+�p��U�Q1�T1�−U�Q0�T0��

−�w−�1− p��U�Q0�T0�−U�Q2�T2��� (1)

where PT is the function assigning utility to a pros-
pect under prospect theory assumptions, w+ and w−

are probability weighting functions for gains and
losses, and � is a loss aversion parameter. The proba-
bility weighting functions assign weights of 0 and 1 to
probabilities of 0 and 1, respectively, and are strictly
increasing over the interval �0�1�. We separate loss
aversion from utility because we consider varying
reference points and we want to establish a link
with expected utility. Therefore, the utility function U
reflects the intrinsic utility of chronic health states.
Our method for modelling loss aversion is similar to
Shalev (2000) and Bleichrodt et al. (2001). In studies
where the reference point is fixed, loss aversion is

often incorporated in the utility function (Kahneman
and Tversky 1979, Tversky and Kahneman 1992).
In (1), outcomes are evaluated as deviations from the
reference point through terms U�Q1�T1� − U�Q0�T0�
so as to combine the psychology of prospect theory
with the utility function U of expected utility.
If �Q1�T1�� �Q2�T2�� �Q0�T0�, then

PT �p
 �Q1�T1�� �Q2�T2��

=U�Q0�T0�+w+�p��U�Q1�T1�−U�Q0�T0��

+ �1−w+�p���U�Q2�T2�−U�Q0�T0��� (2)

If �Q0�T0�� �Q1�T1�� �Q2�T2�, then

PT �p
 �Q1�T1�� �Q2�T2��

=U�Q0�T0�−�w−�1− p��U�Q0�T0�−U�Q2�T2��

−��1−w−�1− p���U�Q0�T0�−U�Q1�T1��� (3)

Equation (3) is best interpreted as the dual of (2) with
1 − w−�1 − p� instead of w+�p� and a loss aversion
parameter � added to all utility differences.
We assume throughout that changes in the ref-

erence point leave the probability weighting func-
tions w+ and w−, the utility function U , and the loss
aversion parameter � unchanged. Empirical studies
have shown that the most common pattern for the
probability weighting functions is inverse S-shaped,
overweighting small probabilities and underweight-
ing intermediate and large probabilities (Tversky and
Kahneman 1992, Tversky and Fox 1995, Wu and Gon-
zalez 1996, Gonzalez and Wu 1999, Abdellaoui 2000,
Bleichrodt and Pinto 2000). Tversky and Kahneman
(1992) proposed the following one-parameter func-
tional form for the probability weighting function:

w�p�= p�

�p� + �1− p���1/�
� (4)

which has an inverse S-shape for � between 0.27
and 1. Tversky and Kahneman (1992) found a median
value for �+ (the parameter for gains) of 0.61 and
for �− (the parameter for losses) of 0.69. Later studies
found comparable median values for �+ and �− both
for monetary (Wu and Gonzalez 1996, Abdellaoui
2000) and for health outcomes (Bleichrodt and Pinto
2000). These values imply that the probability for
which the probability weighting functions change
from overweighting probabilities to underweighting
probabilities, i.e., the probability for which w�p� = p,
lies between 0.30 and 0.40. Tversky and Kahneman
(1992) also estimated the loss aversion coefficient and
found a median value for � equal to 2.25. A compa-
rable value was obtained by Bleichrodt et al. (2001).
Although median probability weighting and loss
aversion parameter values were comparable across
studies, all studies found wide variation in parameter
estimates at the individual level.
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Table 1 The Five Elicitation Methods Used

Method Question

Riskless-risk methods
Probability equivalence (PE) �Q� T �∼ �p� �FH� T �; Death)
Certainty equivalence (CE) �Q�Tce�∼ �p� �FH� T �� Death)
Value equivalence (VE) �Q� T �∼ �p� �FH�Tve�; Death)

Risk-risk methods
Probability lottery equivalence (PLE) �0	35� �Q� T �� Death�∼ �r � �FH� T �; Death)
Value lottery equivalence (VLE) �0	35� �Q� T �� Death�∼ �0	35� �FH�Tvle�;Death)

Note. FH stands for “full health.”

3. Elicitation Methods
We used five methods to measure the utility of health
states: three riskless-risk methods and two risk-risk
methods. Table 1 shows the elicitation methods that
we used; the response that was elicited is printed in
bold. The health state whose utility is measured is
denoted Q. The first three methods are riskless-risk
methods. The PE method elicited the probability p
that made a subject indifferent between �Q�T � for cer-
tain and a risky prospect giving �FH�T � with proba-
bility p and Death with probability 1− p, where FH
stands for full health. The CE method elicited the
duration Tce that made a subject indifferent between
�Q�Tce� for certain and a risky prospect giving �FH�T �
with probability p and Death with probability 1− p.
The value equivalence (VE) method elicited the dura-
tion Tve that made a subject indifferent between �Q�T �
for certain and a risky prospect giving �FH�Tve� with
probability p and Death with probability 1 − p. To
enhance comparability between the three riskless-risk
methods, the selected value of the gauge duration T
was the same in all riskless-risk methods and the
response p elicited in the PE method was also used in
the CE and the VE methods.
The final two methods are risk-risk methods. The

probability lottery equivalence (PLE) method elicited the
probability r that made a subject indifferent between
the risky prospect that gives �FH�T � with probabil-
ity r and Death with probability 1− r and the risky
prospect that gives �Q�T � with probability 0.35 and
Death with probability 0.65. The value lottery equiv-
alence (VLE) method elicited the duration Tvle that
made a subject indifferent between the risky prospect
that gives �FH�Tvle� with probability 0.35 and Death
with probability 0.65 and the risky prospect that gives
�Q�T � with probability 0.35 and Death with probabil-
ity 0.65. The gauge duration T was the same in the
PLE and the VLE methods and was set equal to the
value of T that was used in the riskless-risk methods.
The use of probability 0.35, for which previous stud-
ies observed little median probability distortion, in
the risk-risk methods does not entail that probability
weighting plays no role in these methods as r would
generally be lower than 0.35 and would be affected by

probability weighting according to previous empirical
findings.
It is well known that indifference judgments tend

to be affected by scale compatibility if the dimension
on which indifference is established is changed. Scale
compatibility predicts that the weight people assign
to an attribute increases as this attribute is more com-
patible with the response scale used (Tversky et al.
1988; Delquié 1993, 1997). The effect of scale compat-
ibility in the present experiment is ambiguous. For
instance, in the PE method the response scale is prob-
ability and, consequently, scale compatibility predicts
that people will focus on probability when evaluating
prospects. However, people could either focus on the
probability p of the good outcome of full health or
on the probability 1− p of the bad outcome of Death,
and the direction of the bias due to scale compatibility
depends on which probability people focus. We tried
to control for compatibility effects by determining all
indifferences through a choice-based task.
Another type of compatibility effect is strategy com-

patibility, according to which qualitative decision
tasks, such as choice, are compatible with qualitative
decision strategies, such as lexicographic ordering,
and quantitative decision tasks, such as matching, are
compatible with quantitative decision strategies (Fis-
cher and Hawkins 1993). Prior research has shown
that strategy compatibility is stronger than scale com-
patibility (Fischer and Hawkins 1993, Delquié 1997).
Fischer et al. (1999) suggested that task goals play a
central role in the construction of preferences. Specif-
ically, they proposed that the prominent attribute of
an alternative is weighted more heavily in response
tasks whose perceived goal is to differentiate between
alternatives than in tasks whose perceived goal is to
equate alternatives. Neither strategy compatibility nor
the task-goal hypothesis predict a bias in our results
because we used the same decision task, the deter-
mination of indifferences through choices, in all five
methods.

4. Predictions
We assumed throughout that people prefer a longer
life duration to a shorter one, both in full health
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and in health state Q. Expected utility then predicts
that, except for random error, we should observe that
T = Tce = Tve.1 The two risk-risk methods could not
be directly compared with each other and with the
riskless-risk methods because they involved different
probabilities.
The predictions made by prospect theory depend

on the location of the reference point. Hershey and
Schoemaker (1985) and Bleichrodt et al. (2001) conjec-
tured that in a utility elicitation task in which a subject
compares two prospects and has to create an equiv-
alence by varying a probability or outcome level of
one prospect, he will take as reference level another
outcome of the prospect that remains constant in
the equivalence judgment. Their conjecture has been
corroborated by empirical evidence (Stalmeier and
Bezembinder 1999, Morrison 2000, Bleichrodt et al.
2001, Robinson et al. 2001). In the PE and in the
VE, this argument implies that the reference point is
�Q�T �. In the CE, where the risky prospect remains
constant, the reference point is either �FH�T � or
Death. The data in Bleichrodt et al. (2001) suggested
that people take Death as their reference point in the
CE questions.
Consequently, we would expect that T = Tve under

prospect theory because the reference point is the
same in the PE and in the VE. However, Tce may well
differ from T . Under the above conjecture, the PE and
VE compare mixed prospects, whereas the CE com-
pares either two prospects involving only gains or
two prospects involving only losses. It is well known
that, due to loss aversion, people are more risk averse
for mixed prospects than for prospects involving only
gains or only losses (Payne et al. 1980, 1981) and,
hence, we expect that Tce >T . Again, because the risk-
risk methods use different probabilities they do not
yield specific predictions unless additional assump-
tions are made.
We obtained more conclusive tests of expected util-

ity and prospect theory by computing health state
utilities. To be able to compute health state util-
ities, we assumed in all models multiplicativity of
U
 U�Q�T � = H�Q�L�T �, where H and L are real-
valued utility functions over the set of health states
and the set of life durations, respectively. Throughout,
we used the scaling U�Death�= 0 and H�FH�= 1.
Empirical support for multiplicativity was obtained

by Miyamoto and Eraker (1988), Doctor et al. (2004),
and Bleichrodt and Pinto (2005). Multiplicativity can
be tested by comparing the answers to the PE ques-
tions for different gauge durations with each other
and by comparing the answers to the PLE questions

1 This follows from transitivity and the assumption that more life
duration is preferred to less.

Table 2 Utilities Under Expected Utility (EU) and Prospect Theory (PT)

PE CE VE PLE VLE

EU-linear p p
T

Tce
p
Tve
T

r

0	35
Tvle
T

EU-power p p

(
T

Tce

)�

p

(
Tve
T

)� r

0	35

(
Tvle
T

)�

PT A RP Death: A

(
Tve
T

)�

RP Death: RP Death:

w+�p�
(

T

Tce

)� w+�r �
w+�0	35�

(
Tvle
T

)�

RP�FH� T �: RP�Q� T � RP�Q� T �

�1−w−�1− p��

(
T

Tce

)�

B

(
Tvle
T

)�

RP�FH� T �
1−w−�1− r �

1−w−�0	65�

Note. RP stands for reference point. A= w+�p�/�w+�p�+ �w−�1− p��. B =
w+�r �/�w+�r �+ ��w−�1− r �−w−�0	65���.

for different gauge durations with each other. Multi-
plicativity implies that, except for random response
error, we should find the same probabilities p in the
different PE questions and the same probabilities r in
the different PLE questions.
To be able to compute H�Q� from the responses to

the CE, VE, and VLE questions, we had to assume a
specific form for L�T �. We first assumed that L is linear
in which case U�Q�T � is equal to the quality-adjusted
life-years (QALY) model, the most widely used model
in medical decision analysis. The first row of Table 2
shows the expression for H�Q� under expected util-
ity with linear utility. There is little empirical support
for the assumption that utility is linear in life dura-
tion; an exception is Doctor et al. (2004). We, there-
fore, subsequently assumed that L is a power function:
L�T � = T �. The power function is often used in deci-
sion analysis and several studies have observed that it
yields a good fit in the health domain (e.g. Pliskin et al.
1980, Miyamoto and Eraker 1985, Stiggelbout et al.
1994, Cher et al. 1997). The second row of Table 2 dis-
plays the effect on H�Q� of replacing the assumption
of linear utility by the assumption of power utility. The
table shows that the PE and the PLE methods are not
affected by the choice of L.
The final part of Table 2 shows H�Q� under pros-

pect theory with power utility for life duration. To
be able to evaluate the five elicitation methods under
prospect theory, we had to specify the location of the
reference point for each method. Here we followed
the suggestions of Hershey and Schoemaker (1985)
and Bleichrodt et al. (2001) and took �Q�T � as the
reference point in the PE and in the VE and either
�FH�T � or Death in the CE. In the PLE, we took either
�FH�T �, or �Q�T � or Death as the reference point.
In the VLE, �FH�Tvle� was implausible as a reference
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point because Tvle was varied to create an equivalence
and we, therefore, only analyzed the data for refer-
ence points �Q�T � and Death. To compute the proba-
bility weights, we assumed Tversky and Kahneman’s
(1992) functional form (4) with �+ denoting the proba-
bility weighting parameter for gains and �− the prob-
ability weighting parameter for losses.

5. Experiment
5.1. Background
The subjects were 65 economics students (aged be-
tween 22 and 29) from the University of Murcia. They
were paid E36 to participate in five experimental ses-
sions, each lasting approximately one hour. In each
experimental session, a different elicitation method
was administered. The experiment was carried out in
small group sessions with at most six subjects per
group. The sessions were separated by at least one
week. Prior to the actual experiment, the question-
naire was tested in several pilot sessions using uni-
versity staff as subjects.
We elicited the utility of two health states. The

health states were described through the EuroQol
system, a widely used instrument to describe health
states in medical research. The description of the
health states is given in Table 3. Throughout the ex-
periment, the health states were labelled as A and B.
Preferences were elicited through a sequence of
choices in which we only varied the parameter that
we sought to elicit across choices. We always started
with parameter values for which one of the alter-
natives was clearly better than the other and then
“zoomed in” on the parameter value for which sub-
jects were indifferent between the alternatives. Full
details on the elicitation procedure can be found in
the electronic companion.2 We used a choice-based
procedure because empirical evidence suggests that
determining indifferences through choices leads to
fewer inconsistencies than determining indifferences
through matching (Bostic et al. 1990).3

5.2. Details
Recruitment of subjects took place one week before
the actual experiment started. At the recruitment, sub-
jects received information about the experiment and
were asked to read the descriptions of the two health
states. In addition, the subjects were handed a prac-
tice question on the PE method. They were asked to

2 An electronic companion to this paper is available as part of the
online version that can be found at http://mansci.journal.informs.
org/.
3 It should be noted that our method for determining indifferences
through choice differed from the PEST procedure, the psychometric
estimation procedure that Bostic et al. used. It is, however, plausible
that the advantages of using choice also accrue to the present study.

Table 3 The Description of Health States A and B

Health state A Health state B

• Some problems walking about • Some problems walking about
• Some problems performing • Some problems performing
self-care activities (e.g. eating, self-care activities (e.g. eating,
washing, dressing) washing, dressing)

• No problems performing usual • Unable to perform usual
activities (e.g. work, study, family activities (e.g. work, study, family
or leisure activities) or leisure activities)

• Moderate pain or discomfort • Moderate pain or discomfort
• Moderately anxious or depressed • Moderately anxious or depressed

answer this practice question at home. This procedure
was intended to familiarize them with the PE method.
Prior to the start of the first experimental session, dur-
ing which the PE method was administered, the sub-
jects were asked to explain their answer to the practice
question. When we were not convinced that a subject
understood the task, we explained it again until we
were convinced that he understood the task. The same
procedure was repeated for each of the remaining
experimental sessions. The subjects received a prac-
tice question to take home showing the method that
would be administered in the next session, and they
had to explain their answer to the question before
the actual experiment started.4 To motivate the sub-
jects, we told them at the start of the first experi-
mental session that their answers were important for
health policy to determine priorities between medical
treatments.
The order in which the methods were administered

was: first session PE, second CE, third PLE, fourth
VE, and fifth VLE. The experiment was part of a
larger experiment. We assumed that the presence of
the other experimental tasks and the delay of at least
one week between the sessions made it unlikely that
the subjects would recall their previous answers or
would note the relationship between the sessions.
At the beginning of each experimental session,

instructions were read aloud and an additional prac-
tice question was given. We asked six questions per
method by combining each health state (A and B)
with three values for the gauge duration T : 13, 24,
and 38 years. We used life durations substantially
lower than the subjects’ life expectancy to avoid per-
ception problems: subjects may find it hard to per-
ceive living for very long durations which exceed
their life expectancy. To avoid order effects, we var-
ied the order in which the different questions were
asked within a section. To minimize response errors,
the subjects had to confirm the elicited indifference
value after each question.

4 The questionnaire that we used can be found in the electronic
companion.
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We also determined through a choice-based proce-
dure the life duration T ′ that made a subject indiffer-
ent between T years in health state A and T ′ years in
full health, for T equal to 13, 24, and 38 years. The
same question was asked for health state B. These
questions were included to test the appropriateness
of assuming power utility for life duration. Under
power utility, the ratio T ′/T should be constant. Also,
in the presence of multiplicativity, the condition that
the ratio T ′/T is constant implies that the utility for
life duration must be a power function (Doctor and
Miyamoto 2003). These questions were asked in the
second experimental session.

5.3. Analysis
The nonparametric Friedman test was used to test for
significance of utility differences among the five meth-
ods and for significance of differences between T , Tce,
and Tve. When the hypothesis of equality was rejected
by the Friedman test, we performed multiple pair-
wise comparisons by the Wilcoxon signed-rank test.
The Friedman test was also used to test for the appro-
priateness of assuming multiplicativity (p should be
the same in the three PE questions and r should be
the same in the three PLE questions) and the power
function (T ′/T should be constant; see above). In all
tests, we used a significance level of 1% to control
for experimentwise Type I error, the phenomenon that
when many tests on a given level are performed,
some will be significant by chance (multiple signifi-
cance testing).
A distribution-free algorithm was used to deter-

mine the optimal values of the parameters in expected
utility and prospect theory for each subject separately
based on the utilities elicited by the five methods.
We performed this analysis for each of the six health
state-gauge duration pairs. We started by setting each
parameter equal to one, the case corresponding to
expected utility with linear utility for life duration.
Then, we searched for the values of the parame-
ters that minimized the sum of squared differences
between the elicited utilities.5 We varied � between
0.05 and 2, �+ and �− between 0.25 and 2, and �
between 0.25 and 4. Using wider bounds occasionally
caused the program to choose extreme and implausi-
ble values so that all utilities were close to zero. The
range of parameters used includes the estimates from
the existing empirical literature. The optimal parame-
ters were determined with an accuracy of 0.01.

5 To examine the sensitivity of the results to outliers, we also deter-
mined the parameters that minimized the sum of absolute differ-
ences. There were only small differences between the two sets of
estimates.

Table 4 Median Responses

T p Tce Tve r Tvle

Health state A
13 years 0.58 17 17 0.16 6

(0.54–0.63) (14–22) (11–21) (0.12–0.19) (4–6)
24 years 0.68 27 28 0.17 11

(0.65–0.73) (23–35) (22–36) (0.12–0.19) (9–13)
38 years 0.72 42 46 0.17 18

(0.68–0.77) (38–48) (41–48) (0.13–0.18) (16–19)

Health state B
13 years 0.49 18 14 0.13 4

(0.45–0.55) (13–25) (10–18) (0.11–0.16) (3–6)
24 years 0.57 31 21 0.13 8

(0.51–0.65) (24–36) (14–38) (0.11–0.16) (7–11)
38 years 0.59 44 43 0.13 14

(0.50–0.68) (39–48) (32–51) (0.11–0.14) (12–17)

Note. Interquartile ranges are in parentheses.

6. Results
6.1. Preliminaries
Two subjects were excluded from the analyses of
health state A and 19 from the analyses of health state
B because their choices implied that they did not
always prefer more life-years to less. This left 63 and
46 subjects in the analyses of health states A and B,
respectively. More of the subjects had to be excluded
for health state B, because B is a worse health state
than A. The worse a health state, the more likely
there is a duration for which the subjects do not pre-
fer additional life-years. The excluded subjects were
those with the lowest utilities. The fact that more of
the subjects were excluded for health state B than for
health state A will not bias our conclusions because
they are not based on comparisons between the utili-
ties for health states A and B.
Table 4 shows the median responses and in paren-

theses the interquartile range of the responses. The
mean responses were similar to the medians. Because
health state A is better than health state B, we should
observe higher values of p, r , and Tvle for health state
A. All the subjects satisfied this consistency require-
ment. Note that r was much lower than 0.35, and was
within a range for which previous studies found over-
weighting of probabilities. Hence, probability weight-
ing could affect the PLE questions.
Contrary to the predictions of expected utility, we

could reject equality of T , Tce, and Tve for both health
states and for all three gauge durations �p < 0�01�. The
finding that Tce significantly exceeded T �p < 0�001 in
all pairwise comparisons) is consistent under prospect
theory with more risk aversion for mixed prospects.
Contrary to prospect theory, we also found that Tve
generally exceeded T with the exception of health
state B with the gauge duration T equal to 24 years.
The difference was always significant for health
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state A �p < 0�001�. For health state B, the difference
was marginally significant for T = 13 years and T = 38
years �p= 0�035 and p= 0�025) and not significant for
T = 24 years �p= 0�650�.
The tests of multiplicativity yielded mixed results.

For both health states, we could reject the hypothesis
that the probabilities in the three PE questions were
equal �p < 0�01 in both tests). However, we could not
reject the hypothesis that the probabilities in the three
PLE questions were equal �p= 0�148 for health state A
and p = 0�085 for health state B). The tests of the
appropriateness of using power utility for life dura-
tion yielded positive results: for both health states, we
could not reject the hypothesis that the ratio T ′/T was
constant (p = 0�565 for health state A, p = 0�085 for
health state B).

6.2. Main Findings
Figure 1 shows the median utilities under expected
utility with linear utility for life duration. For both
health states and for all gauge durations, we found
significant differences between the five methods �p <
0�001 in all tests). The difference between the utilities
was generally considerable with a maximum value of
0.39 (VE−VLE for health state A and gauge duration
38 years). The typical pattern was VE > PE > CE >
PLE > VLE. The differences between PLE and VLE
were, however, not significant. With few exceptions,
all other paired differences were significant. Hence,
we found that riskless-risk methods yielded inconsis-
tent results, that riskless-risk methods led to higher
utilities than risk-risk methods, and that risk-risk
methods led to consistent results under expected util-
ity with linear utility for life duration.
Table 5 reports the medians of the individual esti-

mates of the optimal parameters under expected util-
ity and prospect theory for each health state-gauge
duration pair separately based on the utilities elicited
by the five methods. The first row of Table 5 shows
the results for expected utility with power utility. The
estimates reflect a substantial degree of concavity of
the utility function for life duration. However, the sys-
tematic differences between the five methods could
not be explained by the assumed linearity of the util-
ity for life duration only. We could clearly reject the
hypothesis that the five methods yield the same util-
ities under expected utility with the optimal power
coefficients (p < 0�001 for both health states and for all
gauge durations). The consistency between PLE and
VLE that we observed under expected utility with lin-
ear utility for life duration no longer holds: all differ-
ences between PLE and VLE were significant under
expected utility with power utility for life duration.
The other rows of Table 5 display the medians of

the individual parameter estimates for prospect the-
ory where the reference point in the CE, PLE, and

Figure 1 Median Utilities Under Expected Utility with Linear Utility for
Life Duration
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VLE methods is Death. We also analyzed the data
under the other possible reference points, but these
did not lead to smaller differences between the meth-
ods and the convergence, and fit at the individual

Table 5 Medians of the Individual Parameter
Estimates

Duration

Health state A Health state B

Model 13 24 38 13 24 38

EU-power
� 0.46 0.45 0.48 0.60 0.53 0.60

Prospect theory
� 0.86 0.73 0.65 0.78 0.65 0.65
� 2.13 2.00 1.84 1.83 1.77 1.53
�+ 0.93 0.79 0.73 0.95 0.84 0.77
�− 0.80 0.80 0.80 0.90 1.20 0.80
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level was far worse. Compared with other studies, we
observed less distortion in probability weighting and
less loss aversion. The observation of less probabil-
ity weighting is not consistent with Rottenstreich and
Hsee (2001), who found that the probability weighting
function is more curved for “affect-rich” outcomes,
such as health, compared to “affect poor” outcomes,
like money. Utility for life duration is concave; the
estimates for the power coefficient agree with the
findings from previous studies on the utility for life
duration under nonexpected utility. There was con-
siderable variation in the estimates at the individual
level. The mean lengths of the interquartile range
were 0.498, 1.509, 0.322, and 0.400 for �, �, �+, and
�−, respectively.
We further examined the data under prospect the-

ory with the probability weighting and loss aversion
parameters obtained by Tversky and Kahneman
(1992): �+ = 0�61, �− = 0�69, and � = 2�25. We ana-
lyzed this case because Bleichrodt et al. (2001) were
able to remove all systematic discrepancies between
PE and CE utilities using Tversky and Kahneman’s
values.
Neither of the two versions of prospect theory that

we examined could fully explain the data. The dif-
ferences between the five methods were significant
for both versions �p < 0�01� except for health state B
under prospect theory with the estimated optimal
parameters where the differences between the meth-
ods were only marginally significant �p = 0�040, p =
0�036, and p = 0�034 for gauge durations 13 years,
24 years, and 38 years, respectively).
Table 6 shows the number of significant pairwise

differences between the five elicitation methods.6 For
each gauge duration, there were 10 comparisons
between methods (PE versus CE, PE versus VE, etc.).
The table shows that there were many inconsisten-
cies under expected utility with linear utility for life
duration. Using power utility instead of linear util-
ity did not improve the performance of expected util-
ity. Prospect theory with the probability weighting
and loss aversion parameters obtained by Tversky
and Kahneman (1992) performed better, even though
many differences remained significant.7 The number
of significant differences was lowest under prospect
theory with the optimal parameters. The performance
of prospect theory with the optimal parameters was
particularly good for health state B. Of course, in
interpreting these results one should keep in mind
that prospect theory with the optimal parameters had
more degrees of freedom than the other theories.

6 Tables with all the p-values from the Wilcoxon tests are provided
in the electronic companion.
7 Data in the table for prospect theory with the Tversky–Kahneman
parameters are under linear utility for life duration. Similar data
were obtained when we allowed for curved utility for life duration.

Table 6 Number of Significant Pairwise Differences Between Methods
Based on Median Parameters and a Significance Level of 1%

Duration

Health state A Health state B

Model 13 24 38 13 24 38

EU-linear 7 7 9 6 7 8
EU-power 9 8 9 6 6 7
Prospect theory TK 6 7 6 4 4 6
Prospect theory opt. 3 4 4 1 2 1

Note. Prospect theory TK stands for prospect theory with the probability
weighting and loss aversion parameters obtained by Tversky and Kahneman
(1992).

Figure 2 shows the results under prospect theory
with Tversky and Kahneman’s (1992) values and lin-
ear utility for life duration. The figure shows that the
main problem is that PLE was too high. As can be
seen from Table 2, this problem cannot be solved by
allowing for utility curvature because neither the PE
nor the PLE are affected by the assumed form of
the utility for life duration and, hence, their discrep-
ancy will remain after correction for utility curvature.
Under prospect theory, the difference between the
PLE and the other methods can only be explained by
a difference in the degree of probability weighting in
our study as compared with Tversky and Kahneman
(1992). Recall from Table 2 that the utility according
to the PLE was equal to w+�r�/w+�0�35�. Because the
PLE utilities were too high compared with the utilities
elicited through the other four methods, this ratio
was too high when Tversky and Kahneman’s param-
eter values were used. Given that the response r in
the PLE was generally between 0.10 and 0.20, our
data suggest less overweighting of probabilities in
that range than observed by Tversky and Kahneman
(1992) assuming that there is comparable (absence of)
probability weighting around 0.35.
Figure 2 also shows that prospect theory could

rather well explain the differences between the PE,
CE, VE, and VLE except that for health state A the PE
was a bit too low. In these four methods, the prob-
abilities involved generally exceeded 0.35, suggest-
ing comparable probability weighting in the range
�0�35�1� as found by Tversky and Kahneman (1992).
The finding that CE generally exceeded PE is in
contrast with Bleichrodt et al. (2001). The difference
between PE and CE was significant for health state A
and gauge durations 24 years and 38 years and for
health state B and gauge duration 38 years.
Figure 3 shows the median utilities under prospect

theory with the optimal parameters. In general, the
utilities were close; the exception is that for health
state A the PE was too low. For health state B, there
are no systematic differences between the five meth-
ods. The significant �p < 0�01� upward trends in PE,
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Figure 2 Median Utilities Under Prospect Theory with Tversky and
Kahneman’s (1992) Values and Linear Utility for Life
Duration
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PLE, and VLE utilities can be explained by the differ-
ences in the optimal parameter estimates for the three
gauge durations. In particular, the decrease in the
power coefficients across the gauge durations leads to
an increase in the VLE utilities, the decrease in loss
aversion leads to higher PE utilities, and the decrease
in �+ leads to higher PE and PLE utilities. The dif-
ferences in parameter estimates have countervailing
effects on the CE and VE utilities, which explains why
the trends in these measures are not monotonic.
Finally, we examined the fit of the different versions

of expected utility and prospect theory by imposing
on each individual the median optimal parameters
for each health state-gauge duration pair and by then
examining which model yielded the lowest sum of
squared errors between the five assessment methods.
Table 7 reports the proportion of subjects for whom
each model provided a superior fit to the data. The

Figure 3 Median Utilities Under Prospect Theory with Optimal
Parameters
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table shows that for most subjects, prospect theory
with the optimal parameters was most consistent with
their data. These findings are not distorted by dif-
ferences in degrees of freedom between the models
because we imposed the median preferences on each
subject.8

6.3. Auxiliary Analyses
Although prospect theory was more consistent with
the data than expected utility, it could not entirely
explain them and, hence, we also examined the data
under four other nonexpected utility models. The
models we considered were rank-dependent utility

8 There is a small caveat here. Because the median optimal parame-
ters varied across health state-gauge duration pairs, expected utility
with power utility and prospect theory with the optimal parameters
had some additional flexibility compared with expected utility with
linear utility and prospect theory with Tversky and Kahneman’s
(1992) parameters.
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Table 7 Proportion of Individuals for Whom a Particular Model Fitted
Best in Terms of the Sum of Squared Residuals Based on the
Median Parameter Estimates

Model

Health state EU linear EU power PT TK PT opt

A, 13 years 12	7 38	1 7	9 41.3
A, 24 years 12	7 19	0 15	9 52.4
A, 38 years 7	9 9	5 12	7 69.8
B, 13 years 10	9 28	3 2	2 58.7
B, 24 years 4	3 26	1 10	9 58.7
B, 38 years 0 13	0 6	5 80.5

(Quiggin 1981), Gul’s (1991) theory of disappointment
aversion, and two recently proposed gambling effect
models (Bleichrodt and Schmidt 2002, Diecidue et al.
2004). Rank-dependent utility is the special case of
prospect theory where there is no loss aversion, i.e.,
Equation (2). Disappointment aversion is the special
case of rank-dependent utility where the probability
weighting function is equal to p/�1+ �1− p���. The
parameter � ∈ �−1�
� reflects disappointment aver-
sion. The two gambling effect models deviate from
expected utility by assuming that there is not one util-
ity function over outcomes but two. In the model of
Diecidue et al. (2004), preferences are prospect-depen-
dent: if a prospect is risky, its outcomes are evaluated
by a utility function U ; if it is riskless, its outcomes
are evaluated by a utility function V . In the model of
Bleichrodt and Schmidt (2002), preferences are context-
dependent: when both prospects in a comparison are
risky, their outcomes are evaluated by a utility func-
tion U ; otherwise, the outcomes of both prospects are
evaluated by a utility function V . An interesting prop-
erty of the gambling effect models is that they pre-
dict that under expected utility riskless-risk methods
lead to higher utilities than risk-risk methods and that
expected utility will give consistent results in risk-risk
methods, two predictions that were confirmed by our
data.
None of the four models fitted the data as well as

prospect theory with the optimal parameters. The dif-
ferences between the five methods were significant for
all theories �p < 0�01 in all cases), except for health
state B and gauge duration 24 years in the model
of Bleichrodt and Schmidt (2002) �p= 0�084�. The
number of significant pairwise differences between
the five methods was in all models higher than
under prospect theory with the optimal parameters,
although this number was also low for health state B
under Bleichrodt and Schmidt’s (2002) gambling effect
model. Finally, prospect theory with the optimal
parameters was clearly the best-fitting model when
we imposed the median optimal estimates on each
subject and then examined for each subject which

model provided the superior fit. Details on the oper-
ationalization, the formulas for H�Q�, the parame-
ter estimates, the results from the auxiliary analyses
and figures for rank-dependent utility, disappoint-
ment aversion, and the two gambling effect models
are provided in the electronic companion.

7. Discussion
Our findings confirm that methods that are equivalent
according to expected utility produce systematically
different results. The data suggest that evaluating
riskless-risk methods through expected utility leads to
utilities that are too high. We found no significant dif-
ferences between risk-risk methods under expected
utility (when the utility for life duration is lin-
ear) and our data seem to add to the evidence
that violations of expected utility primarily occur
when one of the prospects under evaluation is
riskless. Of the nonexpected utility models we stud-
ied, prospect theory with parameters tailored to the
specific sample was most consistent with the data.
Prospect theory could explain the systematic discrep-
ancies between the riskless-risk methods. The finding
that the two risk-risk methods yielded comparable
results under expected utility is, however, harder to
reconcile with prospect theory. The common obser-
vation is that probabilities are overweighting in the
interval �0�10�0�20� and, consequently, PLE should be
lower than VLE when responses are analyzed assum-
ing expected utility. Our finding suggests that there
was little overweighting of probabilities in the inter-
val �0�10�0�20�.
It may be too optimistic to assume that one sin-

gle model could explain all data. After all, any the-
ory is necessarily incomplete and restricted in its
scope (Payne et al. 1999). The number of deviations
from expected utility that we considered was lim-
ited and other forms of bias will most likely have
affected people’s responses. In particular, we ignored
the impact of scale compatibility. Scale compatibility
could explain, for instance, why Tve, the response to
the VE question, generally exceeded T , a finding that
none of the theories considered could explain.
To operationalize prospect theory, we had to make

assumptions about the location of the reference point.
Empirical evidence seems to support our assump-
tions about the location of the reference point in the
riskless-risk methods. No evidence exists about the
location of the reference point in the risk-risk ques-
tions. Here we extended the conjectures of Hershey
and Schoemaker (1985) and Bleichrodt et al. (2001).
The formation of a reference point may, however,
be more complicated when both prospects are risky.
For example, people may take a risky prospect as
their reference point rather than a single outcome. It
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might be that in the PLE method, where the proba-
bility r was determined that made a subject indiffer-
ent between the risky prospects �r
 �FH�T �; Death)
and �0�35
 �Q�T �; Death), the reference point for the
best outcome of the prospects was �Q�T �, but for the
worst outcomes it was Death. It is not clear how to
cover such a situation. In particular, it is not clear
how to model probability weighting when the ref-
erence point is a risky prospect. Sugden (2003) pre-
sented such an extension for the case where people
do not weight probabilities.
Our study was motivated by the idea that if five

measurement methods yield consistent results under
a particular preference theory, then this theory is
supported as a descriptive theory of decision under
risk. There does not exist a gold standard for utility,
however, and reconciliation between different mea-
surements of utility suggests but does not prove that
a particular preference theory is closer to people’s
true preferences. Whether other ways of assessing
the descriptive validity of preference theories, e.g., by
asking direct isolated choices, will produce similar
conclusions is obviously an open question.
A drawback of using health outcomes is that we

had to assume multiplicativity to be able to compute
utilities. We observed mixed evidence on multiplica-
tivity. It should be noted that even when multi-
plicativity was violated, we could still compare the
PE utilities with the PLE utilities. In that case, we
compared the utilities U�Q�T � under PE and PLE
rather than the utilities H�Q�. Our conclusions were
not affected when we only compared the PE with the
PLE. Thus, the assumption of multiplicativity does
not seem to be critical in the findings of our study.
Because we elicited preferences over health, the

outcomes in our study had to be hypothetical. Sev-
eral studies have addressed the question whether
response patterns differ between questions with hy-
pothetical outcomes and questions with real out-
comes; see Camerer and Hogarth (1999) and Hertwig
and Ortmann (2001) for extensive reviews. These
studies used moderate monetary amounts as out-
comes. The general conclusion from these studies is
that the effect of real incentives varies across deci-
sion tasks. For the kind of tasks that we asked our
subjects to perform, the determination of indiffer-
ences between binary prospects through choices, there
appears to be no systematic difference in the general
pattern of responses, although real incentives tend to
reduce data variability.
Another problem with using health outcomes could

be that subjects had problems imagining the health
states. We used a common way to describe health
states in medical research, but these descriptions are
admittedly abstract and may have caused problems
of imagination and, consequently, unreliable answers.

The use of students as subjects may limit the gen-
eralizability of our findings. Empirical evidence on
health utility measurement has suggested, however,
that there are no systematic differences in the pat-
terns of responses obtained using convenience sam-
ples and those obtained using representative samples
from the general population. For a review, see de Wit
et al. (2000). A final limitation of our study is that
we used a fixed order in which the five methods
were administered. This may have affected the results
and it would have been better to change the order
in which the methods were administered. We could
exclude, however, the possibility that people behaved
more in agreement with expected utility in later ses-
sions, contradicting the hypothesis that more experi-
ence leads to fewer violations of expected utility.

8. Implications
Let us finally discuss the implications of our findings
for decision analysis practice. Our findings corrobo-
rate and extend earlier findings that different assess-
ment procedures yield inconsistent results under
expected utility. The differences are generally substan-
tial and can be expected to affect the outcomes of
practical decision analyses. In particular, our findings
suggest that the common practice in (medical) deci-
sion analysis to measure utilities under risk by PE or
CE methods and to evaluate the responses through
expected utility will lead to utilities that are inconsis-
tent and biased upwards. The best way to solve these
inconsistencies is to adopt a constructive preference
approach and to solve the inconsistencies in an inter-
active process. Often such an approach is not possible,
however. For example, in medical decision analysis,
utilities are commonly measured by medical staff who
lack the time and training to solve the inconsistencies
in utility measurement. Then, the results of this paper
may be useful.
At the aggregate level, our results show that ex-

pected utility should not be used to evaluate riskless-
risk methods because the resulting utilities will be too
high. Instead, these methods should be evaluated by
prospect theory. The parameters found by Tversky
and Kahneman (1992) performed well for riskless-
risk methods although our data suggest somewhat
less distortion in probability weighting and less loss
aversion than implied by Tversky and Kahneman’s
(1992) parameters. For risk-risk methods, we found
no inconsistencies under expected utility. The absence
of inconsistencies under expected utility can be
explained by the virtual absence of overweighting of
probabilities in the interval �0�10�0�20�, however, and
we therefore feel that we cannot recommend using
expected utility to evaluate risk-risk methods on the
basis of our findings alone.
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At the individual level, the picture is more complex
because we found considerable variation in optimal
parameter estimates. Here the best strategy seems to
use several assessment methods simultaneously. Our
data can help in the selection of these methods. For
example, in medical decision analysis, the PE and the
PLE may be good choices because these require no
assumptions about utility for life duration. Alterna-
tively, the CE, PLE, and VLE may be selected because
our data suggest that these are not affected by loss
aversion. Finally, an argument in favor of using the
VE and the VLE can be that these methods yielded the
largest differences in elicited utilities under expected
utility. If the selected assessment procedures give dif-
ferent results, then the first step is to verify whether
these differences affect the recommendations of the
decision analysis. If so, and assuming that the con-
structive preference approach is not feasible, then
the results of this paper can be useful in determin-
ing which theory is most consistent with a client’s
responses. The paper has derived and displayed pat-
terns between assessment procedures and checking
these patterns will improve the representation of the
client’s true preferences. If the patterns agree with the
patterns observed in this paper, then our individual
results (Table 7) suggest that it is better to evaluate the
client’s responses by prospect theory with the param-
eters that we obtained than by expected utility even
though this implies imposing the same preferences
on all clients and ignoring the substantial variation in
individual estimates.

9. Electronic Companion
An electronic companion to this paper is available as
part of the online version that can be found at http://
mansci.journal.informs.org/.
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Appendix. Derivation of the Formulas in
Table 2
Throughout we assume multiplicativity and power utility
for life duration U�Q�T �=H�Q�T � and we use the scaling
H�FH� = 1 and U�Death� = 0. Expected utility with linear
utility is the special case of expected utility with power util-
ity where �= 1.

PE Method
The indifference �Q�T � ∼ �p
 �FH�T �; Death) yields under
expected utility H�Q�T � = pT � or H�Q� = p. Under
prospect theory, (1) and (3) yield H�Q�T � = H�Q�T � +
w+�p��T � − H�Q�T �� − �w−�1 − p�H�Q�T �. Rearranging
and deleting the common term T � gives H�Q� = w+�p�/
�w+�p�+�w−�1− p��.

CE Method
The indifference �Q�Tce�∼ �p
 �FH�T �; Death) yields under
expected utility H�Q�T �

ce = pT � and thus H�Q�= p�T /Tce�
�.

Under prospect theory with reference point Death,
H�Q�T �

ce = w+�p�T � and thus H�Q� = w+�p��T /Tce�
�. If the

reference point is �FH�T �, (3) gives T � −��T � −H�Q�T �
ce�=

T �−�w−�1−p�T �. Deleting common terms and rearranging
gives H�Q�= �1−w−�1− p���T /Tce�

�.

VE Method
The indifference �Q�T �∼ �p
 �FH�Tve�; Death) yields under
expected utility H�Q�T � = pT �

ve and thus H�Q�= p�Tve/T �
�.

Prospect theory with reference point �Q�T � gives by
(1), H�Q�T � = H�Q�T � + w+�p��T �

ve − H�Q�T �� − �w−�1 −
p�H�Q�T �. Rearranging gives H�Q� = w+�p�/�w+�p� +
�w−�1− p���Tve/T �

�.

PLE Method
The indifference �0�35
 �Q�T �� Death�∼ �r
 �FH�T �� Death�
yields under expected utility 0�35H�Q�T � = rT � or H�Q�=
r/0�35. Under prospect theory with reference point Death,
w+�0�35�H�Q�T � = w+�r�T � or H�Q� = w+�r�/w+�0�35�. If
the reference point is �Q�T �, (1) and (3) give H�Q�T � −
�w−�0�65�H�Q�T � = H�Q�T � + w+�r��T � − H�Q�T � −
�w−�1 − r�H�Q�T �. Rearranging gives H�Q� = w+�r�/
�w+�r�+ ��w−�1− r�−w−�0�65���. If the reference point is
�FH�T �, (3) gives T � − �w−�1− r�T � = T � − �w−�0�65�T � −
��1 − w−�0�65���T � − H�Q�T ��. Rearranging gives H�Q� =
�1−w−�1− r��/�1−w−�0�65��.

VLE Method
The indifference �0�35
 �Q�T �� Death� ∼ �0�35
 �FH�Tvle��
Death� yields under expected utility 0�35H�Q�T � = 0�35T �

vle
or H�Q� = �Tvle/T �

�. Prospect theory with reference point
Death gives w+�0�35�H�Q�T � = w+�0�35�T �

vle or H�Q� =
�Tvle/T �

�. If the reference point is �Q�T �, (1) and (3) give
H�Q�T � − �w−�0�65�H�Q�T � = H�Q�T � + w+�0�35��T �

vle −
H�Q�T ��−�w−�0�65�H�Q�T �. Deleting common terms and
rearranging gives H�Q�= �Tvle/T �

�.

References
Abdellaoui, M. 2000. Parameter-free elicitation of utility and prob-

ability weighting functions. Management Sci. 46(11) 1497–1512.
Bleichrodt, H. 2001. Probability weighting in choice under risk: An

empirical test. J. Risk Uncertainty 23(2) 185–198.
Bleichrodt, H., J. L. Pinto. 2000. A parameter-free elicitation of the

probability weighting function in medical decision analysis.
Management Sci. 46(11) 1485–1496.

Bleichrodt, H., J. L. Pinto. 2005. The validity of QALYs under non-
expected utility. Econom. J. 115(April) 533–550.

Bleichrodt, H., U. Schmidt. 2002. A context-dependent model of the
gambling effect. Management Sci. 48(6) 802–812.



Bleichrodt et al.: Resolving Inconsistencies in Utility Measurement Under Risk
482 Management Science 53(3), pp. 469–482, © 2007 INFORMS

Bleichrodt, H., J. L. Pinto, P. P. Wakker. 2001. Making descriptive use
of prospect theory to improve the prescriptive use of expected
utility. Management Sci. 47(11) 1498–1514.

Bostic, R., R. J. Herrnstein, R. D. Luce. 1990. The effect on the pref-
erence reversal of using choice indifferences. J. Econom. Behav.
Organ. 13(2) 193–212.

Camerer, C. 1992. Recent tests of generalizations of expected utility
theory. W. Edwards, ed. Utility: Theories, Measurement and Appli-
cations. Kluwer Academic Publishers, Boston, MA, 207–251.

Camerer, C. F., R. M. Hogarth. 1999. The effects of financial incen-
tives in experiments: A review and capital-labor-production
framework. J. Risk Uncertainty 19(1–3) 7–42.

Cher, D. J., J. Miyamoto, L. A. Lenert. 1997. Incorporating risk atti-
tude into Markov-process decision models. Medical Decision
Making 17(3) 340–350.

Conlisk, J. 1989. Three variants on the Allais paradox. Amer. Econom.
Rev. 79(3) 392–407.

Delquié, P. 1993. Inconsistent trade-offs between attributes: New
evidence in preference assessment biases. Management Sci.
39(11) 1382–1395.

Delquié, P. 1997. “Bi-matching”: A new preference assessment
method to reduce compatibility effects. Management Sci. 43(5)
640–658.

de Wit, G. A., J. J. van Busschbach, F. T. de Charro. 2000. Sensi-
tivity and perspective in the valuation of health status. Health
Econom. 9(2) 109–126.

Diecidue, E., U. Schmidt, P. P. Wakker. 2004. The utility of gambling
reconsidered. J. Risk Uncertainty 29(3) 241–259.

Doctor, J. N., J. Miyamoto. 2003. Deriving quality-adjusted life-
years (QALYs) from constant proportional time tradeoff and
risk posture conditions. J. Math. Psych. 47(5) 557–567.

Doctor, J. N., H. Bleichrodt, J. Miyamoto, N. R. Temkin, S. Dikmen.
2004. A new and more robust test of QALYs. J. Health Econom.
23(3) 353–367.

Fischer, G. W., S. A. Hawkins. 1993. Strategy compatibility, scale
compatibility, and the prominence effect. J. Experiment. Psych.:
Human Perception Performance 19(3) 580–597.

Fischer, G. W., Z. Carmon, D. Ariely, G. Zauberman. 1999. Goal-
based construction of preferences: Task goals and the promi-
nence effect. Management Sci. 45(8) 1057–1075.

Gonzalez, R., G. Wu. 1999. On the form of the probability weighting
function. Cognitive Psych. 38(1) 129–166.

Gul, F. 1991. A theory of disappointment aversion. Econometrica
59(3) 667–686.

Harless, D., C. F. Camerer. 1994. The predictive utility of general-
ized expected utility theories. Econometrica 62(6) 1251–1289.

Hershey, J. C., P. J. H. Schoemaker. 1985. Probability versus cer-
tainty equivalence methods in utility measurement: Are they
equivalent? Management Sci. 31(10) 1213–1231.

Hertwig, R., A. Ortmann. 2001. Experimental practices in eco-
nomics: A methodological challenge for psychologists? Behav.
Brain Sci. 24(3) 383–451.

Kahneman, D., A. Tversky. 1979. Prospect theory: An analysis of
decision under risk. Econometrica 47(2) 263–291.

Keller, R. L., D. N. Kleinmuntz. 1998. Is this the right time for a new
decision analysis journal? Decision Anal. Soc. Newsletter 17(3).

Llewellyn-Thomas, H., H. J. Sutherland, R. Tibshirani, A. Ciampi,
J. E. Till, N. F. Boyd. 1982. The measurement of patients’ values
in medicine. Medical Decision Making 2(4) 449–462.

McCord, M., R. de Neufville. 1986. Lottery equivalents: Reduction
of the certainty effect problem in utility assessment. Manage-
ment Sci. 32(1) 56–60.

Miyamoto, J. M., S. A. Eraker. 1985. Parameter estimates for a QALY
utility model. Medical Decision Making 5(2) 191–213.

Miyamoto, J. M., S. A. Eraker. 1988. A multiplicative model of the
utility of survival duration and health quality. J. Experiment.
Psych.: General 117(1) 3–20.

Morrison, G. C. 2000. The endowment effect and expected utility.
Scottish J. Political Econom. 47(2) 183–197.

Oliver, A. 2003. The internal consistency of the standard gamble:
Tests after adjusting for prospect theory. J. Health Econom. 22(4)
659–674.

Payne, J. W., J. R. Bettman, D. A. Schkade. 1999. Measuring con-
structed preferences: Towards a building code. J. Risk Uncer-
tainty 19(1–3) 243–270.

Payne, J. W., D. J. Laughhunn, R. Crum. 1980. Translation of
gambles and aspiration level effects in risky choice behavior.
Management Sci. 26(10) 1039–1060.

Payne, J. W., D. J. Laughhunn, R. Crum. 1981. Further tests of aspi-
ration level effects in risky choice behavior. Management Sci.
27(8) 953–958.

Pinto-Prades, J. L., J. M. Abellan-Perpiñan. 2005. Measuring the
health of populations: The veil of ignorance approach. Health
Econom. 14(1) 69–82.

Pliskin, J. S., D. S. Shepard, M. C. Weinstein. 1980. Utility functions
for life years and health status. Oper. Res. 28(1) 206–223.

Quiggin, J. 1981. Risk perception and risk aversion among Aus-
tralian farmers. Australian J. Agricultural Econom. 25(2) 160–169.

Robinson, A., G. Loomes, M. Jones-Lee. 2001. Visual analog scales,
standard gambles, and relative risk aversion. Medical Decision
Making 21(1) 17–27.

Rottenstreich, Y., C. K. Hsee. 2001. Money, kisses, and electric
shocks: On the affective psychology of risk. Psych. Sci. 12(3)
185–190.

Rutten-van Mölken, M. P., C. H. Bakker, E. K. A. van Doorslaer,
S. van der Linden. 1995. Methodological issues of patient util-
ity measurement. Experience from two clinical trials. Medical
Care 33(9) 922–937.

Shalev, J. 2000. Loss aversion equilibrium. Internat. J. Game Theory
29(2) 269–287.

Smith, J. E., D. von Winterfeldt. 2004. Decision analysis in Manage-
ment Science. Management Sci. 50(5) 561–574.

Stalmeier, P. F. M., T. G. G. Bezembinder. 1999. The discrepancy
between risky and riskless utilities: A matter of framing? Med-
ical Decision Making 19(4) 435–447.

Starmer, C. 2000. Developments in non-expected utility theory: The
hunt for a descriptive theory of choice under risk. J. Econom.
Literature 38(2) 332–382.

Stiggelbout, A. M., G. M. Kiebert, J. Kievit, J. W. H. Leer, G. Stoter,
J. C. J. M. de Haes. 1994. Utility assessment in cancer patients:
Adjustment of time tradeoff scores for the utility of life years
and comparison with standard gamble scores. Medical Decision
Making 14(1) 82–90.

Sugden, R. 2003. Reference-dependent subjective expected utility.
J. Econom. Theory 111(2) 172–191.

Tversky, A., C. Fox. 1995. Weighing risk and uncertainty. Psych. Rev.
102(2) 269–283.

Tversky, A., D. Kahneman. 1992. Advances in prospect theory:
Cumulative representation of uncertainty. J. Risk Uncertainty
5(4) 297–323.

Tversky, A., S. Sattath, P. Slovic. 1988. Contingent weighting in
judgment and choice. Psych. Rev. 95(3) 371–384.

Wu, G., R. Gonzalez. 1996. Curvature of the probability weighting
function. Management Sci. 42(12) 1676–1690.


